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Abstract

Cumrun Vafa proposed in [17] a new unifying model for the principal series of

FQHE which predicts non-Abelian statistics of the quasi-holes. The many-body

Hamiltonian supporting these topological phases of matter is invariant under four

supersymmetries. In the thesis we study the geometrical properties of this Landau-

Ginzburg theory. The emerging picture is in agreement with the predictions in [17].

The 4-SQM Vafa Hamiltonian is shown to capture the topological order of FQHE and

the tt∗ monodromy representation of the braid group factors through a Temperley-

Lieb/Hecke algebra with q = ± exp(πi/ν). In particular, the quasi-holes have the

same non-Abelian braiding properties of the degenerate field φ1,2 in Virasoro minimal

models. Part of the thesis is dedicated to minor results about the geometrical

properties of the Vafa model for the case of a single electron. In particular, we

study a special class of models which reveal a beautiful connection between the

physics of quantum Hall effect and the geometry of modular curves. Despite it is

not relevant for phenomenological purposes, this class of theories has remarkable

properties which enlarge further the rich mathematical structure of FQHE.

The thesis is based on the following publications:

R. Bergamin and S. Cecotti, “ FQHE and tt∗ geometry ”, preprint.

R. Bergamin, “tt∗ Geometry of Modular Curves”, arXiv:1803.00489[hep-th],

published in JHEP 1908 (2019) 007.
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naturale evoluzione dell’ osmiza: se magna, se beve e se ride, ma al posto del vinello

scrauso trovi Whisky americano di grande qualitá.
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che trovo uno dei piú interessanti argomenti della fisica teorica di oggi. Lo ringrazio

in particolare di avermi reso partecipe di nuove ed interessanti scoperte al riguardo.

Ringrazio anche tutti i professori che mi hanno dato tempo e disponibilitá, oltre al
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1 Introduction and Overview

The theory of topological phases of matter is one of the most interesting subject

in theoretical physics. The remarkable discovery of these quantum states showed

the limit of the Landau-Ginzburg theory of phase transitions. The topological uni-

versality classes cannot be classified with the concepts of symmetry and symmetry

breaking: we can have either states in the same topological class but with different

symmetries, or states in inequivalent topological classes but with the same symme-

tries. These quantum phases of matter encode a new kind of order, the topological

order, which is not associated to any local order parameter, but rather to global

non-local observables [13]. From these considerations one can understand the im-

portance of the discovery of quantum Hall effect. A system of interacting electrons

moving on a 2d surface in a strong magnetic field at low temperature exhibits very

surprising properties like the quantization of the Hall conductivity

σxy =
e2

2π}
ν.

Initially ν was found to be integer. The quantization of a physical quantity is not

new in quantum mechanics, but in this context it acquires a new meaning. The

robustness of the conductivity under deformations of the magnetic field within a

certain range reveals the topological nature of the Hall states. Subsequently, it was

found that ν can also assume very specific rational values. The most prominent

fractions experimentally are ν = 1/3 and ν = 2/5, but many others have been

observed. This quantum number has the interpretation of filling fraction of the

lowest Landau levels. It is for a rational ν that the most interesting phenomena of

the quantum Hall effect happen. It turns out that the charged excitations of these

systems, the quasi-holes, carry a fraction of the charge of the electron, and, more

remarkably, they behave like particles of anyonic statistics. From a theoretical point

of view what provides the connection between quantum mechanics and geometry is

the Berry’s connection. The definition of this mathematical object arises from the
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Schroedinger equation when we study the adiabatic evolution of quantum systems.

The Berry’s holonomy induced by taking a quasi-hole around another one contains

the informations about the statistics of these quantum objects. In chapter 2 we

briefly review the theory of quantum Hall states and the relation between topologi-

cal order and anyonic particles.

Despite the discovery of FQHE [2] dates back more than thirty years ago, saying

if the quasi-holes are abelian or non-abelian particles still represents a challenging

problem for both theorists and experimentalists. From the theoretical point of view,

many models have been developed to explain the observed filling fractions. Among

these, the Laughlin’s proposal [3] and the idea of hierarchy states of Haldane and

Halperin [4, 5], as well as Jain’s composite fermion theory [6], predict abelian any-

onic statistics for the principal series of FQHE. Also the possibility of non-abelian

statistics has been explored by several models for other filling fractions [7, 8, 9, 10].

More recently, C.Vafa proposed in [17] a unifying model of FQHE which leads to

new predictions for the statistics of the quasi-holes. He claims that the effective

theory of FQH systems with

ν =
n

2n± 1
(1.1)

can be realized in the framework of the AGT correspondence [19]. The compactifi-

cation of the six dimensional N = (2, 0) theory of A1 type on a punctured Riemann

surface leads to a correspondence between the Nekrason partition functions [42] of

certain SU(2) gauge theories and the correlators of the Liouville CFT. In this set

up the punctured Riemann surface is identified with the target manifold of FQHE,

where the punctures correspond to insertions of quasi-holes, and the Liouville con-

formal blocks are the wave functions of FQHE. In Appendix C we provide a short

review about the Gaiotto theory and the relation between topological string ampli-

tudes and Liouville chiral blocks which inspires the Vafa proposal. This construction

motivates in addition a microscopic description of FQHE states in terms of a N = 4

supersymmetric Hamiltonian. Choosing the plane as Riemann surface, we have a

Landau-Ginzburg model with superpotential

W(z) =
N∑
i=1

(
n∑
a=1

log(zi − xa)−
M∑
k=1

log(zi − ζk)

)
+

1

ν

∑
i<j

log(zi − zj), (1.2)

where zi, i = 1, ..., N are the electron coordinates and xa, ζα are respectively the

positions of quasi-holes and magnetic fluxes. The term log(z − xa) is the two di-

mensional Coulombic potential which describes the interaction between an electron

and a point-like source at xa with charge 1, while the term
∑

i<j log(zi − zj) keeps
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track of the Coulomb repulsion between electrons. In order to reproduce the large

macroscopically uniform magnetic field we have to consider a uniform distribution

of the flux sources ζk in C.

In this thesis we want to study the geometrical properties of the model 1.2 and verify

the predictions of [17]. In chapter 4 we analyze the Vafa Hamiltonian in relation to

microscopic physics of FQHE. We show that the degeneracy of the lowest Landau

level of an electron moving on a generic Riemann surface in a uniform magnetic

field B can be mapped to the degeneracy of a supersymmetric system with four

supercharges. Considering the complex plane as an example, in the holomorphic

gauge a generic state in the lowest Landau level can be written as

Ψ(z) = f(z)e−B|z|
2

, (1.3)

where f(z) is an holomorphic function. In the correspondence the holomorphic part

of the wave function defines canonically an element of the chiral ring R = C[z]/∂W

of a N = 4 LG model with superpotential W . This space has the structure of a

Frobenious algebra and its elements label the vacua of the supersymmetric system

[32]. Moreover, we argue that any Hamiltonian describing the motion in a plane

of many electrons coupled to a strong magnetic field is described (at the level of

topological order) by Vafas N = 4 Hamiltonian independently of the details of

the interactions between the electrons. This result implies that the LG model with

superpotential 1.2 represents the correct universality class of the fundamental many-

electron theory.

Varying the parameters in W we get a Berry’s connection D on the bundle of vacua

which satisfies a set of equations called tt∗ geometry [28]. One can define in terms

of D the tt∗ Lax connection

∇ζ = D +
1

ζ
C, ∇ζ = D + ζC, (1.4)

where C,C denotes the action of chiral and antichiral operators on the vacua and

ζ ∈ C× is an arbitrary parameter. The tt∗ equations can be rephrased as flatnees

conditions for ∇ζ ,∇ζ . This connection admits flat sections Ψi which satisfy [41, 29]

∇ζΨi = ∇ζΨi = 0. (1.5)

The advantage of having a 4-susy Hamiltonian in the same universality class of

FQHE is that we can use the tools of tt∗ geometry to study the statistics of the

quasi-holes. According to the Vafa’s program, the topological order of FQHE is

captured by the parallel transport of the flat connection ∇ζ . We can project the

7



coupling constant space of the model on the configuration space of N identical

particles on the plane

Yn = Cn/Sn, (1.6)

where

Cn = {(x1, ..., xn) ∈ Cn|xi 6= xj for i 6= j} (1.7)

is the space of n ordered distinct points and Sn is the permutation group of n objects.

Hence, the tt∗ Lax connection restricted to the vacuum bundle

V → Yn (1.8)

provides a monodromy representation of the braid group of the quasi-holes Bn =

π1(Yn). In the chapters 3,5,6 we discuss all the necessary tools to compute the tt∗

monodromy representation of the Vafa model. The chapter 3 contains a review of

supersymmetric quantum mechanics and basics of tt∗ geometry that the reader can

find in literature. The chapters 5,6 cover more advanced topics in tt∗ geometry

which are relevant for our problem. In chapter 5 we discuss the concept of statistics

in tt∗ geometry. In particular, since the electrons are fermionic particles, we study in

full generality the fermionic sector of a LG model of N identical particles. We also

discuss the formulation of tt∗ geometry in models with a non simply connected target

manifold and multivalued superpotential. The Vafa superpotential 1.2 belongs to

this family of theories. In order to treat properly these models one has to introduce

the concept of covering spaces and extend the vacuum space with the so called “θ-

sectors”. The common denominator of the chapter is the tt∗ functoriality, which

turns out to be a very powerful tool to generate isomorphisms between quantum

theories. In chapter 6 we study a special class of tt∗ geometries which we call “

very complete”. These models are quite peculiar. In the language of 2d N = (2, 2)

theories, being very complete means that all the operators in the chiral ring of the

UV conformal fixed point are IR relevant or marginally non-dangereous and there

are no wall-crossing phenomena. We show that in this case the UV limit of the Berry

connection is an SL(2,C) Knizhnik-Zamolodchikov connection [75, 77] on Cn with

global coordinates given by the critical values of the superpotential wi. The UV

limit consists in rescaling the critical coordinates wi → βwi and taking β → 0. In

this regime the Lax connection and the Berry connection coincide and, if the model

is symmetric under permutations of the wi, the UV Berry connection provides a

representation of the full braid group Bn.
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In chapter 7 we study the tt∗ geometry of the Vafa Hamiltonian. We show that the

model is very complete and symmetric. The corresponding UV Berry connection

takes the form of a Kohno connection

D = d+ 2λ
∑
i<j

si`s
j
`

d(wi − wj)
wi − wj

, (1.9)

acting on the space V n+M = ⊗iVi with Vi ' C2, i = 1, ..., n+M and si`, ` = 1, 2, 3 is

the su(2) generator acting on the Vi ' C2 factor, namely

si` = 1⊗ ....⊗ 1⊗ 1

2
σ` ⊗ 1⊗ ....⊗ 1. (1.10)

It is shown in [75] that the monodromy representation of the flat connection above

is a Hecke algebra representation of the braid group Bn+M which factorizes through

the Temperley-Lieb algebra An+M(q) with

q = exp(πiλ). (1.11)

One can restrict to the monodromy representation of Bn with the projection p :

Yn+M → Yn. It turns out that the parameter λ is related to the filling fraction ν by

q2 = e2πi/ν , (1.12)

which gives the two possibilities q = ±eiπ/ν . It is believed that 3d topological

Chern-Simons theories are effective description of FQHE states. Since the braiding

of conformal blocks in 2d WZW models is the same of the Wilson lines in non-

Abelian Chern-Simons theories, it is natural to require the UV Berry connection

to be a Knizhnik-Zamolodchikov connection for SU(2) current algebra with level k

quantized in integral units, namely

λ = ± 2

k + 2
, k ∈ Z. (1.13)

This condition leads to the allowed values of filling fraction for the Vafa model. In

the case of q = eiπ/ν we get

ν =
b

2b± 1
, b ∈ N, ν =

b

2(b± 1)
, b odd, (1.14)
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where the first one corresponds to the principal series of FQHE. From point of view

of [17], the element σ2
i of the pure braid group for the principal series has two

distinct eigenvalues, in correspondence with the two different fusion channels of the

φ1,2 operator in the minimal (2n, 2n ± 1) Virasoro model. The ratio of the two

eigenvalues is

q2 =
exp[2πi(h1,3 − 2h1,2)]

exp[2πi(h1,1 − 2h1,2)]
= exp(2πi/ν). (1.15)

As predicted in [17], the quasi-holes have the same non-Abelian braiding properties

of the degenerate fields φ1,2 in Virasoro minimal models. On the other hand, the

less natural solution q = −eiπ/ν gives other two series of filling fractions. These are

respectively

ν =
m

m+ 2
, m = k + 2 ∈ N ≥ 2, ν =

m

3m− 2
, m = k + 2 ≥ 2, (1.16)

where the first series contains the values of ν corresponding to the Moore-Read [8]

and Read-Rezayi models [9].

The reader can find in appendix other minor results about the geometrical properties

of the Vafa model for the case of a single electron. In particular, in E we study a

special class of models which reveal a beautiful connection between the physics of

quantum Hall effect and the geometry of modular curves. The analysis is based on

[64]. Despite it is not relevant for phenomenological purposes, this class of theories

has remarkable properties which enlarge further the rich mathematical structure

of FQHE. Among the main results, the theorems about the cusps counting and

classification are recovered in a physical language. From our investigation of this

family of models, the algebraic properties of the modular curves emerge in an elegant

manner.

2 Topological Order, FQHE and Anyons

2.1 A New Kind of Order

The fractional quantum Hall effect opened a new chapter in condensed matter

physics. For a long time, before the discovery of the quantum Hall states, Lan-

dau’s symmetry breaking theory defined the fundamental paradigm of many-body

physics. We know that at sufficiently high temperature matter is in form of gas. In
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this regime the particles are weakly interacting and the motion of a single constituent

is not influenced by the other ones. When temperature decreases the particles be-

come more and more correlated and start to develop a regular pattern. In this

regime we observe an emergent collective behaviour revealing an internal structure,

which we also call order. The concept of order allows to classify different states

of matter and is intimately related to the concept of phase transition. One says

that two many-body states has the same order if we can change one states into

the other with a smooth deformation of the Hamiltonian. If this is not possible we

encounter a phase transition. The definition of order organizes the states of matter

in equivalence classes which are said universality classes in the Wilsonian language.

According to Landau’s theory there is a deep relation between order and symmetry.

Different orders are associated with different symmetries, which are described by

local parameters, and a phase transition involves the breaking of some symmetry.

This picture is able to explain a large class of experimentally observed states of

matter and predict the existence of gaplessness excitations in the materials due to

symmetry breaking. The existence of the quantum Hall states reveals the limits of

Landau’s paradigm and shows the existence of a new type of order, usually called

topological order [13]. These states of matter are created by confining electrons on a

2d interface between two different semiconductors under strong magnetic fields and

low temperature. In this regime the electrons are strongly correlated and behave

collectively like a quantum liquid. The topological phases are not classified by sym-

metries and cannot be described by local order parameters. Indeed, all the quantum

Hall states have the same symmetries and a phase transition between them does not

involve any symmetry breaking. One can define a topological universality class as a

family of Hamiltonians with gapped spectrum which can be smoothly deformed to

each other without the emergence of gappless excitations. The topological order can

be characterized by global, non-local observables, which are robust under any local

perturbations that can break symmetries. These are essentially the degeneracy of

the ground state, which depends only on the topology of the target space, and the

non-local behaviour of the quasi-hole and quasi-particle excitations.

2.2 The Quantum Hall Effect: General Setting and Phe-

nomenology

We recall some basic facts about the phenomenology of quantum Hall effect. More

details can be found in [13, 12] and references there. The Hall effect was originally

discovered by Edwin Hall in 1879. The physical set-up is very simple to construct:

one has to take a bunch of electrons, restrict them to move on a two dimensional

plane and turn on an electric field ~E and magnetic field ~B respectively parallel and

orthogonal to the plane. The classical Hall effect is simply the consequence of the

11



motion of charged particles in a magnetic field. In a static regime the electric force

acting on the charge carriers is balanced by the Lorentz force of the magnetic field.

In natural units we have the condition

qe ~E = qe~v × ~B, (2.1)

where qe = −e is the charge of the electron and ~v is the velocity of the particles.

Denoting with n the density of the electrons, a current ~j = n~v is made to flow in

the normal direction to the electric field. Moreover, the norms E, j are related by

E = j
B

nqec
= j

h

q2
e

1

ν
(2.2)

where h, c are respectively the Planck constant and the speed of light, while

ν =
nhc

qeB
=

n

B/Φ0

=
number of particles

number of flux quanta
(2.3)

is the filling fraction. In the above equality we introduced Φ0 = hc
qe

as the quantum

unit of magnetic flux. Recalling the Ohm’s law

~E = ρ~j (2.4)

where

ρ =

(
ρxx ρxy
−ρxy ρyy

)
(2.5)

is the resistivity tensor, from 2.2 we obtain the relations

ρxx = 0, ρxy =
h

q2
e

1

ν
. (2.6)

According to the classical theory, the Hall resistance ρxy is proportional to the

magnetic field at fixed electron density. Indeed, experimentally one finds that ρxy ∝
B at weak fields. However, in the early 1980s it was found that for strong magnetic

fields (∼ 10 T) and very low temperatures (∼ 1 K) the Hall resistance develops a

plateau structure as in Figure 1. In particular, the filling fraction ν is quantized

in this regime and labels the different plateaus. These new states of matter behave
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like an incompressible fluid of uniform density. Initially ν was found to be an

integer. This phenomenon is called integer quantum Hall effect (IQHE) and was

discovered by von Klitzing in 1980 [1]. In the experiment the electrons are confined

on an interface between two different semiconductors which play the role of 2d

plane. The quantization of a physical quantity is rather common at the microscopic

level, but the case of the filling fraction is different from the usual quantization

phenomena in quantum mechanics. The profile of the resistivity shows that the

quantum Hall states are robust under deformations of the magnetic field within a

certain range. Moreover, the plateau spectrum turns out to be indipendent from

the local, microscopic details of the material. These features reveal the topological

nature of these phases of matter.

Figure 1: Plateau structure

Subsequently, it was found that ν can also take very specific rational values. This

phenomenon is called fractional quantum Hall effect (FQHE) and was discovered

by Tsui and Stormer in 1982 [2]. The most prominent fractions experimentally are

ν = 1/3 and ν = 2/5, but many other fractions have been seen. The majority

of them has odd denominator and can be recasted in the so called principal series

ν = n
2n±1

. It is in these states that the most remarkable things happen. The charged

excitations of the Hall fluid, the quasi-holes, carry a fraction of the charge of the

electron, as if the electron split itself into several pieces. It is not just the charge

of the electron that fractionalises: this happens to the statistics of the electron

as well. It is known that quantum particles in two spatial dimensions can have

statistics which does not correspond to the classical bosonic or fermionic one. After

the braiding of two identical particles the wave function of the many-body system

picks up a phase eiθ, where the parameter θ determines the statistics. The statistics

of the particles in two dimensions are
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θ = 0 boson

0 < θ < π anyon

θ = π fermion

(2.7)

In more complicated examples even this description breaks down: the resulting ob-

jects are called non-Abelian anyons and provide physical realization of non-local

entanglement in quantum mechanical systems. In this case the Hilbert space of the

system is degenerate and a braiding operation induces a unitary transformation on

a generic state. While the fractional charge of quasi-holes has been measured exper-

imentally, a direct detection of their statistics is more challenging. It is confirmed

that the quasi-holes of the fractional Hall states do not posses classical statistics,

but if they are Abelian or non-Abelian anyons is still an open question.

2.3 Landau Levels

The quantum Hall effect is based at the microscopic level on the dynamics of charged

particles in a magnetic field. The Hamiltonian of a quantum particle in a constant,

uniform magnetic field has discrete spectrum. The structure of the energy levels,

known as Landau levels, allows to describe the plateaus at integer values of the filling

fraction [13]. In particular we are interested in the lowest Landau level, namely the

ground state. We ignore for the moment the Coulomb interaction and assume the

electrons to be spin polarized. An electron of mass m in a uniform magnetic field is

described by the Hamiltonian

H = − 1

2m
(∂i − iqeAi)2, } = c = 1, (2.8)

where we choose the symmetric gauge

(Ax, Ay) =
B

2
(−y, x), B = ∂xAy − ∂yAx. (2.9)

To find the energy levels is convenient to introduce the complex coordinate z = x+iy

and the holomorphic and anti-holomorphic derivatives

∂z =
1

2
(∂x − i∂y), ∂z̄ =

1

2
(∂x + i∂y). (2.10)

One can rewrite the Hamiltonian in complex coordinates as
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H = − 1

m
(DzDz̄ +Dz̄Dz) (2.11)

where Dz, Dz̄ are the covariant derivatives

Dz = ∂z − iqeAz, Az =
1

2
(Ax − iAy) =

B

4i
z̄,

Dz̄ = ∂z̄ − iqeAz̄, Az̄ =
1

2
(Ax + iAy) = −B

4i
z.

(2.12)

One can exploit the commutation relation [Dz, Dz̄] = 1
2
mωB, where ωB = qeB/m is

the cyclotron frequency, to simplify the expression of H as

H = − 2

m
DzDz̄ +

1

2
ωB. (2.13)

The constant E0 = 1
2
ωB is the energy of the first Landau level. A wave function

Ψ(z, z̄) in this subspace satisfies the condition

Dz̄Ψ(z, z̄) = 0. (2.14)

Assuming qeB > 0 we introduce the magnetic length lB defined by

l2B =
1

qeB
(2.15)

which represents the characteristic length scale governing the magnetic phenomena

in the quantum regime. The Hamiltonian above is conjugated by the relation

H = e−|z|
2/4l2BH̃e+|z|2/4l2B (2.16)

to the operator

H̃ = − 2

m
D̃z̄D̃z + E0 (2.17)

where
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D̃z = e+|z|2/4l2BDze
−|z|2/4l2B = ∂z −

1

2l2B
z̄,

D̃z̄ = e+|z|2/4l2BDz̄e
−|z|2/4l2B = ∂z̄.

(2.18)

We note that the non unitary transformation e+|z|2/4l2B makes the anti-holomorphic

part of the gauge connection vanishing. Rewriting a generic state in the Hilber space

as

Ψ(z, z̄) = Ψ̃(z, z̄)e−|z|
2/4l2B , (2.19)

where Ψ̃(z, z̄) is a smooth function, the condition to be in the lowest Landau level

becomes

D̃z̄Ψ̃(z, z̄) = ∂z̄Ψ̃(z, z̄) = 0, (2.20)

namely Ψ̃(z, z̄) must be an holomorphic function on the complex plane. A natural

basis of holomorphic functions is given by the monomials zk with k > 0. Hence, a

basis of vacua is

Ψ0;k = zke−|z|
2/4l2B . (2.21)

These wave functions have a circular shape and k-th state is peaked at the radious

rk =
√

2klB. Noting that the ring of the k-th vacuum encloses m flux quanta

Φ0 = 2πl2B, we learn that there is one state for every flux quantum. Hence, the

number of states in the lowest Landau level is equal to the number of flux quanta

Φ/Φ0, where Φ is the magnetic flux of B. One can obtain the wave functions

corresponding to the n-th excited Landau levels as follows

Ψn;k = Dn
zΨ0;k, (2.22)

where the energy of the n-th state is En = (1
2

+n)ωB. It is clear that all the Landau

levels have the same degeneracy.

In the case of N free electrons in a uniform magnetic field one has to fill the Landau

levels with Fermi statistics. It is not difficult to guess that for a quantum Hall state

at an integer filling fraction ν = n ∈ N the first n Landau levels are completely filled.

The finite gap ∆ = ωB for the excitations explains why at low temperature we ob-

serve these plateau, while the Pauli exclusion principle explains the incompressibility

of the Hall fluid. The wave function for the ν = 1 state is
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Ψ(z1, ..., zN) =

∣∣∣∣∣∣∣∣∣
1 1 ...

z1 z2 ...

z2
1 z2

2 ...

. . .

∣∣∣∣∣∣∣∣∣ e
−
∑
i |zi|2/4l2B =

∏
i<j

(zi − zj)e−
∑
i |zi|2/4l2B (2.23)

where N must be equal to the number of flux quanta. The above wave function

describes a circular droplet with radious R = 2πNl2B and uniform density. Indeed,

each electron occupies an area πr2
k+1−πr2

k = 2πl2b and so the density has the constant

value ρ = 1/2πl2B. For magnetic fields B ∼ 1T we have `B ∼ 10−8m. In quantum

Hall effect experiments the length scale of the sample is of order R ∼ cm and so the

typical number of electrons is N ∼ 1012.

2.4 The Laughlin Wave Function

In order to describe the fractional states one can try to apply the logic that we

used in the integer case. Let us consider the states with 0 < ν < 1. For such

values of the filling fraction we naturally conclude that the lowest Landau level is

partially filled by the electrons, whose number must be N = νN , where N = Φ/Φ0

is the capacity of the lowest Landau level. It is immediate to see that the free

electrons description cannot work in the fractional case. Indeed, if we fill a fraction

of the lowest Landau level with Fermi statistics, in the thermodynamical limit we

get a hugely degenerate ground state. The number of states is

(
N
νN

)
, which is

approximately
(

1
ν

)νN ( 1
1−ν

)(1−ν)N ∼ 101012 for N ∼ 1012. Hence, it is clear that the

fractional quantum Hall states are strongly correlated system in which the Coulomb

interaction plays a fundamental role. This partially removes the degeneracy of the

lowest Landau level in such a way that we can observe plateaus at fractional valules

of ν. Solving the Schoredinger equation and find the exact wave function for these

systems is hopeless. The first approach to describe these plateaus is due to Laughlin

[3]. He proposed a wave function for the ν = 1
m

states, with m an odd integer. His

guess is based on some physical considerations. First of all, any wave function in

the lowest Landau level must have the form

Ψ(z1, ..., zN) = f(z1, ..., zN)e−
∑
i |zi|2/4l2B , (2.24)

where f(z1, ..., zN) must be holomorphic and anti-symmetric under the exchange of

any two particle positions because of the Fermi statistics. Moreover, this wave func-

tion should describe a fluid of uniform density on a disk of radious R =
√

2mNlB,
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compatibly with the fact that the number of states in the full Landau level is

N = mN . The Laughlin proposal is

Ψ(z1, ..., zN) =
∏
i<j

(zi − zj)me−
∑
i |zi|2/4l2B . (2.25)

We see that the highest power for each electron coordinate appearing in f(z1, ..., zN)

is m(N − 1). This means that the maximum radious for each particle is R ∼√
2mNlB, where we can replace N − 1 with N in the thermodynamical limit. Cor-

respondingly, the area of the droplet is A ∼ 2πmNl2B and the density of the Hall

fluid is ρ = 1
2πml2B

. The Laughlin wave function captures the relevant physics of the

fractional quantum Hall states at the filling fractions ν = 1/m, but is not the exact

ground state of the many-body Hamiltonian. However, it is possible to construct

an Hamiltonian whose ground state is precisely given by the Laughlin state [12].

According to the Laughlin proposal, this Hamiltonian should be in the same univer-

sality class of the FQHE Hamiltonian for N = νN electrons and support the same

topological phase as ground state. This motivates why one can use the above wave

function to describe the ν = 1/m states rather than the exact one.

Following the Laughlin proposal, other models have been developed to explain and

describe the other filling fractions, such as the construction of Hierarchy states pro-

posed by Haldane and Halperin [4, 5]. We will explain this idea in section 2.9.

2.5 Berry’s Connection

Topological phases encode the non trivial low energy dynamics of certain gapped

systems below the energy scale of the minimal excitation. By definition they cannot

have local propagating degrees of freedom and what distinguish them from the trivial

phase are their geometrical properties. The mathematical object which puts in

relation quantum mechanics with geomery and topology is the Berry’s connection

[14]. Since it plays a central role in the study of FQHE we briefly recall its definition

(see [12, 15] for a more detailed review). Let us consider an Hamiltonian

H(xi;λj) (2.26)

where xi are the degrees of freedom of the system, as for instance the positions and

spins of the particles, and λj is a set of parameters determined by some external ap-

paratus that an observer can vary. These parameters can be thought as coordinates

on a space of couplingsM which parametrizes a family of theories. We assume that,

apart from some isolated critical points, for every choice of λj the spectrum of the
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Hamiltonian is gapped and the ground state has degeneracy N > 1. One defines

the vacuum bundle V →M where the fiber Vλ at a point λj is the vacuum space of

H(xi;λj). Let us a set a local frame

|a;λ〉, a = 1, ..., N. (2.27)

The definition of the Berry’s connection arises when we study the adiabatic evolution

of the system. The adiabatic theorem states that, if we prepare the quantum system

in a certain vacuum |a;λ〉 for certain λj and vary slowly the parameters compared

to the energy gap of the excitations, at every point λ′j of the path in the space of

couplings the perturbed state |ψa(λ′)〉 is in the ground state Vλ′ . More precisely,

the adiabatic ansatz for the evolved state is

|ψa(λ′)〉 = Uab(λ
′) |b;λ′〉 (2.28)

where U ∈ U(N) since time evolution in quantum mechanics is unitary. We see

from this formula that a vacuum state is parallely transported along a certain in

path in the space of couplings. Plugging the adiabatic ansatz in the Schoredinger

equation provides the definition of a unitary connection on the vacuum bundle which

generates the time evolution. This is the Berry’s connection

(Ai)ba = −i〈a;λ| ∂λi |b;λ〉. (2.29)

The unitary matrix introduced in 2.28 contains also the dynamical phase e−i
∫
dλEo(λ)

which we always have in the time evolution of a quantum state. One can ignore this

contribution or simply set Eo(λ) = 0 by adding a constant to the Hamiltonian. It is

interesting in general to evaluate the transformation of a state after a closed loop in

the space space of couplings. The associated unitary matrix is the Berry’s holonomy

U = P exp

(
−i
∮
Aidλ

i

)
, (2.30)

where P stands for path ordering. In the case of degenerate ground state the Berry’s

connection is non-Abelian and the associated holonomy group is a subgroup of U(N)

with N > 1. If the system has a unique vacuum state |λ〉, the Berry’s connection

is Abelian and the holonomy 2.30 reduces to the Berry’s phase

eiγ = exp

(
−i
∮
Ai(λ)dλi

)
, (2.31)
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with Ai(λ) = −i〈λ| ∂λi |λ〉.

2.6 Anyonic Particles

Topological phases are beleaved to support anyonic particles. These has not to be

thought as fundamental particles existing in nature. Indeed, they are artificially

realized as charge excitations of quantum liquids. The fusion and braiding rules of

anyons are among the geometrical observables which characterize the topological

order. Moreover, as we will discuss in the next section, the existence of anyonic

particles is deeply related to the topological degeneracy of the ground state. Given

their importance in the phenomenology of topological phases, we spend some words

to recall some basic properties about a theory of anyons. We know that in d = 3

spatial dimensions we can have only fermionic and bosonic statistics. This is related

to the topology of the configuration space of N identical particles in three dimen-

sions. Denoting with ri, i = 1, ..., N the positions of the particles in R3, the space is(
R3N \ {ri = rj}

)
/SN , where SN is the permutation group of N objects. The funda-

mental group of this space is Z2. This means that all the possible ways to exchange

two particles are topologically equivalent, while a double exchange is topologically

trivial. In quantum mechanics the exchange of particles acts as unitary operator on

the wave function ψ(r1, r2, ..., rN). Hence, the statistics are in correspondence with

unitary irreducible representations of Z2. These are one dimensional and the unique

possibilities are given by

ψ(r1, r2, ..., rN) = ±ψ(r2, r1, ..., rN) (2.32)

where ±1 corresponds respectively to the bosonic and fermionic statistics.

In two spatial dimensions the classification of statistics is much richer. Let us

consider N particles on the plane sitting along a line and order them. The image

in space-time of the particle worldlines under an exchange of their order is called

a braid. One distinguishes braids by their topological class, which means that two

braids are considered the same if we can smoothly change one into the other without

crossing of the worldlines. Such braidings form an infinite group called braid group

BN . This coincide with the fundamental group of the confirguration space of N

identical particles on the plane. This is
(
CN \ {zi = zj}

)
/SN , where zi are the

coordinates of the particles in C. The braid group of N objects is generated by

N − 1 operators R1, ..., RN−1, where Ri exchanges the i-th and (i + 1)-th particles

in an anti-clockwise direction. These satisfy the defining relations

RiRj = RjRi |i− j| > 2 (2.33)
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and the Yang-Baxter equations

RiRi+1Ri = Ri+1RiRi+1, i = 1, ..., N − 1. (2.34)

Different statistics in two dimensions are associated with unitary irreducible repre-

sentations of the braid group. Particles that form a one dimensional representation

of BN are called Abelian anyons. In this case the braid matrices act on the wave

function as phases

Ri = eiπαi . (2.35)

The Yang-Baxter equations for these operators require that eiπαi = eiπαi+1 , implying

that all identical particles have the same phase. If α = 0, 1 we recover the classical

statistics, while for 0 < α < 1 we have fractional statistics.

The most general case is given by non-Abelian anyons. The Hilbert space of these

objects is a non-Abelian representation of the braid group and can be characterized

in an abstract way with the idea of fusion. One introduce a set of variables a, b, c....

which denote the different type of anyons in our theory. These objects satisfy a

multiplicative algebra, usually called fusion algebra, which reads

a ? b =
∑
c

N c
abc (2.36)

where N c
ab are non-negative integers telling how many different ways there are to

get the anyon c when we bring together two anyons a and b. The fusion algebra

is commutative and associative, implying that the order in which we fuse anyons is

irrelevant. Each anyonic species identifies an irreducible representations of the braid

group. Hence, the Hilbert of two anyons a, b decomposes in irreducible representa-

tions of dimension N c
ab corresponding to the fusion channels c appearing in a ? b.

The anyons are said non-Abelian if N c
ab ≥ 2 for some c. The vacuum of the theory

corresponds to the identity element of the algebra 1 and satisfies

a ? 1 = a (2.37)

for any a. This relation implies that the Hilbert space of a single anyon is always

one dimensional. Hence, we see that a single anyonic particle does not have any

internal degree of freedom. The information contained in the Hilbert space Hab of

two non-Abelian anyons a, b is a property of the pair and cannot be associated to a

single particle. We learn that anyonic particles are mutually non local objects and
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the corresponding Hilbert space is said topological since the stored information is

related to global properties of the system, namely how the anyons braid.

2.7 Charged Excitations of The Laughlin State

The Berry’s connection allows to study the topological properties of the quantum

Hall states and in particular the physics of the charged exctitations. One can intro-

duce M quasi-holes in the Hall fluid at positions ζa, a = 1, ...,M . These are created

experimentally by inserting thin solenoids in the fluid and have a three dimensional

nature of magnetic fluxes. However, from the 2d perspective they behave like point

like particles. A Laughlin state ν = 1/m with M quasi-holes is described by the

wave function

Ψ(z1, ..., zN ; ζ1, ..., ζM) =
∏
i,a

(zi − ζa)
∏
i<j

(zi − zj)me−
∑
i |zi|2/4l2B . (2.38)

A remarkable property of the quasi-holes is that they carry a fraction of the electron

charge. If the elecron has charge qe = −e, these particles have charge e∗ = e/m. An

euristic justification of this fact is that putting m quasi-holes in the same position is

equivalent to fix the position of one electron, making it non-dynamical and creating

a hole in the fluid. Hence, if we inject a hole into the quantum Hall fluid, this splits

into m independent quasi-particles.

A more rigorous way to show the fractionalization of the electron charge requires

to compute the Berry’s connection associated with the Laughlin state. One can

interpret the positions of the quasi-holes ζj as coordinates in the space of cou-

plings and denote with |ζ1, ..., ζM〉 a frame on the vacuum bundle which satisfies

〈z1, ..., zN |ζ1, ..., ζM〉 = Ψ(z1, ..., zN ; ζ1, ..., ζM). The calculation of the Berry’s con-

nection is done in detail in [12] in the normalized frame

|ψ〉 =
1√
Z
|ζ1, ..., ζM〉 (2.39)

where Z = 〈ζ1, ..., ζM |ζ1, ..., ζM〉. It is assumed in the computation that the quasi-

holes are not brought too close to each other. The Abelian connection over the

configuration space of M quasi-holes is

Aζi = − i

2m

∑
j 6=i

1

ζi − ζj
+

iζ̄i
4ml2B

, Aζ̄i = Aζi . (2.40)
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From the Berry connection one can exctract several informations about the physics

of these particles. If we move a quasi-hole ζ along a closed path C which do not

enclose any other particle the corresponding Berry phase is

eiγ = exp

(
−i
∮
C

Aζdζ + Aζ̄dζ̄

)
= exp

(
i
eΦ

m

)
, (2.41)

where Φ is the magnetic flux enclosed by C. In this case the phase γ has the in-

terpretation of Aharonov-Bohm phase γ = e∗Φ picked up by a charged particle in a

magnetic field. Hence, we see that a quasi-hole carries fractional charge e∗ = e/m.

Another remarkable property of the quasi-holes of the Laughlin state is that they

behave like Abelian anyons. The statistics is encoded in the flat part of the connec-

tion. The corresponding Berry phase provides a representation of the braid group of

M quasi-holes. Ignoring the Aharonov-Bohm contribution, if we take a quasi-hole

in ζ1 along a closed loop C encircling another quasi-hole in ζ2 we get the following

phase

eiπα = exp

(
− 1

2m

∮
C

dζ1

ζ1 − ζ2

+ h.c

)
= e2πi/m. (2.42)

Mooving a particle around another one is equivalent to exchange them two times.

Hence, the phase picked up by the wave function after a single braid is

α =
1

m
. (2.43)

In the case of m = 1, namely the integer plateau at ν = 1, the quasi-holes behave

like fermionic particles, while in a generic Laughlin state with m > 1 the quasi-holes

have Abelian fractional statistics.

An important property of fractional quantum Hall states is also the topological

degeneracy of the ground state, namely the number of ground states depend on the

topology of the manifold. This is one of the main future of topological phases and is

deeply related to the existence of anyonic particles. This feature becomes manifest

if we put the system on a compact manifold of non trivial topology. Let us put the

system on a torus and consider the following process. We create from the vacuum

a quasi-particle quasi-hole pair, where the quasi particle is a charged excitation of

the Hall fluid with opposite charge e∗ = −e/m. We then separate the particles and

take them around one of the two different cycles of the torus before making them

annihilate. We denote with T1, T2 the operators which implement the process for

the first and second cycle of the torus. Composing these operations one can see

that T1T2T
−1
1 T−1

2 is equivalent to take one anyon around another. Hence, the torus

generators satisfy the algebra
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T1T2 = e2πi/MT2T1. (2.44)

The Hilbert space must be an irreducible representation of this algebra and has

dimension m. The generalisation of this argument to an arbitrary genus-g Riemann

surface shows that the ground state must have degeneracy mg. This number depends

only on the topology and not on the local details of the manifold. One can also

construct the analog for the Laughlin states on the torus using the Jacobi theta

functions, checking that there are exactly m ground states. We note also that the

integer plateau given by m = 1 corresponds to the trivial topological phase.

2.8 Effective Theory of Laughlin States

Different quantum Hall states support inequivalent theories of anyonic particles,

with different fractional charge and fractional statistics. This means that, despite

these states have the same symmetry, they belong to different quantum phases and

have different topological order. An efficient and systematic way to study topolog-

ical order is to construct an effective low energy theory for the FQH states. This

captures the topological properties of FQH liquids and provide a universal character-

ization of topological order. To construct this theory one follows the hydrodynamical

approach [13]. Below the scale of the minimal excitation, electrons in a strong mag-

netic field and low temperature form a quantum liquid which we describe with a

vector field Jµ, µ = 0, 1, 2, where J0 is the electron charge density and J i, i = 1, 2

are the components of the electron current density. A Laughlin state ν = 1/m has

charge density J0 = −e/2πl2B = e2νB/2π and the charge current induced by an

external electrostatic field Ei is J i = σxyε
ijEj, where σxy = νe2

2π
is the Hall conduc-

tance. Hence, the vector field Jµ has the following response to a variation of the

electromagnetic field

δJµ = σxyε
µνλ∂νδAλ. (2.45)

We want to write an action giving the above equation as equation of motion. The

electron density can be parametrized in term of a U(1) gauge field aµ as

Jµ =
e2

2π
∂νaλε

µνλ. (2.46)

This current satisfies automatically the conservation law ∂µJ
µ = 0. The gauge field

aµ is the emergent topological degree of freedom of the FQH liquid. The Lagrangian
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describing the dynamics of this field and reproducing the above equation of motion

is

L(aµ, Aν) = −e
2m

4π
aµ∂νaλε

µνλ +
e2

2π
Aµ∂νaλε

µνλ. (2.47)

The first peace of the Lagrangian is the well known Abelian Chern-Simons term. As

one could expect, the effective theory describing the geometrical properties of FQH

states is a topological field theory in 2 + 1 dimensions. The identification of the

inverse filling fraction 1
ν

= m with the Chern-Simons coupling, which is quantized

by the requirement of gauge invariance at quantum level, leads to a correspondence

between Chern-Simons levels and FQH states.

To provide a complete description of the FQH liquids one has to include in the

Lagrangian the quasi-hole and quasi-particle excitations. This requires to introduce

another current jµ which couples to aµ. The Lagrangian gains a new term

∆L = aµj
µ. (2.48)

The gauge invariance of the action is preserved if the current is conserved: ∂µj
µ = 0.

Turning off the electromagnetic field Aµ, the equation of motion is

e2

2π
fµν =

1

m
εµνρj

ρ. (2.49)

Let us place a static quasi-hole in the origin. The current is given by j0 = eδ2(x), j1 =

j2 = 0. The equation of motion becomes

1

2π
f12 =

1

em
δ2(x). (2.50)

We see that the effect of the Chern-Simons term is to attach a magnetic flux

Φ =
2π

em
(2.51)

to a particle of charge q = e. Consequently, If we take a quasi-hole around another

one we get an Aharonov-Bohm phase eiqΦ = e2πi/m, which we interpret as the

statistical phase generated by a double exchange of the particles. This result agrees

with the fractional statistics that we find for the the Laughlin state ν = 1/m. Using

the definition of electromagnetic current density in 2.46 we also get the equality
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J0 =
e2

2π
f12 =

e

m
δ2(x), (2.52)

from which we correctly the recover the fractionalization of the quasi-hole charge

e∗ = e
m

.

Recent reviews about the Chern-Simons approach to FQHE can be found in [12, 16].

2.9 Other Filling Fractions

So far we discussed only FQH liquids at the fractions ν = 1
m

. As we anticipated in

section 2.4 one can describe the other plateaus with the idea of hierarchical states

proposed by Haldane and Halperin. One starts with a Laughlin state at ν = 1/m

and vary the magnetic field to make the system change the plateau. Given their

nature of magnetic fluxes, we can increase or decrease the magnetic field by injecting

respecticely quasi-particles or quasi-holes in a ν = 1/m state such that they form

themselves a Laughlin condensate. The effective Lagrangian of the model is modified

as follows [12, 13]. Let us set e = 1 for simplicity. One writes the quasi-holes current

as

jµ =
1

2π
εµνρ∂ν ãρ, (2.53)

where ãρ is another emergent Chern-Simons field describing the quasi-hole conden-

sate. The current couples to aµ and the new Lagrangian reads

L(aµ, ãν)± =
1

2π
Aµ∂νaλε

µνλ − m

4π
aµ∂νaλε

µνλ +
1

2π
aµ∂ν ãλε

µνλ − m̃

4π
ãµ∂ν ãλ, (2.54)

where m̃ is an integer. To compute the Hall conductivity one has to solve the

equations of motion for ãµ and then for aµ. One finds that this theory describes a

Hall state with filling fraction

ν =
1

m− 1
m̃

. (2.55)

We can compute the charge and statistics of quasi-holes in this new state. There

are two type of excitations for this fluid, the ones which couple to aµ and the ones

which couple to ãµ. For the first type we find
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mf12 − f̃12 = 2πδ2(x), m̃f̃12 − f12 = 0, (2.56)

from which we get

f12 =
2π

m− 1
m̃

δ2(x). (2.57)

For the second type we have

mf12 − f̃12 = 0 ± m̃f̃12 − f12 = 2πδ2(x) (2.58)

which gives

f12 =
2π

±mm̃− 1
. (2.59)

If we set for instance m = 3 and m̃ = 2 we find the state ν = 2/5, which is among

the most prominent among the observed plateau. The resulting charges of the quasi-

holes are e∗ = 2/5 and e∗ = 1/5, which have been measured experimentally. One can

now repeat this construction: the quasi-particles of the new state form a condensate

described another gauge field, for which we introduce a new Chern-Simons term and

current of type 2.53 which couples to ãµ. Iterating this procedure we obtain Abelian

quantum Hall states with filling fraction

ν =
1

m− 1
m̃1− 1

m̃2−....

. (2.60)

Using the idea of hierarchy one can write down the most general Abelian quantum

Hall state [13, 12]. We consider N emergent gauge fields aiµ, with i = 1, ..., N . The

effective theory for these fields is

L(aiµ) =
1

4π
Kijε

µνρaiµ∂νa
j
ρ +

1

2π
tiε

µνρAµ∂νa
i
ν (2.61)

where the K matrix specifies the Chern-Simons coupling and the t vector tells which

linear combination of currents play the role of electron current. So far we only

considered the so called single-layer FQH states, where the electrons are confined

a single 2d interface. This setting is described by the choice t = (1, 0, 0, ..., 0),

namely we have a single charge carrier. However, one can also make samples with
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multiple layers of interfaces. The electrons confined on different layers under a

strong magnetic filed form a multi-layer FQH state. The topological properties of

the model are encoded in K and t. The Hall conductance can be computed by

integrating out the gauge fields and is given by

(
K−1

)ij
titj, (2.62)

while the charge of the quasi-holes which couple to aiµ is

(e?)i =
(
K−1

)ij
tj. (2.63)

The statistics between quasi-holes which couple to ai and aj is

αij =
(
K−1

)ij
. (2.64)

Moreover, one can show that the degeneracy of the ground state on a surface of

genus-g is |detK|g. When can recover the single-layer model given in 2.54 with the

choice

K =

(
m −1

−1 m̃

)
t = (1, 0). (2.65)

It is possible to write down a wave function for the hierarchy states, also in the

multi-layer case, which extends the Laughlin proposal to more general filling frac-

tions. The interested reader can refer to [13] for the details of the construction.

An alternative way to describe the hierachy states is given by the composite fermion

theory proposed by Jain [6]. The basic proposal is that FQH states for electrons

can be thought as integer Hall states for new weakly interacting degrees of freedom.

These are the composite fermions, namely electrons bounded to magnetic flux vor-

tices. One can find a discussion about this alternative model in [12]. Despite the

approach is very different from the hierarchy theory, the composite fermion approach

reproduces the same filling fractions. Among these we get in particular the principal

series

ν =
n

2n± 1
, (2.66)

also known as Jain’s series. As the hierarchy model, the composite fermion theory

predicts Abelian fractional statistics for the quasi-holes.
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The possibility of non-Abelian statistics has been explored for certain FQH states

at higher Landau levels [7, 8, 9, 10]. Among these the most prominent is observed

at ν = 5/2, which consists of fully filled lowest Landau level for both spin up and

spin down electrons, followed by a spin polarized Landau level at half filling. This is

also known as Moore-Read state and is believed to support non-Abelian anyons of

Ising type [12]. One can construct effective low energy theories also for non-Abelian

quantum Hall states. These naturally involve emergent non-Abelian Chern-Simons

fields associated with certain non-Abelian gauge groups.

2.10 Theory of Edge States

It has been noticed in [8] a remarkable connection between wave functions of FQH

states and correlators of certain 2d conformal field theories. Let us consider a ν =

1/m Laughlin state with N electrons at positions zi, i = 1, ..., N and M quasi-holes

at positions ζa, a = 1, ..,M . We consider the c = 1 theory describing a free scalar

field φ(z) and associate to electrons and quasi-holes respectively the chiral vertex

operators V (zi) = exp (iφ(zi)/
√
ν) and W (ζa) = exp (i

√
νφ(ζa)). The holomorphic

part of the Laughlin wave function is captured up to a prefactor depending on the

ζa) by the correlator

〈
∏
i,a

V (zi)W (ζa)〉 =
∏
i,a

(zi − ζa)
∏
i<j

(zi − zj)
1
ν . (2.67)

The contribution of the magnetic field can be included in this set up as follows. To

be compatible with the holomorphicity of the correlator, instead of a uniform B

field, one considers a lattice of fundamental units of magnetic flux Φ(a) = a2/2πl2B
at positions ζm,n(a) = am + ian, m,n ∈ Z, where a is a real parameter. One has

to insert in the correlators the vertex operators

∏
Λ(a)∩D(R)

exp
(
−iΦ(a)

√
νφ(ζm,n(a))

)
, (2.68)

where the lattice Λ(a) = aZ + iaZ is contained in a disk D(R) of radius R =√
2mNlB. It is manifest in this language that a point-like charge and a magnetic

flux unit have the same nature in the two dimensional physics. Hence, the FQH

wave function gains the new term
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∏
i,Λ(a)∩D(R)

1

(zi − ζm,n(a))
= exp

−Φ(a)
∑

i,Λ(a)∩D(R)

log(zi − ζm,n(a))

 . (2.69)

We know that a correlator of chiral primaries 〈
∏

i e
iαiφ(zi)〉 is non-vanishing only if

the neutrality condition
∑

i αi = 0 is satisfied. With the inclusion of the magnetic

lattice in the correlator one finds the relation

N = ν(N −M), (2.70)

where N =
∑

Λ(a)∩D(R) Φa = R2/2l2B is the number of flux units contained in D(R),

namely the capacity of the lowest Landau level. In this framework the magnetic

field plays the role of neutralizing background charge for the correlator. We see that

the above equality reproduces the correct relation between the number of electrons

and the magnetic flux, including also the contribution of the quasi-holes.

In order to recover the uniform constant B field one should take the continuous limit

of the lattice and then omit terms suppressed by |zi|/R� 1. The immaginary part

of the sum −Φ(a)
∑

Λ(a)∩D(R) log(z − ζm,n(a)) oscillates very rapidly for a � 1 and

the average of the oscillations is vanishing in the limit a→ 0. Instead, the real part

coincides with the 2-dimensional electrostatic potential generated by a discrete set

of charges, which tends to a continuous distribution for a � 1. So, we obtain the

limit

− Φ(a)
∑

Λ(a)∩D(R)

log(z − ζm,n(a))
a→0, R→∞−−−−−−−→ −

∑
i

|z|2/4l2B, (2.71)

which reproduces the non-holomorphic part of the FQHE wave functions.

The relation between FQHE and 2d CFT is not accidental. The c = 1 chiral theory

describes the edge excitations of the Chern-Simons theory [13, 12]. Contrary to the

bulk topological theory, which is gapped by definition, the edge theory is a conformal

chiral liquid with gapless excitations. This bulk to boundary correspondence is one

of the main property of topological phases and apply also to non-Abelian quantum

Hall states. The physics of the edge modes is a reflection of the topological order in

the bulk and provides the most powerful way tool to classify topological universality

classes. It turns out that the edge excitations have the same spectrum of the quasi-

particle and quasi-hole excitations of the fluid. The role of the different kinds of

anyons is now played by the different representations of the conformal algebra that

appear in a given conformal field theory. Each of these representations is labelled

by a primary operator Oi. In classifying topological order we consider rational
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conformal field theories, since they have a finite number of primary operators. The

CFT algebra encodes also the concept of fusion. Given two operators Oi, Oj, the

operator product expansion (OPE) between them can contain other representations

labelled by some Ok. The OPEs are naturally interpreted as the fusion rules satisfied

by the anyonic particles. One can write the OPE as

Oi ? Oj =
∑
k

N ij
k Ok (2.72)

where Nk
ij are integers.

The CFT description of FQHE provides also the definition of braiding matrices. In

general a CFT contain both chiral and anti-chiral modes. A correlation function of

primary operators can be written as

〈
∏
i

O(zi, z̄i)〉 =
∑
p

|Fp(zi)|2, (2.73)

where Fp(zi) are multi-branched holomorphic functions of the zi depending on the

set of operators inserted in the correlator. These are also known as conformal blocks

and provide a basis of quantum Hall wave functions. As we exchange the positions

zi of the quasi-particles the conformal blocks will be analytically continued onto

different branches. The result can be written as some linear combination of the

original functions, from which one derives the braiding properties of the anyons.

2.11 A New Proposal

According to the previous discussion, to study the topological properties of FQHE

is enough to identify the correct CFT. This encodes all the necessary physical infor-

mations to characterize the universality classes of FQH states, such as fusion and

braiding rules of the quasi-particles excitations. Moreover, it provides a systematic

way to construct the quantum Hall wave functions without any guesswork. Fol-

lowing this approach, it has been recently proposed by Vafa a new unifying model

for the principal series of FQHE systems with ν = n
2n±1

[17]. The identification of

the CFT describing the Hall states comes from consistency conditions between the

above description and the CFT paradigms. The starting point is again the Laughlin

state ν = 1/m, which according to the previous models is described by the c = 1

CFT. The wave function interpretation of the correlators implies that we have to

integrate them over the electron positions zi. However, in the context of a CFT this

is allowed only if the vertex operator exp(iφ(zi)/
√
ν) has dimension 1. This can be

achieved by modifying the c = 1 theory with the addition of a background term
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Q′Rφ to the scalar action, where R is the Ricci curvature and Q′ is the background

charge. This is given by

Q′√
2

= Q =
1

b
+ b = i

(√
2ν − 1√

2ν

)
, (2.74)

where

b =
−i√
2ν
. (2.75)

Hence, it turns out that FQHE systems are described by a Liouville theory with

action [20, 21]

S =

∫
d2z

[
1

8π
∂φ∂̄φ+ iQ′Rφ

]
. (2.76)

The central charge of the theory reads

c = 1 + 6Q2 = 1− 3
(2ν − 1)2

ν
. (2.77)

We relax the restriction ν = 1
m

and consider a generic rational filling fraction ν = n
m

.

We obtain

c = 1− 6
(2n−m)2

2nm
(2.78)

which is the central charge of the 2d CFT minimal model (2n,m) [23]. Here m

needs to be odd in order to have 2n and m relatively prime. Moreover, since the

edge modes in the FQHE are supposed to have correlations which fall off with the

distance (see [11]) we should restrict to unitary CFT’s [11]. This puts the further

constraint m = 2n ± 1, from which we recover the Jain’s series ν = n
2n±1

. The

operator algebra of the (2n,m) minimal models is realized by the degenerate fields

[22].

Φr,s = exp

[
i(r − 1)

φ√
ν

+ i(s− 1)
√
νφ

]
(2.79)

for 1 ≤ r < 2n, 1 ≤ s < m, which satisfy the relations [24]
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Φr1,s1 × Φr2,s2 =

k=r1−r2−1
l=r1−r2−1∑

k=1+|r1−r2|,k+r1+r2+1=0 mod 2
l=1+|r1−r2|,l+r1+r2+1=0 mod 2

Φk,l (2.80)

In particular, the Φ1,s are identified with the quasi-holes operators, where Φ1,2 is the

minimal excitation, and generate insertions of (zi−ζ)s−1 factors in the wave function.

This leads to the main difference between this model and the previous ones, where

the quasi-holes of the states ν = n
2n±1

are predicted to be Abelian anyons. On the

contrary, in this theory the quasi-holes should have the same fusion rules and non-

Abelian braiding properties of the (2n, 2n ± 1) minimal models. The embedding

of minimal models in Liouville theory allows also to identify the bulk topological

theory, which turns out to be a Chern-Simons theory based on an SL(2,C) gauge

group.

2.12 The Vafa’s Hamiltonian

Among the several proposals of Vafa in [17], there is a connection between FQHE

and supersymmetric N = 2 gauge theories in four dimensions, which arise from

compactification of six dimensional (2, 0) theories on a punctured Riemann surface

Σ, the so called Gaiotto curve [18]. These are labelled by semisimple Lie algebras

in the ADE classification. Picking an ADE group, the rank r of the corresponding

Dynkin graph is identified with the number of layers of FQHE. We associate to each

node in the graph an integer Na, a = 1, ..., r which denotes the number of electrons

in the a-th layer. The worldvolume of FQHE is identified with Σ × R, where R is

the time direction and the Riemann surface Σ is the target space of FQHE. For each

node we assign also a meromorphic (1, 0) form Wa(z)′dz on Σ. The meromorphic

functions Wa(z)′ encode the interaction between an electron of coordinate z in the

a-th layer and the quasi-holes in the quantum Hall fluid. We focus on the case

of target space P1, where Wa(z)′ are just rational functions on the complex plane.

Finally, we introduce for each node of the graph the set of chiral superfields za,ka ,

ka = 1, ..., Na, which play the role of electron coordinates for the different layers of

FQHE. Hence, with the ingredients defined above, a Dynkin diagram of ADE type

identifies a 4-SQM Landau-Ginzburg theory with superpotential
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W(za,ka) =
r∑

a=1

Na∑
ka=1

Wa(za,ka) + β

r∑
a=1

∑
1≤ka<ha≤Na

log(za,ka − za,ha)2

− β
r∑

a,b=1

∑
ka,ha

Ia,b log(za,ka − zb,ha),
(2.81)

where Ca,b = 2δa,b−Ia,b is the Cartan matrix of the chosen ADE group and β can be a

generic complex coupling. We are mostly interested in the case of single layer FQHE.

This corresponds to pick the A1 (2, 0) six dimensional theory. In the single layer

case we have a unique rational function W ′(z) containing the interaction between

electrons and quasi-holes. It is natural to describe the quasi-holes with simple

poles. Indeed, the function W ′(z) has the physical interpretation of electrostatic

field generated by the quasi-holes and the two dimensional Coulomb interaction

between point-like particles decays with the inverse of the distance. This is also the

most general case, since higher degree poles can be obtained by confluent limit of

simple poles. Hence, denoting with ζ`, ` = 1, ...,M the positions of the punctures

on P1, the holomorphic superpotential corresponding to this setting is

W(zi; ζ`) =
N∑
i=1

W (zi; ζ`) + β
∑

1≤i<j≤N

log(zi − zj)2, (2.82)

where

W (z; ζ`) =
M∑
`=1

α` log(z − ζ`). (2.83)

This model can be defined for general residues α`. However, as we are going to

discuss in section 4, if we want to identify the punctures at positions ζ` either with

the quasi-holes or the magnetic fluxes of FQHE one should set respectively α` = ±1.

In [17] Vafa makes the following predictions:

• The degeneracy of the lowest Landau level can be mapped to the degeneracy

of ground states of a supersymmetric system.

• The N = 4 Hamiltonian prescribed by the above superpotential is in the same

universality class of the principal series of FQH states and capture the same

topological order.

• The minimal quasi-holes of the FQHE states have the same braiding proper-

ties of the primary field φ1,2 in minimal models, or equivalently of the spin 1/2
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Wilson line operator in SU(2) Chern-Simons theory. Moreover, the Berry con-

nection of the quantum mechanical model corresponds to the SU(2) Knizhnik-

Zamolodchikov connection. This provides a Hecke representation Hn(q) of the

braid group of n quasi-holes, where the parameter q = ±e iπν is function of the

filling fraction ν labelling the FQH states.

• There is a distinguished state among the ground states of the supersymmetric

Hamiltonian of Laughlin type. This canonical vacuum corresponds to the

configuration in which the electrons are as spread out as possible among the

lowest Landau levels. Moreover, it is the most symmetric one with respect to

the permutation of the quasi-holes and magnetic fluxes.

The main goal of this thesis is to show that these predictions connecting FQHE and

N = 4 supersymmetry are correct. The superpotentials 2.81 and 2.82 are motivated

by the relation between topological string amplitudes, partition functions of ADE

matrix models and chiral blocks of Toda theories [25, 26, 27]. Focusing on the AN−1

case, the topological string amplitudes are the objects which connect the Nekrasov

partion functions of N = 2 SU(N) gauge theories [42] and the chiral conformal

blocks of AN−1 Toda theories in the context of AGT correspondence. In particular,

one can specialize to the case of minimal models, which admit an embedding in

the AGT set up with an appropriate refinement of the Nekrasov partition functions

[52, 53, 54]. In the case of single layer FQHE, the N = 2 four dimensional theories

arising from the compactification on Σ are SU(2) gauge theories with a matter sec-

tor which depends on the structure of the punctures [18]. According to the original

formulation of AGT correspondence [19], the Nekrasov partition functions of SU(2)

gauge theories compute the chiral blocks of the Liouville CFT. In Appendix C we

provide a short review about the Gaiotto theory and the relation between topological

string amplitudes and Liouville chiral blocks which motivate the Vafa Hamiltonian.

Once identified the effective theory for the principal series of FQHE, Vafa proposes

also a microscopic Hamiltonian that in principle may support the topological phases

described by the minimal models as ground states. This Hamiltonian is N = 4 su-

persymmetric and is motivated by string theoretical considerations. The key idea of

this program is that with extended supersymmetry we have several techniques at our

disposal, such as hyperKahler geometry, isomonodromic deformations, triangle and

cluster categories, mirror symmetry, integrable and Hitchin systems, etc..., which

we may use to understand the phenomenology of FQHE. These condensed matter

systems seem to hide a rich mathematical structure beyond Chern-Simons theory

and 2d CFT, which involves all the main recent developments in string theory and

supersymmetric QFT.
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3 Supersymmetry and tt∗ Geometry

3.1 Supersymmetric Quantum Mechanics

Before exploring the connections between FQHE and supersymmetry, we need to

recall some basic knoledge about supersymmetric quantum mechanics and related

tools to study the geometry of vacua. We begin with the case of two supercharges.

3.1.1 N = 2 SQM

N = 2 supersymmetric quantum mechanics is essentially the Witten’s reformulation

of Morse theory [37, 40]. The theory has a graded Hilbert spaceH = H+⊕H−, where

H± are spaces of bosonic and fermionic states respectively. These are eigenspaces

of the Fermi parity operator I = (−1)F which counts the fermion number F of a

state modulo two. This operator is Hermitian and satisfies I2 = 1. By definition

of N = 2 supersymmetry, the theory has an Hermitian operator Q (and its adjoint

Q†) which maps bosonic states to fermionic states and viceversa. The susy charges

Q,Q† and the Fermi parity satisfy the algebraic relations

{Q, I} =
{
Q†, I

}
= 0

Q2 = Q†2 =
{
Q,Q†

}
= 0

(3.1)

Since they are symmetry operators of the system, the susy charges commute with

the Hamiltonian H. In particular, the Hamiltonian is the “Laplacian”

H =
1

2

(
QQ† +Q†Q

)
. (3.2)

The operators Q,Q†, F,H generate the supersymmetry algebra of the N = 2 theory.

Since it is a nilpotent operator, one can define the cohomology of Q in the Hilbert

space. The cohomology classes of Q are in correspondence with the ground states

of the theory. The vacuum wave functions |Ψ〉 are eigenstates of the Hamiltonian

with zero energy and coincide with the harmonic representatives of the cohomology

classes

H |Ψ〉 = 0⇔ Q|Ψ〉 = Q† |Ψ〉 = 0. (3.3)
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We consider a smooth compact manifold X of dimension dimRX = n, with a local

coordinate system xi, i = 1, ..., n. To each coordinate xi we associate a couple of

creation-annihilation operator ψi, ψi which satisfy the Clifford algebra

{
ψi, ψj

}
= {ψi, ψj} = 0{

ψi, ψj
}

= δij.
(3.4)

The Hilbert space is a representation of this algebra and a general wave function

reads

Φ =
∑
k

φ(x)i1,...,ikψ
i1 ...ψik |0〉, (3.5)

where |0〉 is the Clifford vacuum and the functions φ(x)i1,...,ik are totally antisym-

metric in the indices. The commutation relation between creation and annihilation

operators can be read as the pairing between forms and vectors dxi(∂j) = δij. The

identification ψi → dxi allows to rewrite the above wave function as a differential

form on M . Hence, the space of differential forms Ω∗(X) plays the role of Hilbert

space, where the Hermitian scalar products between states coincides with the Hodge

inner product of forms

〈Φ|Ψ〉 =

∫
X

Ψ ∧ ∗Φ∗. (3.6)

In this representation the susy charges act as differential operators on the space of

forms, while the degree k of a wave form has the interpretation of Fermi number.

Moreover, the Hermitian conjugation of operators is defined with respect to the

inner product 3.6 and has the usual expression of Hodge theory.

The easiest realization of N = 2 supersymmetric quantum mechanics is a sigma

model on a Riemannian manifold. The supersymmetric charges Q,Q† are given by

the exterior derivative d and the adjoint d† = (−1)k ∗−1 d∗. The corresponding

Hamiltonian is the usual Laplacian on a Riemannian manifold

H =
1

2
∆ =

1

2
(d†d+ dd†). (3.7)

The vacuum of this theory is isomorphic to the de Rham cohomology H∗(X;C) and

the Witten index coincides the Euler character of X
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IW = TrH(−1)F =
n∑
k=0

(−1)kbk = χ(X), (3.8)

where the Betti numbers bk count the number of vacua with degree k.

One can deform the sigma model by introducing a smooth real superpotential V

on X. The susy algebra generators of this theory are the generalized differential

operators

dV = d+ dV ∧, d†V = (−1)k ∗−1 (d+ dV ∧)∗

1

2
∆V =

1

2

(
∆ + gij∂iV ∂jV + ∂i∂jV [∗dxi, dxj]

)
,

(3.9)

where gij is a Riemannian metric on the target manifold. The susy charge dV is

conjugated to the exterior derivative by the relation dV = e−V deV . It follows that

the cohomology classes [Ψ̃] of dV are in one to one correspondence with de Rham

classes [Ψ] through the map

Ψ̃ = e−V Ψ. (3.10)

The isomorphism Hvacuum ' H∗(X;C) implies that on a compact manifold the

dimension of the ground state depends only on the topology of the manifold and

not on the choice of the superpotential.

One can study the ground states of the theory also with a perturbative approach.

We introduce the planck constant } and rescale the superpotential as V → 1
}V .

In the semiclassical limit } � 1 the potential energy 1
}2 g

ij∂iV ∂jV becomes very

large except around the critical points of V . For small } the eigenfunctions of the

Hamiltonian are concentrated around the classical vacua and can be computed with

an asymptotic expansion in terms of local data. This is the essence of Morse theory:

we reconstruct the cohomology from the local data of a smooth function around its

critical points. We consider the case in which V is a Morse function. This implies

that the critical points of V are isolated and non degenerate, namely det ∂i∂jV 6= 0.

Since the set of Morse functions is open and dense in the space of functions, these

properties are very general. One can associate to each perturbative vacuum a Morse

index IM which counts the number of negative eigenvalues of the Hessian of V at the

critical point. The Morse index has the physical interpretation of fermion number.

Since the Witten index is invariant under smooth deformation of the theory, one can

perform its computation also in the classical limit. Denoting with ck the number of

classical vacua with Morse index k, one has
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IW =
n∑
k=0

(−1)kck =
n∑
k=0

(−1)kbk. (3.11)

The classical computation of vacua is exact at every order in perturbation theory, but

is in general not correct at the non-perturbative level. Indeed, instanton corrections

can lift some of the classical vacua. Hence, the true quantum vacua are generically

less than the classical ones and we have ck ≥ bk. Since the Witten index must be

preserved, bosonic and fermionic vacua can be lifted by instantons only in pairs.

One can extend N = 2 SQM to a non compact Riemannian manifold. In the non

compact case the Hilbert space is the space of differential forms whose coefficents

are L2 functions on X. In absence of a superpotential, the vacua are harmonic

representatives in cohomology classes of L2 forms. These states are exact in the

absolute cohomology of X and one can write for a vacuum Ψ the relation

Ψ = dΦ. (3.12)

However, Φ is not square integrable on the target space and so the wave form Ψ

defines a non trivial cohomology class in the Hilbert space.

As before, we can introduce a real superpotential V on the target space which

generates a potential term in the Hamiltonian. Differently from the compact case,

now the structure of vacua depends on the choice of the superpotential. Morse

theory admits an extension for non compact manifolds and one can show that the

space of vacua is isomorphic to the relative de Rham cohomology H∗(X,XV ;C),

where

XV = {x ∈ X
∣∣ V < −Λ; Λ→∞} (3.13)

is the asymptotic region of X where the superpotential tends to −∞. In particular,

the relative de Rham classes in H∗(X,XV ;C) are mapped to dV -cohomology classes

in the space of L2 forms by the map 3.10. We can consider as an example the

polynomial superpotential on the real line

V = ax2n + lower order terms, x ∈ R. (3.14)

The structure of the ground state depends on the sign of the coefficient a in fron of

the highest power of the polynomial. If a is positive the superpotential is bounded

from below and so we have XV = ∅. The vacuum space is isomorphic to the de

Rham cohomology of the real line
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H∗(R) =

{
H0(R) = C
H1(R) = 0

. (3.15)

One can easily check that the eigenfunction of the Hamiltonian is the zero form

ψ = ce−V , (3.16)

where c is some normalization constant. If a is negative the superpotential is

bounded from above and tends to −∞ as x → ±∞. In this case the vacuum is

isomorphic to the cohomology with compact support on R. This is Poincare’ dual

to the de Rham cohomology and reads

H∗c (R) =

{
H0

c (R) = 0

H1
c (R) = C

. (3.17)

The corresponding vacuum is the fermionic state

ψ = ceV dx. (3.18)

3.1.2 N = 4 SQM

Supersymmetric quantum mechanics with four supercharges has the same structure

of Hodge theory on a Kahler manifold X [32, 37]. For any neighborhood of the

manifold one can choose a set of holomorphic coordinates zi, i = 1, ..., n = dimCX

and a local Kahler potential K. This defines also the corresponding Kahler metric

gij = ∂i∂̄jK and Kahler form ωK = igij̄dz
idz̄j. The fermionic partners of the bosonic

degrees of freedom zi, z̄i are four creation and annihilation operators ψi, ψi, ψ̄
i, ψ̄i

which satisfy the Clifford relations

{
ψi, ψj

}
= {ψi, ψj} = 0

{
ψ̄i, ψ̄j

}
=
{
ψ̄i, ψ̄j

}
= 0{

ψi, ψj
}

= δij
{
ψ̄i, ψ̄j

}
= δij.

(3.19)

Similarly to the case with two supercharges, one can identify the creation and an-

nihilation operators with forms and vectors on the target space. The map ψi →
dzi, ψ̄i → dz̄i realizes the isomorphism between the space of L2 smooth forms on X,

endowed with the inner product 3.6, and the Hilbert space H of a N = 4 theory.
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Compared to the Riemannian case, the richer structure of Kahler geometry leads

to a larger supersymmetry algebra. The Hilbert space can be decomposed in irre-

ducible representations of the Lefschetz SU(2) symmetry group, whose algebra is

generated by the Lefschetz operators

L = ωK∧, Λ = (−1)k ∗−1 L∗ (3.20)

and the shifted Fermi number F̃ = k − n, where k = p + q is the degree of a form

which decomposes in holomorphic and anti-holomorphic degree p, q. These operators

satisfy the algebraic relations

[F̃ , L] = 2L,

[F̃ ,Λ] = −2L,

[L,Λ] = F̃ .

(3.21)

The Lefschetz group has the physical interpretation of R-symmetry group of the

supersymmetry algebra.

The easiest realization of N = 4 SQM is a sigma model with target space X. In

this theory the supercharges are given by the Dolbeault operators on the Kahler

manifold

Q = ∂, Q = ∂̄,

Q† = δ̄, Q† = δ.
(3.22)

The susy charges are nilpotent and anticommuting operators

∂2 = ∂̄2 = 0 ∂∂̄ + ∂∂̄ = 0

δ2 = δ̄2 = 0 δ̄δ + δδ̄ = 0
(3.23)

and with the R-symmetry generators satisfy the Kahler identities

[
∂̄, L

]
= [∂, L] = 0

[
∂̄†,Λ

]
=
[
∂†,Λ

]
= 0[

∂̄†, L
]

= i∂
[
∂†, L

]
= −i∂̄

H = ∂̄∂̄† + ∂̄†∂̄ = ∂∂† + ∂†∂ =
1

2
(dd† + d†d),

(3.24)
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where H is the Hamiltonian. The four susy charges, the R-symmetry generators

and the Hamiltonian provide a complete basis of generators for the supersymmetry

algebra.

If the Kahler manifold is non compact we can add to the theory an holomorphic

superpotential W . A N = 4 theory with a superpotential is called Landau-Ginzburg

(LG) theory. In presence of W the supercharges become the generalized Dolbeault

operators

∂W = ∂ + ¯dW∧, ∂̄W = ∂̄ + dW∧,
δ̄W = δ†W , δW = ∂̄†W .

(3.25)

One can check that these operators satisfy the same algebraic relations of ∂, ∂̄. In

particular, the Hamiltonian is the generalized Laplacian

H = ∂W∂
†
W + ∂†W∂W = ∂̄W ∂̄

†
W + ∂̄†W ∂̄W =

1

2
(dV d

†
V + d†V dV ), (3.26)

where dV = ∂W + ∂̄W is the generalized exterior derivative of V = W + W̄ .

We are interested in the space of supersymmetric vacua of aN = 4 Landau-Ginzburg

theory on a non compact space. By the Kahler identities 3.24, we can study the

cohomology in the Hilbert space of one of the two Dolbeault derivatives. For con-

venience, one typically considers the complex of Q = ∂̄W . Similarly to Hodge

theory, the vacuum wave forms coincide with the harmonic representatives of the

∂̄W -cohomology classes. There exists a subclass of manifolds that are very com-

mon in the applications in which this problem simplifies considerably, namely Stein

manifolds. There are several characterizations of this type of spaces, in particular

capturing the property of having “many” holomorphic functions. Denoting with

O(X) the ring of holomorphic functions on X, the following two conditions are

satisfied:

• X is holomorphically convex, namely for every compact subset C ⊂ X, the

so-called holomorphically convex hull

C̄ =
{
z ∈ X

∣∣|f(z)| ≤ supw∈K |f(w)| ∀f ∈ O(X)
}

(3.27)

is also a compact subset of X.

• X is holomorphically separable, i.e. ∀x, y ∈ X with x 6= y there is an holo-

morphic function f such that f(x) 6= f(y).
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Examples of Stein manifolds are Cn, as well as its holomorphic domains, and all the

non compact Riemann surfaces. Among the properties of a Stein space, we have

that X is holomorphically spreadable, i.e. for every point x ∈ X there is a set of

n = dimCX globally defined holomorphic functions which form a local coordinate

system when restricted to a neighborhood of x. Another relevant property is that

the Dolbeault cohomologies Hp,q

∂̄
(X) have a simple structure, i.e.

Hp,q

∂̄
(X) =

{
0, q ≥ 1

Ωp(X), q = 0
(3.28)

where Ωp(X) is the space of holomorphic p-forms on X. The cohomologies Hp,q
∂ (X)

have a similar structure and can be obtained by complex conjugation. This result

implies that a Stein space admits a globally defined Kahler potential K, since the

corresponding Kahler form is exact in the Dolbeault cohomology and can be written

globally as ω = i∂∂̄K.

In order to describe the ground states of a Landau-Ginzburg theory it is relevant to

define the BRST cohomology of Q in the space of operators. The supercharge acts

on an operator φ as

[
Q, φ

]
, (3.29)

where the brackets denote respectively a commutator or anticommutator if the op-

erator has even or odd fermion number. An operator is closed if the commutator

with the susy charge is vanishing, while it is exact if there exist an operator ϕ such

that φ =
[
Q,ϕ

]
. The BRST cohomology of Q forms a ring under multiplication of

operators, also known as chiral ring [32, 37]

R =
Q− closed opers

Q− exact opers
. (3.30)

In particular, R is a unital associative algebra defined over C. Let us consider an

operator which multiplies a wave form by a smooth function χ. This operator is

closed if

[
Q,χ

]
= ∂̄χ = 0, (3.31)

namely if χ is holomorphic. Moreover, the operator is exact if there exists an

holomorphic section υ of the tangent bundle on X such that
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{
ιυ,Q

}
= υi∂iW, (3.32)

where ιυ is the contraction of differential forms by the vector field υ. It turns out

that the chiral ring is isomorphic to the commutative quotient algebra

R ' O(X)/JW , (3.33)

where JW = 〈∂1W, ..., ∂nW 〉 is the Jacobian ideal generated by the partial derivatives

of W . It is know from singularity theory that if the critical point of W are isolated,

the quotient algebra is finite dimensional and localizes around the critical points.

Denoting with pi, i = 1, ..., N the set of critical points, we have the isomorphism of

complex algebras

R '
N∏
i=1

Ri, Ri = Opi/JW ' Cµi (3.34)

where Opi are the germs of holomorphic functions at pi. The dimension of the local

ring µi = dimCRi is called Milnor number of the critical point pi and is equal to

the degeneracy of pi. The dimension of the algebra is computed by the sum of the

Milnor numbers dimCR =
∑

i µi. If W is non degenerate at the critical points, the

chiral ring is a semisimple algebra and can be written as product of simple factors

R '
∏N

i=1 Ci ' CN . In particular, we have Ri ' Ci and µi = 1 for each non

degenerate pi. One can introduce a basis of orthogonal idempotents ei, i = 1, ..., N

in which the chiral ring is completely diagonal. This is defined by the condition

ei(pj) = δij (3.35)

and provides a canonical isomorphism between R and CN as complex algebra. This

basis can always be constructed if X is a Stein manifold and the set of non degenerate

critical points has no accumulation points. An holomorphic operator φ is identified

by this map with its set of critical values

φ→


φ(p1)

.

.

.

φ(pN)

 . (3.36)
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One can introduce a non degenerate symmetric pairing between chiral operators

〈φiφj〉 = ηij (3.37)

which is defined by the Grothendieck formula [28]

〈φ〉 =
1

(2πi)n

∮
φ dz1...dzn
∂1W...∂nW

, (3.38)

where the integration contour encircles the critical points of W . Endowed with the

above pairing, the chiral ring is a symmetric Frobenius algebra.

The structure of the vacuum space V of N = 4 Landau-Ginzburg theory is described

by the following theorem [32, 33]. Under the condition that X is a Stein manifold,

with dimCX = n and the critical points of W are isolated

• The supersymmetric vacua Ψi are invariant n-forms under the Lefschetz sym-

metry group, namely

LΨi = ΛΨi = 0 (3.39)

• The vacuum wave forms are “essentially independent of the Kahler metric”.

Denoting with Ψ0 a wave function for a Kahler potential K0, given another

potential K the corresponding wave function is

Ψ = Ψ0 +

[n/2]∑
k=0

akL
kΛkΨ0 (3.40)

for some coefficients ak. In particular Ψn,0 = Ψn,0
0 and Ψ0,n = Ψ0,n

0 .

• The Hamiltonian is compatible with complex conjugation: if Ψi is a basis of

vacuum wave functions, also the Hermitian conjugates

Ψ∗i = M j
ī
Ψj (3.41)

form a complete basis, where the complex conjugation is defined by the real

structure M of the ground state.

• The space of vacua is isomorphic to the chiral ring as vector space
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V ' R. (3.42)

Denoting with φi a basis of R, the vacuum wave function Ψi representing the

φi-class reads

Ψi = φidz1 ∧ .... ∧ dzn +Q− exact term. (3.43)

We make a few comments about this result. The vacuum wave functions can be seen

as representatives of the ∂̄W -cohomology in the Hilbert space. One can show that

if the ∂̄-cohomology has the structure 3.28, which is guaranteed by the fact that X

is a Stein manifold, the ∂̄W -cohomology is concentrated in the middle cohomology

group Hn
∂̄W

, which is isomorphic to the vector space

Hn
∂̄W
' R̃ =

Ωn

dW ∧ Ωn−1
, (3.44)

namely the space of holomorphic n-forms modulo those that can be written as dW∧α
for some n − 1 holomorphic form. The map φ(z) → φ(z)dz1....dzn makes explicit

the isomorphism between R̃ and the chiral ring

R̃ ' R (3.45)

as modules over R. Moreover, Hn
∂̄W

has the same local structure of the chiral ring.

The fact that the map dW∧ : Ωn−1(M) → Ωn(M) fails to be surjective only at

the critical points pi of W , which are assumed to be isolated, implies that the

cohomology is localized around the classical vacua. Indeed, one can prove that

R̃ '
⊕
i

R̃i, R̃i =
Ωn
i (M)

dW ∧ Ωn−1
i (M)

, (3.46)

where Ωn
i (M) are the germs of holomorphic n-forms at pi. Moreover, each space R̃i

is isomorphic to the local ring

Ri =
Opi
IW

(3.47)

as module over Ri. It is proved in [32] that each ∂̄W -class has representatives

with compact support, hence in the Hilbert space, and viceversa a class in the
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Hilbert space determines a class in the space of smooth forms Λ∗(M). Therefore,

the cohomology H∂̄W (M) is equivalent to the cohomology in the Hilbert space and

we have the isomorphism of vector spaces

H∂̄W (M) ' H∂̄W (H) ' R. (3.48)

The vacuum space has vanishing Lefschetz angular momentum F̃ and forms a trivial

representation of the R-symmetry group. In particular, the Witten index IW =

TrH(−1)F̃+n counts the number of vacua up to the sign and is given by the sum of

the Milnor numbers

IW = (−1)n
∑
i

µi. (3.49)

If W is a Morse function, all the critical points are non degenerate and the dimension

of the ground state is equal to the number of classical vacua. Indeed, since they have

equal fermion number, the classical vacua cannot be lifted by instantons corrections

and, differently from the case with two supercharges, the perturbative computation

is always exact.

By the Frobenius structure of the chiral ring, the space of vacua is naturally endowed

with a symmetric pairing

ηij =
1

(2πi)n

∫
Ψi ∧ ∗Ψj =

∮
φiφj dz1...dzn
∂1W...∂nW

= 〈φiφj〉, (3.50)

where φi, φj are representative in the chiral ring of the vacua Ψi,Ψj. Viceversa, the

scalar product of the Hilbert space allows to define an Hermitian pairing between

chiral and anti-chiral operators, also known as tt∗ metric [28]

gjī = 〈φi|φj〉 = 〈Ψi|Ψj〉 =

∫
Ψj ∧ ∗Ψ∗j . (3.51)

Using the identities 3.41, 3.50 one finds that the ground state metric g, the real

structure M and the symmetric pairing η are related by

gjī = Mk
ī

∫
Ψj ∧ ∗Ψk = ηjkM

k
ī . (3.52)

Moreover, since the real structure satisfies MM∗ = 1, where M∗ denotes the complex

(not Hermitian) conjugate matrix, one can write an identity between η and g
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η−1g(η−1g)∗ = 1 (3.53)

also known as reality constraint.

A Landau-Ginzburg theory with four supercharges is in particular N = 2 super-

symmetric. In the N = 4 supersymmetry algebra one can define a family of N = 2

subalgebras parametrized by an angle θ as

dVθ = d+ (eiθ∂W + e−iθ∂W )∧, δhθ = d†hθ , (3.54)

where the real superpotential Vθ is the harmonic function

Vθ = 2Re(eiθW ). (3.55)

On a Kahler space the complex structure is compatible with the Riemannian struc-

ture and one can see the vacuum space also as L2-cohomology of dVθ .

The cohomology classes which label the vacua of the supersymmetric system are

defined over the complex numbers. However, it is possible to endow the vacua also

with an integral structure. By Morse cobordism, we have an isomorphism between

the vacuum space and the relative de Rham cohomology [28]

V = H∗(X,XRe(eiθW );C), (3.56)

where the set XRe(eiθW ) ⊂ X is defined according to 3.13. The vacuum wave forms

Ψi are conjugated to some closed n-forms ωi in the relative de Rham classes by

Ψi = e−2Re(eiθW )ωi, i = 1, ..., N. (3.57)

The classes in the dual homology group Hn(X,XRe(eiθW );C) are represented by non

compact cycles with boundary in the region XRe(eiθW ). This space has a natural

integral structure given by the homology with integer coefficients

V∨ ' H∗(X,XRe(eiθW );Z)⊗Z C. (3.58)

In case of Morse superpotential a canonical integral basis is given by the Lefschetz

thimbles Ba(θ), a = 1, ..., N describing the gradient flow of the superpotential eiθW

[29, 37]. These are special Lagrangian middle-dimensional submanifolds of X which

arise from the critical point of W . The images of these cycles on the W -plane

48



are straight lines stretched in the eiθ direction starting at the critical values of the

superpotential. The relative homology is also called the space of branes, because

in 2d the corresponding objects have the physical interpretation of half-BPS branes

[29]. In particular, the angle θ specifies which linear combinations of the original

4 supercharges leave the brane invariant. One can use the above formula and the

standard pairing between cycles and forms to introduce the so called tt∗ brane

amplitudes

〈Ba(θ)|Ψi〉 = Ψa,i(θ) =

∫
Ba(θ)

e2Re(eiθW )Ψi, (3.59)

which define a non-degenerate N × N matrix whose components are not univaued

as function of the couplings and the phase eiθ.

3.2 tt∗ Geometry

3.2.1 tt∗ Geometry in SQM

Once we solve the Schroedinger equation for the zero energy level, it is interesting

to study the evolution of the ground states as we vary the parameters of the theory.

We consider a family of Landau-Ginzburg models W (zi, ta) parametrized by a set

of holomorphic couplings ta. These are local holomorphic coordinates on a complex

manifold P . We assume for this family of theories that the target manifold X is

a Stein space and the critical points of W are isolated. One defines a complex

vector bundle H → P , also called Hilbert bundle, where the fiber is the Hilbert

space H. This is a trivial bundle and can be written globally as H× P → P . The

vacuum bundle V → P is the subbundle of the Hilbert bundle whose fiber is the

space of vacua Hvac. Differently from the Hilbert bundle, the bundle of vacua is non

trivial, since the ground state of the Hamiltonian vary non trivially as we change

the couplings of the superpotential. The canonical trivial connection of the Hilbert

bundle induces by projection P : H → Hvac a non trivial connection on the vacuum

bundle, which is by definition the Berry connection. The equations which prescribe

the curvature of the Berry connection are known as tt∗ equations [28, 32]. We recall

that a generic wave form Ψ in the Hilbert space has a unique orthogonal Hodge

decomposition

Ψ = Ψ0 + ∂̄Wα + ∂̄†Wβ (3.60)

where Ψ0 is W -harmonic. The operator P projects the state along the vacuum
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space, namely

P : Ψ→ Ψ0. (3.61)

The vacua Ψk, k = 1, ..., N , satisfy the equations

(∂̄ + dW∧)Ψk = 0,

(∂̄ + dW∧)†Ψk = 0.
(3.62)

We take the derivative of these equations with respect to some coupling ta. Denoting

Wa = ∂taW , we find

∂ta
[
(∂̄ + dW∧)Ψk

]
= ∂̄W (∂taΨk) + d(∂aW ) ∧Ψk

= ∂̄W (∂taΨk) + ∂W (WaΨk) = 0.
(3.63)

and

∂ta
[
(∂̄ + dW∧)†Ψk

]
= ∂̄†W (∂taΨk) = 0. (3.64)

We introduce the forms λa,k which satisfy

∂̄Wλa,k = WaΨk − P (WaΨk), ∂̄†Wλa,k = 0. (3.65)

In particular, the first equation is consistent with the fact that WaΨk is ∂̄W -closed.

One can rewrite the equations 3.63 and 3.64 as

∂̄W (∂taΨk − ∂Wλa,k) = 0,

∂̄†W (∂taΨk − ∂Wλa,k) = 0.
(3.66)

So, we see that ∂taΨk − ∂Wλa,k is in the ground state and can be written as linear

combination of Ψk. The coefficients of the linear combination defines the Berry

connection

∂taΨk − ∂Wλa,k = −(Aa)
l
kΨl. (3.67)
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One can introduce the corresponding covariant derivative Da and rewrite this rela-

tion as

DaΨk = ∂Wλa,k. (3.68)

We can repeat the same steps also for the other vacuum equations

(∂ + dW∧)Ψk = 0,

(∂ + dW∧)†Ψk = 0.
(3.69)

We find the definition of the antiholomorphic part of the Berry connection

DaΨk = ∂̄W λ̃a,k (3.70)

,

where λ̃a,k are wave forms satisfying

∂W λ̃a,k = W aΨk − P (W aΨk), ∂†W λ̃a,k = 0. (3.71)

The bundle of vacua has a natural structure of holomorphic vector bundle. A basis

of holomorphic sections is given by the operators in the chiral ring R, which are

holomorphic representatives of the vacua in the ∂̄W -cohomology. The holomorphic

operators provide also a basis for the tangent space of the couplings manifold. In-

deed, the deformations of the superpotential Wa are elements of the chiral ring.

Denoting with φk a basis for R, the chiral ring algebra is encoded in the relation

φiφj = Ck
ijφk, (3.72)

where the numbers Ck
ij are the structure constants of the ring. These matrices

describe the action of the chiral operators on the vacua. Projecting on the ground

state the action of Wa on a wave function Ψk one finds

P (WaΨk) = Waφk dz1 ∧ ... ∧ dzn + ∂̄W (...) = C l
akφl dz1 ∧ ... ∧ dzn + ∂̄W (...). (3.73)
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The curvature of the Berry connection can be computed in terms of the chiral ring

coefficients (Ca)
l
k with Hodge theoretical arguments. One gets the tt∗ equations [28]

[Da, Db] = −[Ca, Cb]

[Da, Db] = [Ca, Cb] = 0

[Da, Db] = [Ca, Cb] = 0

(3.74)

In addition, the chiral ring coefficients satisfy

DaCb = DaCb = 0 DaCb = DbCa DaCb = DbCa. (3.75)

The structure of the tt∗ equations depends uniquely on the holomorphic data of

the chiral ring, while there is no dependence on the Kahler metric of the target

space. In general, once the topology of the target manifold is fixed, the geometry

of the vacuum bundle is completely determined by the superpotential. From the

above equations one can see that the Berry connection preserves the holomorphic

structure of the bundle and is compatible with the metric. In particular, only the

(1, 1) component of the curvature is non vanishing. Hence, the Berry connection is

the unique Chern connection of the bundle of vacua. In an holomorphic trivialization

the coefficients of the connections read

Ajak = gkl̄(∂ag
−1)l̄j, Ajāk = 0, (3.76)

where gkl̄ = 〈φl|φk〉 is the ground state metric. One can express Ca in this basis in

terms of Ca and g as

(Ca)
k
l = gkj̄(C

†)j̄r̄g
r̄l = (gC†g−1)kl . (3.77)

Plugging the expression 3.76 in the tt∗ equations one obtains a set of differential

equations for g

∂̄i(g∂jg
−1) =

[
Cj, Ci

]
. (3.78)

Solving this equation with the appropriate boundary conditions and the reality

contraint 3.53 allows to determine the geometry of the vacuum bundle.

We specialize the analysis to the class of Landau-Ginzburg models in which the

critical points of the superpotential pi, i = 1, ..., N are non degenerate. In this
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case, as we said in the previous section, the chiral ring is semisimple and factorizes

as product of simple factors R '
∏N

i=1 Ci. Moreover, one can introduce a basis

of orthogonal idempotents ei which provide a canonical isomorphism between R
and CN . This is also called ‘point basis ’, since the operators satisfy the property

ei(pj) = δij. In this basis the chiral ring algebra diagonalizes completely

eiej = δijej, (3.79)

and a generic operator Φ =
∑N

i Φ(pi)ei can be identified with its set of critical

values Φ(pi). It is convenient to rescale the generators ei in order to normalize the

symmetric pairing ηij of the chiral ring to the identity. For a Morse superpotential

the Grothendieck residue 3.38 becomes

ηij = 〈φiφj〉 =
∑
pi

φiφj (det∂k∂lW )−1 . (3.80)

In the basis of orthogonal idempotent we have

ηij = (det∂k∂lW (pi))
−1 δij, 〈ei〉 = (det∂k∂lW (pi))

−1 . (3.81)

The symmetric pairing can be normalized to the identity with the rescaling ei →√
det∂k∂lW (pi)ei. The so redefined basis is called canonical basis and is unique

up to the sign. Since the Berry connection is compatible also with the symmetric

pairing, in the canonical basis we have

Ati = −Ai, (3.82)

namely the Berry connection takes value in the algebra of the orthogonal group.

The LG theories with a Morse superpotential posses a natural system of coor-

dinates in the coupling constant space. The critical map w : P → CN given

by ta → (w1(ta), ..., wN(ta)) is a local immersion and the set of critical values

wi(ta) = W (pi; ta) form a local coordinate system on the Frobenius manifold of all

couplings of the theory which contains the physical coupling space P as a subman-

ifold. These are usually called canonical coordinates [30, 48, 49]. In the canonical

basis, the chiral ring coefficients associated to the variations of wi have the simple

structure

(Ci)
k
l = δilδ

k
l . (3.83)
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In these coordinates the tt∗ equations become universal and inequivalent physical

systems are distinguished by different boundary conditions.

It is known that the vacuum bundle of a N = 4 Landau-Ginzburg theory and its

two dimensional counterpart have the same tt∗ geometry [28]. Even if the physi-

cal interpretation is different, the formulas are exactly the same and one can use

the language of 2d N = (2, 2) quantum field theory to study the tt∗ geometry of

the model. The usual strategy to solve the tt∗ equations requires to rescale the

superpotential W → βW and consider variations of the overall coupling β. In two

dimensions this is equivalent to study the RG flow of the theory [28]. Even though

the superpotential is protected by non-renormalization theorems, the F-term picks

up a factor due to the rescaling of the superspace coordinates. From z → βz and

θ → β−1/2 we get

∫
d2θd2z W −→ β

∫
d2θd2z W. (3.84)

Variations in the overall factor β generate a flow which has UV limit for β → 0 and

IR limit for β →∞.

We denote with Ṗ ∈ P the dense open domain in the space of couplings in which

R is semisimple and wi 6= wj for i 6= j. In other words, Ṗ is the domain in which

W is strictly Morse. A quantity of great interest is the Berry’s connection in the

direction of the RG flow [30, 38]

Q = ιεA =
∑
i

wiAi, (3.85)

where ε =
∑

iw
i∂wi = 1

2
β∂β is the Euler vector in Ṗ . The equations DiCj = DjCi

in the canonical coordinates become

[Ai, Cj] = [Aj, Ci] . (3.86)

From this equality and the definition of Q we find

[
Ai, w

jCj
]

=
[
Ajw

j, Ci
]

= [Q,Ci] . (3.87)

The k, l component of the above expression is

(Ai)klw
l − wk(Ai)kl = Qki −Qli, (3.88)
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which allows to write the Berry’s connection in terms of Q only as [48]

(g∂g−1)kl = Qkl
d(wk − wl)
wk − wl

, (3.89)

where we used the fact that Q is antisymmetric in the canonical basis. Hence, it is

enough to know Q in order to specify completely the solution of the tt∗ equations.

In 2d (2, 2) models Qij is a pseudo-index which plays two roles [38]. First, it captures

the half-BPS solitons with boundary conditions given by the i, j-th vacuum repsec-

tively at x → ±∞. In the IR limit the tt∗ solution can be written in the form of

soliton expansion, with the boundary condition represented by the soliton spectrum.

The IR region in canonical coordinates is identified by large masses mij = 2|wi−wj|
of the kinks interpolating the i-th and j-th vacua. In the canonical basis the IR

expansion (β →∞) of the metric and Qij are [30]

gij̄ ' δij −
i

π
µijK0(mijβ)

Qij ' −
i

2π
µijmijβK1(mijβ)

(3.90)

where K0, K1 are the modified Bessel function and µij is the soliton matrix which

counts with sign the number of soliton species in the i, j sector. The existence of

regular solutions requires µij to be real, although they are integral in the physical

case. Moreover, the CPT invariance imposes µji = −µij.
The second role of Qij is that it captures the U(1)R charges of the Ramond vacua

at the UV fixed point. As we said, the UV fixed point is reached when β → 0. If

there are no Landau poles along the RG flow and the UV theory exists, the model

can flow to a SCFT or an asymptotically free theory. In this limit the operators in

the chiral ring are the chiral primary fields of the conformal theory [28, 30]. It is

known that a generic Landau-Ginzburg theory at the critical point gains the U(1)V
R-symmetry, which is broken off-criticality by the superpotential. The associated

charge is the scaling dimension of the conformal fields. One can choose a basis of

chiral primaries for the chiral ring and order the R-charges qi, i = 1, ..., N = dimR
in a non-decreasing sequence

0 = q1 ≤ q2 ≤ ... ≤ qN = c/3 = qmax, (3.91)

where c is the central charge of the CFT. In particular, there is always an operator

with 0 charge in the spectrum which is given by the identity operator. The Berry

connection in the direction of the RG flow has the same eigenvalues of the generator
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of the U(1)R symmetry Q of the (2, 2) SCFT [28, 30, 38]. In this sense, the Berry’s

connection associated to the RG flow can be seen as an off-criticality definition of

the U(1)R generator. The eigenvalues of Q at the critical point are the Ramond

charges of the vacua [28]

qRi = qi − ĉ/2, (3.92)

which are symmetrically distributed between −ĉ/2 and ĉ/2.

3.2.2 The Integral Formulation of tt∗ Geometry

We previously introduced D-branes to provide the vacua with an integral structure.

One can define a dual bundle whose fiber is the lattice of relative homology cycles

which pair with the vacuum wave functions. This bundle is parametrized by a phase

ζ ∈ P1, |ζ| = 1 which defines which half of supersymmetry is preserved by the D-

branes. The pairing between D-branes and vacua in the Hilbert space allows to

define a basis of sections for the vacuum bundle

Ψi,a = 〈φi|Ba(ζ)〉. (3.93)

We remind that, because of the integral structure of D-branes, these amplitudes are

locally constant in the couplings wi and the spectral parameter ζ. We can define a

family of flat connections parametrized by ζ [30]

∇ζ
i = ∂i + (g∂ig

−1)− ζCi,

∇ζ

i = ∂̄i − ζ−1Ci,

(3.94)

anso known as tt∗ Lax connection. The tt∗ equations for the Berry connection can

be rephrased as the flatness conditions for the above connection, i.e.

(∇ζ)2 = (∇ζ
)2 = ∇ζ∇ζ

+∇ζ∇ζ = 0. (3.95)

The D-brane amplitudes are horizontal sections of the Lax connection

∇ζ
iΨ

a(ζ) = ∇ζ

iΨ
a(ζ) = 0. (3.96)
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Differently from the Berry connection, the Lax connection is not compatible with

the ground state metric and provides a non unitary representation of π1(P). Let

Ψ(wi, ζ) be a N × N matrix whose columns are linearly independent solutions of

the above linear equation. Taking the analytic continuation of the solutions along a

non trivial loop γ in the space of couplings we obtain the monodromy ρζ(γ) defined

by

Ψ(wi, ζ)→ Ψ(wi, ζ)ρζ(γ). (3.97)

Since the Lax connection is flat, the matrix ρζ(γ) depends only on the homotopy class

of γ. The tt∗ monodromy representation ρζ in GL(N,C may be conjugated such that

it lays in the arithmetic subgroup SL(N,Z). Since the branes are representatives of

integral homology classes, for each ζ ∈ P1 they define a local system on P canonically

equipped with a flat connection, the Gauss-Manin one. Dually, the brane amplitudes

define a P1- family of flat connections on the vacuum bundle which is naturally

identified with the P1-family of tt∗ Lax connections. Hence, modulo conjugation we

have

ρζ : π1(P)→ SL(N,Z). (3.98)

Since the entries of the matrix ρζ(γ) and its inverse are integers, they are locally

indipendent from the couplings and the spectral parameter ζ. This implies that the

tt∗ monodromy representations is indipendent from the point t ∈ P and ζ.

The tt∗ geometry is a set of isomonodromic equations for the Lax linear system and

admits a reformulation as Riemann-Hilbert problem [30, 49]. It is known that the

solution is captured by the monodromy of the flat sections around the movable sin-

gularities. These are poles for the equations and have the 2d physical interpretation

of UV fixed points in the parameter space. A condition we need to incorporate in

this setup is the indipendence of the ground state metric from an overall rotations

of wi. Indeed, an overall phase can always be absorbed in the fermionic measure of

the superspace. We can consider the dependence of Ψa on the RG scale β ∈ R≥0

and a phase eiθ by redefining the canonical coordinates as

wi → βeiθwi. (3.99)

After the identification ζ = eiθ, the Lax equations become
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ζ∂ζΨ =
(
βζC +Q− βζ−1C

)
Ψ,

β∂βΨ =
(
βζC +Q+ βζ−1C

)
Ψ.

(3.100)

The compatibility of these equations automatically implies the indipendence of the

tt∗ solution from the angle θ. Indeed, Q,C,C are consistently indipendent from ζ.

The identification of the overall phase with the spectral parameter allows to extend

its domain to whole complex plane. Thus, the equation above has two singular

points in ζ = 0,∞ and Ψ(ζ, wi) undergoes monodromy as wi → e2πiwi. In this case

there are two Stokes sector which can be chosen to be the upper and lower half

ζ-plane. The solutions on these two half planes Ψ+,Ψ− overlap on the real line and

are related by

Ψ−(y) = Ψ+(y)S

Ψ−(−y) = Ψ+(−y)St
(3.101)

where y > 0. The stokes matrix S is given by the phase-ordered product of the

Stokes jumps

Mij = δij − Aij (3.102)

which are generated when ζ crosses the BPS central charge Zij = 2(wi − wj) of

a primitive soliton connecting the j-th to the i-th vacuum. The matrix Aij has a

unique non vanishing coefficient in the ij entry. In the basis of Lefschetz thimbles

this is equal to the BPS multiplicity Aij = µij of the ij sector. When ζ spans the

whole upper half plane in the anticlockwise sense we find the definition of the Stokes

matrix

S =
∏

0<argZij<π

Mij, (3.103)

where we are assuming that there are no solitons with central charges aligned with

the Stokes axes. This can always be achieved with a rotation of the axes.

One can solve the Riemann-Hilbert problem 3.101 imposing the correct boundary

condition at the infinity of the ζ-plane
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lim
ζ→∞

Ψ(x) exp
[
β
(
xC + x−1C†

)]
= 1. (3.104)

Using this boundary condition and the known identity

1

x− y ∓ iε
= P

1

x− y
± iπδ(x− y) (3.105)

one rewrites the Riemann-Hilbert problem as the integral equation

Φ(x)ij = δij +
1

2πi

∑
k

∫ ∞
0

dy

y − ζ + iε
Φ(y)ikAkje

−β(yδkj+y
−1δ̄kj

+
1

2πi

∑
k

∫ 0

−∞

dy

y − ζ + iε
Φ(y)ikA

t
kje
−β(yδkj+y

−1δ̄kj ,

(3.106)

where δkj = wk −wj. The Riemann-Hilbert problem has a unique solution given by

the piecewise constant function Ψ = (Ψ+,Ψ), where

Ψ+(x) = Φ(x) exp
[
−β
(
ζC + ζ−1C†

)]
. (3.107)

The solution Ψ = (Ψ+,Ψ) satisfy [30, 49]

Ψ(x)Ψt(−x) = 1

Ψ(1/x̄) = g−1Ψ(x),
(3.108)

where the second relation means that in the canonical basis the complex conjugation

acts on the vacuum wave functions as the ground state metric. Indeed, in this basis

we have η = 1 and so the ground state metric and the real structure coincide. From

the above relations and the boundary condition 3.104 one can extract the ground

state metric

gij̄ = lim
ζ→0

Φ(x)ij̄. (3.109)

The object which specifies the tt∗ solution is the monodromy of the D-brane states

around the singular point ζ = 0, also known as the quantum monodromy [30]
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H = S(St)−1. (3.110)

According to the theory of isomonodromic deformations, the monodromy group of

the Lax connection is invariant up to conjugacy under deformations of the parame-

ters and can be computed in the limit that we prefer. The eigenvalues of H are the

phases e2πiqRj which encode the Ramond charges of the chiral primary fields at the

UV conformal point. Given the dependence of the Stokes matrix on the BPS mul-

tiplicities, the quantum monodromy puts in relation the spectrum of solitons and

chiral primaries, providing a map between IR and UV fixed points. The quantum

monodromy is an element of SL(N,Z) and may have non trivial Jordan blocks. It

is known that a non trivial Jordan structure is related to logarithmic violations of

scaling and reveals that the theory is asymptotocially free in the UV [30].

3.2.3 Computing the tt∗ Monodromy Representation

Our main problem is to compute the SL(N,Z) monodromy representation of π1(P)

given by the tt∗ Lax connection. We are mostly interested in the case in which

the chiral ring of the theory is semi-simple. As we mentioned before, since tt∗ is

an isomonodromic problem, we have the freedom to deform continuously the model

in the coupling constant space. The monodromy groups we find will be related by

an overall conjugation. In particular, the Jordan block structure and the eigenval-

ues of the monodromy matrices are invariant under finite continuous deformations.

However, the useful limits in which the computations really simplify are typically

singular limits in the coupling constant space. The monodromy representation that

we find in these limits may be related to the original by a singular conjugation ma-

trix. The eigenvalues of the matrices will not be modified, but the Jordan blocks

may decompose in smaller ones. Indeed, having a certain spacetrum is a closed

condition in the matrix space, while having Jordan blocks of dimension > 1 is a

closed condition. Therefore, the monodromy eigenvalues are typically easy to com-

pute, while knowing the Jordan structure is subtler. However, in many situations

we know a priori that the monodromy matrix is semi-simple and so we do not loose

any information. For instance, as in the case relevant for the FQHE, when π1(P)

is a complicated non-Abelian group the Jordan blocks are severely restricted by the

group relations and so it is plausible that they can be recovered from the knowledge

of the eigenvalues. The limits that are relevant for our purposes are the so-called

asymmetric limit and the UV limit (in the 2d language). In the first approach we

rescale the critical values

wi → βwi (3.111)
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so that the tt∗ flat connection becomes

∇ζ = D +
β

ζ
C, ∇ζ = D + ζβC, (3.112)

while the Berry curvature changes as

F = −β2
[
C,C

]
. (3.113)

The asymmetric limit consists in taking the unphysical limit β → 0 and ζ → ∞
with β/ζ fixed. The Berry curvature vanishes in the limit, so the metric connection

A is pure gauge. The tt∗ linear problem 3.100 reduces formally to

(
∂i + Ai +

β

ζ
Ci

)
Ψ = ∂̄iΨ = 0. (3.114)

A basis of solutions to this equation is given by the integrals

Ψa
i =

∫
Γa

φi(z)e−βW (z;w)dz1 ∧ ... ∧ dzn, (3.115)

where the cycles Γa are an integral basis of branes and φi(z) is basis of the chiral ring.

The homology classes of the branes with given ζ are locally constant in coupling

constant space, but jump at loci where (in the 2d language) there are BPS solitons

which preserve the same two supercharges as the branes [30]. The jump in homology

at such a locus are given by the Picard-Lefshetz transformations of the forms 3.102.

In the canonical basis of branes, namely the Lefshetz thimbles, the Stokes jumps

can be written in terms of the soliton multiplicities computed in the IR limit of the

2d theory. Taking into account all the jumps in homology one encounters along the

path (controlled by the 2d BPS spectrum), one gets the monodromy matrix which

is automatically integral of determinant 1. The full monodromy representation is

given by the combinatorics of the PL transformations. This approach is convenient

from the practical point of view and the monodromy matrices computed is this

limit are manifestly integral. On the other side, the fact that we consider a limit

which do not correspond to any unitary quantum system tends to make the physics

somewhat obscure. For our present purposes the UV approach seems more natural.

As discussed before, this just requires to send β → 0, while the spectral parameter

ζ remain fixed and can be taken in the unitary locus |ζ| = 1. One can see that in

this limit the Lax connection reduces to the Berry one
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∇ζ +∇ζ
β→0−−→ D +D. (3.116)

Hence, the Berry connection becomes flat in this limit. Since the monodromy of

the flat connection is independent of β, the flat UV Berry connection should have

the same monodromy modulo the subtlety with the size of the Jordan blocks. This

concept can be clarified by comparing the quantum monodromy computed in the UV

and IR limit of the theory. The holonomy on the ζ-plane of the UV Berry connection,

which corresponds to the Lax connection in the same limit, is conjugated to the

unitary matrix e2πiQ. On the other hand, as we discussed previously, the quantum

monodromy is computed in the IR limit in terms of the Stokes matrices as H =

SS−t. The two matrices have the same unitary spectrum, but for asymptotically free

theories the IR monodromy has non trivial Jordan blocks. It is clear in general that

the monodromy representation computed in the UV limit is unitary, since the Berry

connection is metric, but differently from the homological approach the integral

structure of the matrices is not manifest. In order to give an explicit description of

the holonomy representation of the UV Berry connection we need additional details

about the tt∗ geometry that we want to study.

4 The Vafa Model and the Microscopic Physics

of FQHE

4.1 The Supersymmetric Structure of Landau Levels

In this section we start to explore the connections between supersymmetry and the

physics of quantum Hall effect. It turns out that the structure of the lowest Landau

level naturally admits a N = 4 supersymmetric description. One can describe

the Landau levels of a single electron on a Riemann surface Σ of arbitrary genus

by rephrasing the construction in section 2.3 in a more geometrical language. We

consider a complex line bundle L → Σ with first Chern class c1(L) = Φ/2π, where

Φ > 0 is the total magnetic flux through the surface Σ. The complex structure of

the Riemann surface is irrelevant in the discussion and we can choose it according to

convenience. A state of the system is represented by a smooth section ψ : Σ→ L of

the line bundle. Every complex line bundle over a one dimensional complex manifold

is holomorphic and so one can always find a local holomorphic trivialization. The

line bundle is endowed with an hermitian metric h which allows to define an inner

product on the Hilbert space
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〈ψ1|ψ2〉 =

∫
Σ

dzdz̄h ψ∗1ψ2. (4.1)

The lowest Landau level is defined as the kernel of the Hamiltonian operator

H̃ = −DzDz̄ + E0 (4.2)

where D is the connection with respect to the U(1) structure group of the bundle.

More precisely, D is the Chern connection associated to h. In an holomorphic

trivialization one has

Dz = −h∂zh−1, Dz̄ = ∂z̄. (4.3)

The magnetic field is encoded in the curvature of the connection, which is a closed

and real (1, 1) form

Fh = ∂̄∂ log h, (4.4)

where ∂, ∂̄ are the Dolbeault operators of the complex manifold. Choosing natural

units, in the case of the complex plane one has h = e−B|z|
2/2 and Fh = B

2
dzdz̄. The

Riemann surface Σ endowed with the curvature of the line bundle, which is positive

for B > 0, is naturally a Kahler manifold. The fact that the configuration space of an

electron in a constant magnetic field is a Kahler manifold, in particular a Stein space

with a globally defined Kahler potential K = log h, provides a first important hint

that quantum Hall effect may be related to N = 4 supersymmetry. Isomorphism

classes of line bundles over a compact Riemann surface are in correspondence with

the divisors of the surface modulo linear equivalence. These form a free abelian group

on the points of the surface. We write a divisor D as a finite linear combination of

points

D =
∑
i

nipi, (4.5)

where pi ∈ Σ and ni are integers. We demand the divisor to be effective, namely

with ni > 0. Since the electrons are particles with spin, in this discussion we have

also to endow the line bundle with a spin structure. This is associated with a divisor

S on the Riemann surface such that 2S is in the class of canonical divisors. The

divisor identifying the twisted line bundle is the sum D + S and is unique up to
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linear equivalence. The vacuum wave functions satisfy Dz̄φ = 0 and so we have the

definition

HLLL = Γ(Σ,L(D + S)), (4.6)

whereHLLL is the lowest Landau level and Γ(Σ,L(D+S)) is the space of holomorphic

sections of the twisted line bundle L(D + S). The Riemann-Roch theorem for a

compact genus-g Riemann surface states that the dimension `(D + S) of the vector

space Γ(Σ,L(D + S)) is

`(D + S) = deg(D + S)− g + 1 (4.7)

where deg(D + S) is the degree of the divisor. This result holds as long as D + S

has degree at least 2g − 1. For definiteness we put the system in a finite box with

periodic boundary conditions. This is equivalent to choose an elliptic curve E as

target manifold for the electron coordinate. It is convenient to pick an even spin

structure associated to a divisor S = p0 − q, where p0, q are distinct points on the

elliptic curve which satisfy 2p0 = 2q. The choice of p0 does not affect the discussion

and we can translate it as we prefer. In the case of a genus-1 surface the above

relation becomes

`(D + S) = deg(D + S) =
∑
i

ni. (4.8)

Since S has vanishing degree, the dimension of the lowest Landau level is entirely

determined by D. This is consistent with the fact that the spin of the electrons in

FQH systems is a frozen degree of freedom and is irrelevant for the physics of the

ground state. From this equality we see that the divisorD parametrizes topologically

the magnetic flux of the system. In particular, the degree of the divisor is equal to the

total magnetic flux Φ/2π which defines the degeneracy of the lowest Landau level.

The divisor D+S has a defining meromorphic section ψ0 with zeros of order ni at pi,

a simple zero at p0 and a single pole at q. The map ψ → ψ/ψ0 provides a canonical

identification between holomorphic sections in Γ(E,L(D + S)) and meromorphic

functions on the elliptic curve with poles at most given by D∞ = D + p0 and

vanishing in q.

Taking the limit of infinite volume we recover a system of electrons moving on the

complex plane. In this case the spin structure is associated to a divisor S = −q,
where q is a generic point on the plane. The contribution of degS = −1 cancels the

+1 factor in the Riemann-Roch formula and we have again
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`(D − q) = degD =
∑
i

ni. (4.9)

The states in the lowest Landau level are represented by elements ψ ∈ Γ(P1,L(D−
q)), which are canonically associated by the map ψ → ψ/ψ0 to meromorphic func-

tions on P1 with poles at most given by D and vanishing at q.

In order to get the Hilbert space of the N electrons system we simply need to take

the antisymmetric tensor product of the single particle space

HΦ =
N∧

Γ(Σ,L(D + S)), (4.10)

where the dimension is given by Fermi statistics

(
Φ/2π

N

)
.

We can show that the problem of studying the Landau levels of a charged particle in

magnetic field is equivalent to find the vacua of a N = 4 supersymmetric Hamilto-

nian. In particular, the holomorphic structure of Landau levels require to have four

supercharges. As we recalled in the previous section, a theory in supersymmetric

quantum mechanics with four supercharges is specified by the choice of a Kahler

potential K and an holomorphic superpotential W . The Kahler potential prescribes

an hermitian metric on the target space. Once the topology of the Riemann surface

is fixed, the choice of the Kahler metric does not affect the structure of the vacua,

which depends only on the superpotential. Hence, we can choose K = log h as

globally defined Kahler potential on the Riemann surface. The number of vacua is

given by the Witten index, which is equal to the number of zeros counted with mul-

tiplicitly of the 1-form dW . In order to compare this description with the previous

one we choose as target space the manifold K = E \ supp F , where E is an elliptic

curve and F is an effective divisor on E. As we discussed above, a divisor identifies

up to linear equivalence a line bundle with its set of holomorphic sections. However,

for a linear combination of points on the Riemann surface one can associate also a

N = 4 supersymmetric system. Given an effective divisor D =
∑

i nipi, we assign a

closed meromorphic 1-form dW on E with zeros in pi of order ni. We choose W ′(z)

such that its polar divisor is given by F and in making a precise dictionary between

the two models we can set p0 ∈ supp F . The ground states of a N = 4 theory are

in correspondence with cohomology classes of the susy charge Q = ∂̄ + dW∧ in the

space of differential forms, which are labelled by holomorphic operators of the chiral

ring R. The meromorphic functions ψ/ψ0 defines canonically a basis of wave forms

for the supersymmetric vacuum space V through the map

ψ

ψ0

→ ψ

ψ0

W ′dz +Q(....). (4.11)
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Despite we can write ψ
ψ0
W ′dz = Q( ψ

ψ0
), the 1-forms above define non trivial repre-

sentatives in the Q cohomology, since the meromorphic functions ψ
ψ0

are singular at

the zeros of the superpotential and so are not elements of the chiral ring.

When the electrons move on the complex plane the corresponding N = 4 Landau-

Ginzburg model is defined by a one-form dW which is a rational differential on the

plane with a pole of order ≥ 2 at ∞ and zero-divisor D =
∑

i nizi, namely

dW (z) =

∏
i(z − zi)ni
P (z)

, degP (z) ≤
∑
i

ni =
Φ

2π
. (4.12)

The prescription about the behaviour of dW at ∞ implies that the scalar poten-

tial |W ′|2 in the supersymmetric hamiltonian is non vanishing at infinity for all the

complete Kahler metrics on the complex plane. This condition ensures the normal-

izability of the vacuum wave functions and the existence of an energy gap between

the ground state and the first excited level of the Hamiltonian. Moreover, it guar-

antees the absence of run-away vacua in the 2d N = (2, 2) version of the theory.

In the correspondence with the Landau description we choose the reference point

of the spin structure such that q 6∈ Supp D ∪ {∞}. As in the case of periodic

boundary conditions, the meromorphic functions ψ
ψ0
W ′ define a basis of the chiral

operators labelling the supersymmetric vacua of the model. In conclusion, we have

the isomorphisms of vector spaces

PΦ : HLLL
∼−→ V , PΦ : HΦ

∼−→ VN =
N∧
V (4.13)

which confirms the first prediction in the list 2.12.

4.2 Comparison of the Hermitian Structures

The correspondence between the lowest Landau level and the vacuum space of the

LG model does not guarantee that the two systems have the same geometry of the

vacuum bundle. One can conclude that the vacuum sector of a supersymmetric sys-

tem and the lowest Landau level are two equivalent description of the same physical

system if the above isomorphism is also an isometry between Hilbert spaces. If the

norm of the Hilbert space is preserved by the above map, the Berry connection in-

duced on the vacuum bundle and consequently the topological order of the ground

state are the same in the two systems.

We focus on the case of the complex plane as target manifold and consider a system

with a single electron. The generalization to the multi-particle case is straightfor-
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ward. In the Landau description the probability of finding an electron at a position

z is given by

P (z)LLL = |f(z)|2e−B|z|2 , (4.14)

where f(z) is an holomorphic function and B > 0. In the macroscopic limit of the

system the probability measure satisfies the relation

logP (z)LLL = −B|z|2 + subleading as |z| → ∞. (4.15)

An exact identification between the hermitian structures of the Hilbert spaces is a

too strong requirement. What we can ask is an equivalence in measure, i.e. measure-

ments of long range observables on small but macroscopic domains U ⊂ C give the

same answers on the two sides. This is enough for our purposes, since the long range

observables are the ones that characterize the quantum topological order. According

to the previous discussion, the supersymmetric representation of the Landau levels

requires to introduce a meromorphic 1-form dW on the plane, whose primitive plays

the role of superpotential. We consider a differential form dW (z) with Φ/2π zeroes

and polar divisor of the type F = Ff + 2∞. This has the form

dW (z) =

µ+

Φ/2π∑
i=1

ai
z − ζi

 dz, Ff =
∑
i

ζi (4.16)

where µ, ai ∈ C× and ζi are all distinct. In order to reproduce a macroscopically

uniform magnetic field we should take the residues ai all equal and consider a uniform

distribution of the flux sources ζi in C. The typical separation of the punctures

should be much smaller than the size of the macroscopic domain U ⊂ C on which

we want to measure observables. In the present context being macroscopic means

Flux through U =

∫
U

B

2π
= # {ζi ∈ U} � 1, (4.17)

namely the domain U contains a large number of fluxes. The supersymmetric wave

functions have the form

ψ(z)SUSY = Φ(z)dz + Φ̃(z)dz (4.18)

and the corresponding probability distribution is
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PSUSY(z) = |Φ(z)|2 + |Φ̃(z)|2. (4.19)

We can choose a real basis of wave functions such that Φ̃(z) = Φ(z). Then, the

Scrhoedinger equation for the zero energy levels is [32]

(
− ∂2

∂z∂z̄
+

∣∣∣∣dWdz
∣∣∣∣2
)

Φ

W ′ = 0 (4.20)

An asymptotic behaviour of the solution in the macroscopic limit which is consistent

with the Schroedinger equation is

Φ(z) = e±2ReW (z)+subleading terms, (4.21)

where the subleading terms are smooth and bounded functions in the domain U

which ensure that the wave function is single-valued and normalizable on the whole

complex plane. We notice that the function

2ReW = µz + µz +
∑
i=1

ai log |z − ζi|2 (4.22)

is the electrostatic potential of a system of point charges of size ai at positions

ζi superimposed to a constant background electric field µ. When averaged over a

macroscopic region U , it looks like the potential for a continuous charge distribution

with density σ(z) such that

∫
U

d2z σ(z) =
∑
ζi∈U

ai (4.23)

for any U ∈ C. The conclusion is that for any macroscopic domain U ⊂ C we have1

i

2

∫
U

∂∂̄ logPSUSY(z) ≈ ±i
∫
U

∂∂̄(2Re W ) = ∓2π
∑
ζi∈U

ai, (4.24)

where in the last equality we used the Poisson equation of 2d electrostatics. It is clear

that the background electric potential does not contribute to the magnetic flux of the

system. We see that the behaviour of logPSUSY(z) matches the one of logPLLL(z) in

1Recall that volume form of R2 is dx ∧ dy = i
2dz ∧ dz̄.
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4.15 when averaged on any macroscopic domain U if we set resepctively ai = −1 or

ai = +1 for all ζi. We fix conventions so that the external magnetic field is modelled

in the susy side by 4.16 with ai = −1 for all i.

4.3 Including Defects and Interactions

It is very natural to introduce defects on the supersymmetric side. One just need

to flip the sign of the residues ai for a bunch of punctures. Now there is a small

mismatch between the number of vacua and the effective magnetic field measured

by the fall-off of the wave function at infinity: we have two extra vacua per defect.

The extra vacua are localized near the position of the corresponding defect in the

plane and may be interpreted as internal states of the defect. We identify these

defects with the quasi-holes of FQHE.

We have shown in the previous sections that the low energy physics of a system of

charged electrons in a uniform magnetic field is described at large B by a quan-

tum system with Hilbert space HΦ. Moreover, this system admits two equivalent

descriptions which are related by the isomorphism PΦ in 4.13. In particular, the

original FQHE Hamiltonian HFQHE = P−1
Φ ĤPΦ is mapped to some Hamiltonian Ĥ

which can be seen as a deformation of a 4-SQM model. The free part of the Hamil-

tonian si supersymmetric and the corresponding superpotential is given by the sum

of N copies of the single particle superpotential describing the interaction between

a single electron and the punctures. The interacting part of the Hamiltonian can

be splitted in two groups: the interactions which preserve supersymmetry and the

ones which are susy-breaking. Including the susy-preserving interaction we get a

differential dW of the form

dW =
N∑
i

(
dW (zi) +

h∑
a=1

dzi
z − xa

)
+

N∑
i=1

Ui(z1, ..., zN)dzi. (4.25)

The term dW (z) models the interaction between the electrons and the macroscopic

magnetic field. The Vafa proposal for this term is

dWVafa(z) = −
Φ/2π−h∑
k=1

dz

z − ζk
, (4.26)

where ζk form a regular lattice. Working on the plane is convenient to add a constant

to dWVafa(z) in order to regularize the double pole at infinity. This may be seen as

integration constant for the electrostatic Poisson equation satisfied by 2ReW and

does not affect the magnetic flux of the system. Hence, one obtains
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dW (z) = dWVafa(z) + µdz (4.27)

where µ 6= 0. The meromorphic 1-form Uidzi describes the Coulomb interaction

between an electron and the other ones. As a function of the position zi of the i-

electron at fixed zj 6=i, this form can have poles only when zi = zj. Generically Uidzi
has only simple poles and the residues must be entire bounded functions on the

plane, namely they are constants. Since W must be symmetric under permutation

of the electron coordinates, the most general interacting part of the superpotential

reads

dWint = 2β
∑

1≤i<j≤N

d(zi − zj)
zi − zj

, (4.28)

where β is some complex coupling. We are mostly interested in FQHE on the plane

and in such case β can be left a generic coplex parameter. However, if we put the

system on a finite box with periodic boundary conditions β gets quantized to a

rational number. In this case dW is a meromorphic 1-form on EN , where E is an

elliptic curve. If we project the model on the target space of a single electron zi by

fixing the positions zj, j 6= i of the other ones, we obtain a meromorphic differential

on E with poles at ζk with residue −1, at xa with residue +1 and at zj, j 6= i with

residue 2β. Since the sum of the residues of an elliptic function must vanish, we

have the condition

0 = −
(

Φ

2π
− h
)

+ h+ 2β(N − 1) ≈ (2βν − 1)
Φ

2π
, (4.29)

where in the last equality we have used N � 1 and the FQHE relation N = νΦ/2π.

Hence, we obtain the quantization condition

2β = 1/ν ∈ Q>0, (4.30)

which is the value given in [17]. So, the Vafa model on EN is described by the

differential

dW =
N∑
i

(∑
a

U(zi, xa)−
∑
k

U(zi, ζk) +
1

ν

∑
i<j

U(zi, zj)

)
, (4.31)

where
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U(z, w) =
℘′(w/2)dz

℘(z − w/2)− ℘(w/2)
. (4.32)

4.4 Emergence of a Single Vacuum

The isomorphism PΦ maps the original Landau Hamiltonian to the new Hamiltonian

Ĥ = HW +Hsu.br, (4.33)

which provides an equivalent description of FQHE systems. The piece HW is the su-

persymmetric Hamiltonian associated to the superpotentialW discussed previously,

while Hsu.br is the susy-breaking part. For large magnetic fields HW is of order

O(B), while Hsu.br is of order O(1) and represents a small perturbation. However,

this does not mean and we can neglect it when we study the topological order of

FQHE. Indeed, the supersymmetric part alone cannot be in the same universality

class of FQHE states. As we are going to discuss in the next section, the vacuum sec-

tor with Fermi statistics VFer of the Vafa Hamiltonian has dimension d =

(
Φ/2π

N

)
.

The vacuum bundle of the theory is an holomorphic vector bundle of rank d which

is endowed with the tt∗ flat connection ∇ which extends holomorphically the Berry

connection D. In particular, the topological order of HW is captured by the mon-

odromy representations of ∇. According to the Laughlin argument in the original

description of FQHE, the degeneracy of the ground state is lifted by the Coulomb

interactions which select a single vacuum. In a similar way, the susy-breaking part

of the Hamiltonian should select a unique ground state |vac〉 in the Hilbert space

HΦ which encodes the topological quantum order of FQHE. The sub-bundle over the

coupling constant space with fiber spanned by |vac〉 is endowed with two canonical

sub-bundle connections ∇vac, Dvac which are induced from ∇ and D respectively.

In general the sub-bundle curvature is different from the curvatural of the original

one and the monodromy of ∇vac is a priori neither well defined nor simply related

to the one of ∇. Hence, a priori there is no relation between the topological order

captured by HW and the FQHE one. In order to have such relation the following

two conditions must be satisfied:

• The monodromy representation of ∇ must be reducible with an invariant sub-

bundle of rank 1. The fiber of this eigenbundle defines a unique preferred

vacuum for the N = 4 Hamiltonian.

• The physical vacuum |vac〉 is mapped by the isomorphism PΦ to the preferred

vacuum of the susy Hamiltonian.
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The first question is purely related to the supersymmetric model. It is suggested in

[17] that such a preferred vacuum exists and should correspond to the identity oper-

ator. While this sounds as a natural guess, it is in general not true in tt∗ geometry

that the identity operator spans an invariant subspace of the flat connection. This

is an extremely non trivial fact that we have to check by studying the monodromy

representation of ∇. The validity of the second point is based on the fact that the

preferred vacuum, if it exists, should be the most symmetric one under permutations

of the quasi-holes. Then one may argue euristically that [17], indipendently from

the details of the interactions between electrons2, as long as the susy-breaking part

Hsu.br respects the permutation symmetry of electrons and quasi-holes, the unique

vacuum |vac〉 will also be the maximally symmetric one. This state should corre-

spond to the preferred vacuum of the susy Hamiltonian.

The conclusion is that, under our mild assumptions, the quantum order of the FQHE

is captured by the 4-susy SQM model proposed in [17]. In the present discussion

we are actually arguing more than this. Since our considerations do not depend on

the details of the interactions between the electrons, we claim that the supersym-

metric model represents the correct universality class of any multi-particle system

in a strong magnetic field.

5 Symmetry and Statistics

5.1 tt∗ Functoriality

Supersymmetric quantum mechanics is functorial with respect to branched cover-

ings [28]. Let us consider a Landau-Ginzburg theory with target space X1 and

superpotential W (x;λ) depending on a set of couplings λ ∈ P . We denote with

f : X2 → X1 an holomorphic but not globally invertible map between a covering

space X2 and X1. We assume that the map is indipendent from the point of the

coupling constant space. One can use f to pull-back the LG model on X2. Denoting

with xi, yi, i = 1, ..., n a set of coordinates on X1, X2 respectively, the superpoten-

tial of the covering model can be obtained by making the substitution xi = fi(yj),

namely

2 A fundamental requirement that the interactions between electrons should satisfy is to vanish

in the limit |zi−zj | → ∞. This ensures that the dynamics of the system at large |z| is governed by

the magnetic field B, so that on any macroscopic domain the probability of finding the electrons at

positions zi satisfies logP (zi) ∼ −B
∑

i |zi|2. The interaction term may diverge when two particles

become closer. This is not an issue, since the hyperplanes zi = zj are not part of the configuration

space of N identical particles and the wave functions of the Hilbert space are vanishing there.
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f ∗W (xi) = W (fi(yj)) = Wf (yj). (5.1)

For the susy charges we have

Q = f ∗Q = ∂ + dW f , Q = f ∗Q = ∂̄ + dWf , (5.2)

while the Lefschetz operators can be defined by pulling-back the Kahler form on the

cover space. The algebraic relations satisfied by the generators of the supersymmetry

algebra are preserved by the pull-back operation. The pull-back of the vacuum wave

forms of the original theory are not in general ground states for the covering model.

Given a basis of vacuum wave functions Ψk, k = 1, ..., N1, the pulled-back forms

f ∗Ψk are cohomologous to the true vacua on X2. Indeed, the conditions solved by

the vacua which are compatible with the pull-back are

∂̄f∗Wf
∗Ψk = f ∗(∂̄WΨk) = 0

∂f∗Wf
∗Ψk = f ∗(∂WΨk) = 0

f ∗ω ∧ f ∗ψk = f ∗(ω ∧Ψk) = 0,

(5.3)

where f ∗ω is the pulled-back Kahler form. The vacuum equations involving the

charges Q†,Q† depend D-term and in general are not preserved by the pull-back.

The covering theory has generically more vacua than the original LG model. The

number of vacua in the new theory N2 is related to N1 by

N2 = degf ·N1 + #zeroes of Jf , (5.4)

where degf is the degree of the cover and Jf is the Jacobian of f . From the pulled-

back expression of the vacuum wave functions

f ∗Ψk =f ∗
(
φk(zi)dz1 ∧ .... ∧ dzn + ∂̄W (....)

)
=φk(fi(yj))Jf dy1 ∧ .... ∧ dyn + ∂̄Wf

(....)
(5.5)

one can read how the chiral ring roperators of the vacua transform by pull-back

f ](φk) = f ∗(φk)Jf . (5.6)
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The linear map f ] : R1 → R2 is an isometry for the topological metric

〈f ](φk), f ](φj)〉X2 = 〈φk, φj〉X1 . (5.7)

and is compatible with the R1-module structure

f ](φk · φj) = f ∗(φk) · f ](φj) ∈ R2. (5.8)

The chiral ring R2 decomposes as direct sum

R2 = f ](R1)⊕ f ](R1)⊥, (5.9)

where (·)⊥ denotes the orthogonal complement with respect to the tt∗ metric. The

tt∗ functoriality is the statement that f ] : R1 → R2 is an isometry also for the tt∗

metric. In order to show this fact one has to check that the two tt∗ metrics solve the

same equations and satisfy the same boundary conditions. Since the classes in R2 of

the operators ∂λW belong to the subspace f ](R1), the chiral ring coefficients Cλ are

functorial by 5.8. Since also the topological metric ηij is functorial by the 5.7, we

conclude that the tt∗ equations are preserved by f ]. The boundary conditions which

select the correct solution to the tt∗ equations are encoded in the 2d BPS soliton

multiplicities. The BPS solitons are the connected preimages of straight lines in the

W -plane ending at critical points [30, 37]. Since the map Wf : X2 → C: factorizes

through W : X1 → C, so do the counterimages of straight lines, and therefore the

counting of solitons agrees in the two theories.

tt∗ functoriality preserves also the integral structure of D-branes. If B ⊂ X2 is a

D-brane for the LG model on X2, then f(B) is a D-brane for the model on X1.

In particular, B is a special Lagrangian submanifold of X2 and this property is

invariant under pull-back and push-forward operations by smooth functions. The

functorial property of SQM regards also the integral pairing between branes and

vacua

〈f(B)|Ψ〉X1 = 〈B|f ∗Ψ〉X2 . (5.10)

One gives in general the following definition: a tt∗-duality between two 4-susy the-

ories is a Frobenius algebra isomorphism between their chiral rings R2 → R1 which

is an isometry for the tt∗ metric and so for the brane amplitudes. tt∗ functorial-

ity produces several interesting tt∗-dual pairs and for an appropriate choice of the

respective D-terms implies the equaivalence of the full quantum theories.
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5.2 Covering Spaces

5.2.1 Abelian Covers

The functorial property of SQM is particularly important when we study Landau-

Ginzburg models in which the target manifold X is not simply connected and the

superpotential differential dW is a closed meromorphic 1-form. Despite it is not

possible to define a primitive W on X, the model is still well defined, since the

Hamiltonian and the susy charges depend only on the derivatives of the superpoten-

tial. However, in these systems one can consider deformations of the theory which

are not described by operators in the chiral ring [31]. For instance, the chiral op-

erator associated to the RG flow deformation is precisely the superpotential, which

is not an holomorphic function on X. In order to write and solve the tt∗ equations

with respect to these variations we need to pull-back the model on the universal

cover K of the target manifold. This can be defined in an abstract way as the space

of curves

K = {p : [0, 1] −→ X, p(0) = p∗ ∈ X} / ∼,

∼: p ∼ q =

{
p(1) = q(1),

p · q−1 = 0 in the fundamental group π1(X,Z).

(5.11)

We can pull-back dW on this space and give a formal definition of superpotential:

W (p) =

∫
p

dW. (5.12)

The fundamental group π1(X) plays the role of Galois group of the cover and is a

symmetry group of the model on K. The action of a loop generator ` of π1(X) on

W is

`∗W (p) =

∫
`·p
dW = W (p) +

∫
`

dW. (5.13)

Compatibily with the definition of symmetry, the superpotential is left invariant

up to a constant factor. The Galois group of the universal cover is generically

non abelian and may not have unitary representations. In the context of quantum

mechanics, since the symmetry transformations must be unitary, one considers tipi-

cally the abelian universal cover of the target space. We note that the action of
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the fundamental group is abelianized at the level of superpotential and the model

naturally descends on the abelian universal cover. This space is the minimal simply

connected cover of the target space on which W is single-valued. The Galois group

of the abelian cover is obtained by dividing the fundamental group π1(X) by the

commutator subgroup [π1(X), π1(X)]. This subgroup is normal in π1(X) and so the

quotient π(X)Ab = π1(X)/ [π1(X), π1(X)] is still a Galois group. More precisely, it

is the first homology group H1(X;Z) of the target space. By replacing the funda-

mental group with the homology group in 5.11, one gets the definition of abelian

universal cover A of X. The first homology of the target space is an abelian group

with a freely generated part and a torsion part. It is clear by the above formula

that the torsion subgroup has a trivial action on the superpotential. Hence, one can

consider only the torsion-free part H1(X;Z)/tor ' Zb1 , where b1 is the first Betti

number.

The vacuum space of the LG model on A decomposes in a direct sum of unitary

irreducible representations of the homology group:

VA =
⊕

χ∈Hom(H1(X;Z),U(1))

Vχ, dimVχ = d, (5.14)

where d = dimVX is the dimension of the vacuum space of the theory on X. Identi-

fying H1(X;Z) with Zb1 , the characters labelling the unitary representations Vχ can

be written as

χ~θ : ~n→ ei~n·
~θ (5.15)

and we can call ~θ-vacua the states in the eigenspace Vχ = V~θ. Since it is metric,

the orthogonal decomposition of the vacuum space in θ-sectors is preserved by the

parallel transport with the Berry connection. However, it is not generically left

invariant by the tt∗ Lax connection. The subrepresentation of the tt∗ monodromy

are associated with subgroups of the Galois group. Let H ∈ π1(X)Ab a subgroup and

let AH = A/H. We have an Abelian cover AH → X with Galois group π1(X)Ab/H.

This cover is not simply connected and the fundamental group π1(AH) is the kernel

of the surjective homomorphism

β : π1(X)Ab → π1(X)Ab/H, (5.16)

which is precisely the normal subgroup kerβ = H. One can consistently formulate

the 4-SQM model on the target space AH . The vacuum space of the LG theory on

AH is identified with the H-invariant subspace of the theory on the universal cover
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VH =
⊕

χ:χ|H=trivial

Vχ. (5.17)

The covering map A → A/H allows to pull-back on A also the branes and the tt∗

brane amplitudes of the A/H-theory. Hence, we know by tt∗ functoriality that VH
must be preserved by the tt∗ monodromy. We conclude that for each subgroup H

of π1(X)Ab we have a monodromy subrepresentation MonH of the Lax connection.

Moreover, to a sequence of subgroups

... ⊂ Hk ⊂ Hk−1 ⊂ .... ⊂ H1 ⊂ H0 = π1(X)Ab, (5.18)

there corresponds an inverse sequence of tt∗ monodromy representations

MonH0 ⊂ MonH1 ⊂ .... ⊂ MonHk−1
⊂ MonHk ⊂ .... (5.19)

where MonH0 is the monodromy representation for the original model defined on X.

We can choose a subgroupH of finite index in π1(X)Ab in such a way that π1(X)Ab/H

is a finite Abelian torsion group. In this case the theory on AH has finite Witten

index

dH =
[
π(X)Ab : H

]
· d. (5.20)

A periodic character χ of π1(X)Ab is identified by theta angles

~θ ∈ (2πQ)b1 . (5.21)

Denoting with Jχ the finite cyclic group generated by χ and Hχ = kerχ ∈ π1(X)Ab

the corresponding finite-index normal subgroup, we have

π1(X)Ab/Hχ ' Jχ. (5.22)

In this case we may reduce from the infinite universal cover to a finite cover with

Galois group Jχ. From the physical viewpoint, torsion characters χ have the special

property that they allow a consisten truncation of the chiral ring RA to a finite-

dimensional ring Rχ. In this way the ~θ-vacua become normalizable, which is a

basic requirement in quantum mechanics, while they are never normalizable for

non-torsion χ.
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5.2.2 tt∗ Equations with θ-Vacua

On the universal cover we have more vacua than on the target space, but also a larger

symmetry group to classify them. We denote with zi, i = 1, ..., d the zeroes of dW on

X, which we assume to be non degenerate. Choosing a representative p0
i of zi on the

abelian cover, all the critica points of W can be obtained by composing p0
i with the

generators `1, ..., `b1 of the torsion-free part of the homology group H1(X,Z)/torsion.

Hence, the points zi label equivalence classes of vacua which are isomorphic to the

Galois group of the cover.

A basis for the chiral ring of the theory on A can be constructed as follows. Since X

is a Stein space we can find a basis of holomorphic one forms ρk, k = 1, ..., b1 ∈ Ω(X)

dual to `k whose classes generates H1(X,Z)/tor. Since the homology has an integer

structure, we can choose the one forms ρk such that

∫
`k

ρk = ck ∈ Z. (5.23)

Without loss of generality we can normalize the constants ck to 1. On A we can

find holomorphic functions hk such that dhk = ρk. Let {φa} ∈ RX be holomorphic

functions on X forming a basis for the chiral ring of the model, with φ0 = 1X and

relations φaφb = Cc
abφc. Then, let $ : A → X be the projection map from the

abelian universal cover to the target space. The holomorphic functions on A

Φa(~θ) = $∗φa · ei
~θ·~h, ~θ ∈ [0, 2π)b1 , (5.24)

form a basis for RA which is diagonal in the characters of the Galois group. Indeed,

the action of a generator of the homology `k on the above state is

`k($
∗φa · ei

~θ·~h) = $∗φa · ei
~θ·(~h+

∫
`k
d~h)

= eiθk$∗φa · ei
~θ·~h (5.25)

The product table of RA is

Φa(~θ) · Φa(~ϕ) = Cc
abΦc(~θ + ~ϕ). (5.26)

This equation implies that the Ramond charges of the chiral operators are piece-wise

linear functions of the angles. The same applies to the UV Berry connection A(~θ)UV,

which is function of the U(1)R charges. The discontinuous jumps of A(~θ)UV corre-

spond to gauge transformations. On the contrary, the characters of the monodromy
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representation are continuous. For generic ~θ the eigenvalues of the monodromy ma-

trices are distinct, and hence no Jordan blocks are present; at characters where we

have jumps typically a non-trivial Jordan blocks appear.

Let H a subgroup of π1(X)Ab and J the subgroup of characters which are trivial on

H. Then, the chiral ring RH of the model on AH is spanned by the chiral operators

{Φa(~θ)}~θ∈J . (5.27)

Using the fact that `k are symmetries of the model, one finds that the ground state

metric diagonalizes with respect to the angles:

〈Φj(~θ)|Φk(~θ′)〉 = δ(~θ − ~θ′)gk,j̄(~θ), gk,j̄(~θ) =
∑
~r∈Zb1

ei
~θ·~rgk,j̄. (5.28)

In presence of theta sectors, the complex conjugate operator g∗(~θ) must be intended

as the Fourier series of the complex conjugated coefficients, namely

g∗(~θ) = [g(−~θ)]∗. (5.29)

Hence, using the fact that g(~θ) must be hermitian, the tt∗ reality constraint in the

canonical basis becomes

g(−~θ)t = g(~θ)−1. (5.30)

We can use the action of the homology generators 5.13 to compute the critical values

of the superpotential. These reads

W ((`n1
1 .... `

nb1
b1

) · pi0) = (`n1
1 .... `

nb1
b1

)∗W (pi0) = W (pi0) +

b1∑
i=1

niωi, (5.31)

where ωi =
∫
`i
dW are constants in the chiral fields. We choose ωi as the first

b1 local coordinates on the coupling constant space P and denote with ta ∈ P
the remaining couplings such that ∂taW are well defined holomorphic functions

representing elements of RX . The tt∗ metric can be thought as function of the

variables

(ωi, θi) ∈ (C× S1)b1 (5.32)
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at fixed ta. One can consistently define the action of the chiral operator Cωi asso-

ciated to the coupling ωi on the theta vacua. This can be see as a U(d) covariant

derivative in the θi-direction

Cωi = Dϑi
=

∂

∂θi
+Mωi , Cωi = −Dϑi =

∂

∂θi
− g∂θig−1 − gM †

ωi
g−1, (5.33)

where Mωi is a d × d matrix. At fixed ta, the component of the tt∗ flat connection

take the form

Dωi +
1

ζ
Dϑi

= D
(ζ)
1,i , Dωi − ζDϑi = D

(ζ)
2,i (5.34)

We can see the ϑi as complex coordinates with real part θi and introduce the new

complex coordinates (ηζi , ξ
ζ
i ), i = 1, ..., b1

ηζi = ωi − ζϑi, ξζi = ωi +
1

ζ
ϑi, (5.35)

which defines a P1 family of complex structures parametrized by the twistor variable

ζ and a flat hyperKhaler geometry with holomorphic symplectic structures dξζi ∧dη
ζ
i .

The tt∗ Lax connection annihilates with spectral parameter ζ all the holomorphic

coordinates (ηζi , ξ
ζ
i )

D
(ζ)
α,iη

ζ
j = D

(ζ)
α,iξ

ζ
j = 0, α = 1, 2 (5.36)

which means that, in the complex structure ζ, it is the (0, 1) part of a connection

A on the hyperkahler space (R2 × T 2)b1 . The Lax equations

D
(ζ)
α,iΨ(ζ) = 0, α = 1, 2 (5.37)

say that the brane amplitudes Ψ(ζ) are holomorphic in complex structure ζ and

independent of Im ϑi [31]. The tt∗ equations then say that the curvature of the

connection D(ζ) on the flat hyperKahler manifold is of type (1, 1) in all complex

structures, i.e. Ψ(ζ) is a section of a hyperholomorphic vector bundle [31]. The hy-

perholomorphic condition, supplemented by the condition on translation invariance

in Im(ϑi), is equivalent to the higher dimensional generalization of the Bogomolnji

monopole equations on (R2 × S1)b1 .

The tt∗ geometry decomposes into an Abelian U(1) monopole and a non-Abelian
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SU(d) monopole. Restricted to the Abelian part, the tt∗ equations become linear.

Writing L(~θ) = − log(detg(~θ)), they read

(
∂2

∂ωi∂ωj
+

∂2

∂θi∂θj

)
L(~θ) = 0

∂2

∂ta∂ωj
L(~θ) =

∂2

∂ta∂tb
L(~θ) = 0.

(5.38)

The Abelian part of the Berry connection is

AAb = ∂L(~θ) = ∂ωiL(~θ)dωi + ∂taL(~θ)dta. (5.39)

The tt∗ relation [Aωi , Cta ] = [Ata , Cωi ], together with 5.33, implies

∂θiAta = [Ata ,Mωi ]− [Aωi , Cta ]. (5.40)

Taking the trace gives ∂θiA
Ab
ta = 0. Since AAb is odd in ~θ by 5.30, we conclude that

the ta-components of the U(1) connection vanish.

For the sake of comparison with the literature on representation of braid groups

and the Knizhnik-Zamolodchikov equation [71, 72] we state the above result in a

different way. We write qi = eiθi for i = 1, ..., b1. The Frobenious algebra RA is a

module over the ring C[q±1] of Laurent polynomials in q1, ..., qb1 . The isomorphism

with the space of branes

RA ' BA(ζ) = H∗(A,ARe(ζW );Z)⊗Z C (5.41)

allows us to restrict the scalars to Z. Thus, we have that B(ζ)A ' RA ' VA is a

free Z[q±1]-module of rank d. Moreover, the tt∗ Lax connection provides the group

homomorphism

ρ : π1(P)→ AutZ[q±1](BA) ⊂ GL(d,Z[q±1]). (5.42)

5.3 The Problem of Statistics

The concept of statistics is crucial in understanding the physics of FQHE. We want

now to discuss this problem in the context ofN = 4 SQM. We consider for simplicitly
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the case in which the target space is CN . We suppose to have a superpotential

W (z1, ..., zN) which is symmetric under arbitrary permutations of the coordinates

zi ↔ zj. In other words, the particles of our theory are indistinguishable. Since

it is a symmetry of the model, the Hilbert space and in particular its subspace of

vacua V must decompose in irreducible representations of the permutation group of

N object SN

V =
⊕

η∈irrep(SN )

Vη. (5.43)

The relevant representation for physical applications are the trivial representation

Vs, which corresponds to symmetric wave functions, and the sign representation

Va, which corresponds to antisymmetric wave functions. The symmetric group acts

also on the chiral ring R, whose elements labels the zero energy solutions of the

Schroedinger equation. Similarly to the Hilbert space, the chiral ring decomposes

linearly as

R =
⊕

η∈irrep(SN )

Rη. (5.44)

The space of symmetric chiral operatorsRs is a ring, while all the other components,

as the space of antisymmetric chiral operatorsRa, areRs-modules. One can see that

the map between chiral operators φ ∈ R and vacuum wave functions

φ→ φ dz1 ∧ .... ∧ dzN +Q(....) (5.45)

provides the isomorphism of Rs-modules

Rη ' Va·η. (5.46)

This follows from the antisymmetric property of the fermionic operator dz1 ∧ .... ∧
dzN in the vacuum wave form. Counter intuition, we claim that Fermi (Bose)

statistics corresponds to have symmetric (antisymmetric) wave functions. To justify

our definition let us count the number of ground states in an important special case.

We consider the class of superpotentials which can be written as sum of single field

superpotentials

W(z1, ..., zN) =
N∑
i=1

W (zi), (5.47)
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where each superpotential W (zi) is defined on a target space C. We denote with R1

the one-particle chiral ring and with d = dimR1 the dimension of the single particle

ground state. The chiral ring of the N -particle model is given by the tensor product

R =
N⊗
R1. (5.48)

The symmetric and antisymmetric subspaces of R are

Rs =
N⊙
R1, Ra =

N∧
R1, (5.49)

which have dimensions respectively

dimRs =

(
N + d− 1

N

)
, dimRa =

(
d

N

)
, (5.50)

which correspond to Bose and Fermi statistics. The above relations remain true also

if we add to the superpotential an arbitrary supersymmetric interactions which do

not change the behaviour at infinity in field space, since the dimension of the chiral

ring is the Witten index IW = d. Using the isomorphism R ' V we have

VB =
N⊙
V1, VF =

N∧
V1 (5.51)

and the tt∗ metric, connection and brane amplitudes are induced by the single

particle ones.

Coming back to the general case, one can see that any antisymmetric operator

φ ∈ Ra can be written as

φ = φ̂
∏
i<j

(zi − zj), (5.52)

where φ̂ ∈ Rs. This provides the definition of chiral ring of the Fermi model

RF = Rs/IVan, (5.53)

where IVan ⊂ Rs is the annihilator ideal of the Vandermonde determinant ∆(zi) =∏
i<j(zi − zj). We have the linear isomorphism of Rs-modules
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RF ' Vs = VF , dimRF =

(
d

N

)
. (5.54)

In order to study the fermionic sector of the theory we can use the functoriality

of tt∗ geometry. A generic superpotential W(z1, ..., zN) which is invariant under

permutation of the zi can be rewritten as function of the elementary symmetric

polynomials

ek =
∑

1≤i1<....<iN≤N

zi1zi2 ....zik , e0 = 1. (5.55)

Hence, the superpotential W : CN → C factorizes through the branched covering

map E : zk → ek of degree N !. One can pull-back the vacuum wave forms for the

LG theory with superpotential W(ei) on the cover with coordinates zi

Ψ(e1, ..., eN) = φ̂(e1, ..., eN)de1 ∧ ... ∧ deN +Q(....)

= φ̂(e1, ..., eN)det

(
∂ei
∂zj

)
dz1 ∧ ... ∧ dzN +Q(....)

= φ̂(e1, ..., eN)
∏
i<j

(zi − zj)dz1 ∧ ... ∧ dzN +Q(...),

(5.56)

which defines non trivial Q-cohomology classes for the vacua of the theory with

superpotential W(zi). The above pull-back leads to a correspondence between the

chiral ring Re of theW(ei)-model and the Fermi chiral ring RF of theW(zi)-theory.

We have

E] : |h〉e → |hδ〉z, h ∈ Re = C[e1, ..., eN ]/ (∂e1W , ..., ∂eNW) (5.57)

which implies the isomorphism

E](Re) ' RF . (5.58)

By tt∗ functoriality, the map E] is also an isometry for the tt∗ metric and sets an

equivalence between the Fermi sector of the original theory and the LG model with

superpotential W(ei).
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5.4 tt∗ Geometry of the ν = 1 Phase

We want to study the fermionic sector of the N particles LG theory with superpo-

tential

W(z1, ..., zN) =
N∑
i=1

(
µzi +

N∑
`=1

α` log(zi + ζ`)

)
(5.59)

where we let α`, µ to be generic complex couplings and take ζ` all distinct. The

coupling constant manifold of the theory at fixed α`, µ is given by the space of N

distinct ordered points on C

CN =
{

(ζ1, ..., ζN) ∈ CN |ζi 6= ζj, i 6= j
}
. (5.60)

If we demand the residues α` to be equal, the manifold of couplings is naturally

projected on YN = C/SN , namely the space of N identical particles on C. In

parituclar, it is clear from the discussion in section 4 that if we set the couplings

α` = −1 we obtain the Vafa model for the ν = 1 phase of quantum Hall effect.

Writing the superpotential as

W(z1, ..., zN) =
N∑
i=1

µzi +
N∑
`=1

α` log

(
N∏
i=1

(zi + ζ`)

)
(5.61)

we note that the argument of the logarithm can be expanded as

N∏
i=1

(zi + ζ`) =
N∑
k=0

ekζ
N−k
` = P (ζ`). (5.62)

The polynomials P (ζ`) are linear in the dynamical fields and depend holomorphically

on the couplings. Hence, one can do a linear redefinition of variables

e` → P (ζ`) = P`. (5.63)

Rewriting the interaction µ
∑

i zi as linear combination of P`, the superpotential as

function of the new variables reads
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W(P (ζ1), ..., P (ζN)) =
N∑
`=1

(µ`P` + α` logP`) . (5.64)

We note that in the dynamical fields u` = P` the superpotential of the theory can

be written as sum of N copies of the single field superpotential

W (u) = µu+ α log u. (5.65)

From this example we see how much powerful tt∗ functoriality can be. In the starting

theory 5.59 we have a large number of punctures, equal to the dimension of the

lowest Landau level, and an equal number of electrons which are correlated by the

Fermi statistics. On the other hand, in the tt∗ dual we have just a unit of magnetic

flux concentrated in a single puncture and the particles are not correlated by the

statistics. The tt∗ functoriality ensures that we can study the Berry connection and

its holonomy representations in the tt∗ dual of the model. Since the Hilbert space

of the dual model is simply the tensor producs of single particle Hilbert spaces, it

is enough to study the tt∗ geometry of the LG theory with superpotential 5.65.

The equation for the vacua ∂PkW = 0 is given by a set of N indipendent equations

µ` +
α`
P`

= 0, (5.66)

which has unique solution

P` = −α`
µ`
. (5.67)

As expected, the dimension of the Fermi chiral ring is dimRF = 1.

We want to study the tt∗ geometry of the vacua for this theory. The essential

couplings are the positions of the punctures ζ` which are coordinates on the space

CN . Since we have a unique vacuum, the Berry connection must be Abelian. The

chiral operators which describe the deformation of the theory with respect to ζ` are

∂ζ`W =
N∑
i=1

α`
zi + ζ`

. (5.68)

The chiral ring coefficients C` which represent the action of these operators on the

vacua are 1 × 1 matrices. Hence, all the commutators [C`, Cm] are vanishing and

the tt∗ equations read
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∂̄`(g∂mg
−1) = 0, (5.69)

where the ground state metric g is just a real function of the couplings. This set of

equations is solved by

g = |f(ζ1, ..., ζN)|2, (5.70)

where f(ζ`) is an holomorphic function of the couplings ζ`. We also have to impose

the reality constraint

η−1g(η−1g)∗ = 1. (5.71)

In the canonical basis the Frobenious pairing is the identity and we have gg∗ = 1.

Since g is a real function we conclude that

g = 1. (5.72)

So, as expected for the ν = 1 phase, the Berry connection on CN is vanishing and

its monodromy representation in the UV limit is trivial.

We note that the target manifold is not simply connected and the theory admits non

trivial theta sectors. The solution that we found above corresponds to the sector of

the Hilbert space with trivial character. To study the dependence of tt∗ geometry

on the theta angles we have to consider deformations of the theory which are not in

the chiral ring. The corresponding couplings are the residues α` of dW at the poles

ζ`. The associated operators

∂α`W =
N∑
i=1

log(zi + ζ`) (5.73)

are not univalued functions on the target space so are not elements of R. By the

functoriality of tt∗ geometry, the ground state metric of the full theory factorizes as

tensor product of metrics of the single field models with superpotential 5.65. This

superpotential describes in 2d a free chiral superfield with a twisted mass. The

corresponding tt∗ geometry has already been studied in [31]. The model is defined

on C\{0} and the Galois group of the universal cover is generated by the loop which

encircles the origin. The universal cover A is Abelian and is simply the complex

plane. An explicit map between the covering space and the target manifold is given
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by the exponential u = eY . Pulling-back the model on the complex plane one has

the superpotential

W (Y ) = eY + αY, (5.74)

where the action of the Galois group is given by the shift T : Y → Y + 2πi. We

can easily construct the unique theta-vacua of this theory. We denote with |0〉
the vacuum state corresponding to some idempotent element e0 of RA. Then, the

vacuum space is spanned by

|x〉 =
∑
n∈Z

e2πinx T n |0〉, (5.75)

where x is the theta-angle normalized in the interval [0, 1]. We see that the above

state is an eigenstate of T with eigenvalue the character e−2πix. Acting with the

generator of the Galois group T on the classical vacuum corresponding to |0〉 we

obtain all the vacua of the covering model. We can set to 0 the critical value

corresponding to |0〉 by adding a constant to the superpotential. Then, the whole

set of critical values is simply

Wn = 2πiαn. (5.76)

We want to derive the tt∗ equation in the parameter α and study the critical limit

of the solution. The chiral ring operator Cα acts on the theta-vacuum as differential

operator in the angle

Cα |x〉 =
∑
n∈Z

e2πinx2πinT n |0〉 =
∂

∂x
|x〉. (5.77)

We define the ground state metric on the vacuum bundle

g(t, x) = 〈x|x〉 = eL(t,x), (5.78)

where L(t, x) is a real function of the angles and the RG scale t = |α|. The tt∗

metric can be expanded in Fourier series as

g(x) =
∑
r∈Z

e2πirx〈r|0〉. (5.79)
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In order to solve the tt∗ equation we have to impose the reality constraint of the

metric. In presence of theta sectors the coplex conjugation of the metric must be

intended as

g∗(x) = [g(−x)]∗. (5.80)

Hence, using the fact that g is real, the tt∗ reality constraint in the canonical basis

becomes

g(−x) = g−1(x), (5.81)

which implies

L(−x) = −L(x). (5.82)

Thus, the tt∗ equation for ground state metric reads

(
∂α∂ᾱ +

∂2

∂x2

)
L(t, x) = 0. (5.83)

which is a U(1) monopole equation on R2×S1 as expected from the general discussion

in 5.2.2. The solution can be expanded in terms of Bessel functions as

L(t, x) =
∞∑
m=1

am sin(2πmx)K0(4πmt) (5.84)

where the coefficients am are determined by the boundary conditions. In the limit

t→ 0 and for x 6= 0 we must have the asymptotics

L(t, x)
t→0∼ −2(q(x)− ĉ/2) log t (5.85)

where q(x) is the SCFT U(1) charge of the chiral primary exY at the UV fixed point.

Since eY has charge 1, one has q(x) = x ∈ [0, 1] and ĉ = qmax = 1. Therefore, from

the limit

K0(x)
x→0∼ − log(x/2) (5.86)
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we get the relation

1

2

∞∑
m=1

am sin(2πmx) =

(
λ

2π
− 1

2

)
. (5.87)

From this equality we learn that the coefficients am are those of the Fourier expansion

of the first periodic Bernoulli polynomial, i.e.

am = − 2

π

1

m
. (5.88)

Consistently with the discussion in 5.2.2, also for non vanishing theta angles the

components of the U(1) Berry connection in the ζ`-directions are vanishing. In the

case of trivial character we recover the constant solution g = 1.

5.5 The Vacuum Space of the Interacting Theory

5.5.1 The Heine-Stieltjes Problem

We consider a LG model with N chiral fields and superpotential differential

dW = 2β
∑

1≤i<j≤N

d(zi − zj)
zi − zj

+
N∑
i=1

dW (zi), (5.89)

where dW (zi) is a rational differential with d zeros and a pole of order 1 ≤ ` ≤ d+2

at∞. In the most general case dW (zi) has p = d+2−` simple poles at finite points

{y1, ..., yp} ∈ C which are all distinct, namely

dW (z) =
B(z)

A(z)
dz, A(z) =

p∏
s=1

(z − ys), (5.90)

for some polynomial B(z) of degree d coprime with A(z). In the case of the Vafa

model the residues are ±1 and 2β = 1/ν. The fundamental degrees of freedom of

this theory are not the fields zi, but the symmetric polynomials

ek =
∑

1≤i1<....<ik≤N

zi1 ....zik . (5.91)
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Indeed the superpotential is manifestly invariant under SN permutations of the zi
and can be rewritten in these coordinates. The target manifold of the theory is the

configuration space of N identical particles on C \ {ζ`}, i.e.

MN =
{

(z1, ..., zN) ∈ (C \ {ζ`})N |zi 6= zj
}
/SN . (5.92)

In order to find the classical vacua of the theory one has to solve the equations

∂ekW(ej) = 0. This algebraic problem can be mapped to a well known differential

problem [41]. One can encode a SN -invariant vacuum configuration {Xi}SN in a

polynomial of degree N

P (z) =
N∏
i=1

(z −Xi) = zN +
N∑
k=1

(−1)kek z
N−k. (5.93)

The equation for the configuration {Xi}a is equivalent to the differential equation

for the polynomial Pa(z)

2βA(z)P ′′a (z) +B(z)P ′a(z) = fa(z)Pa(z) (5.94)

where a = 1, ...., d labels the vacua of the theory and fa(z) is a polynomial of degree

d−1 such that Pa(z) solves the equation above. It is clear that counting the number

of such solutions is equivalent to count the number of vacua up to permutation of

the particles. The general problem of finding the couples (fa(z), Pa(z)) which solve

a second order differential equation of type 5.94 is called in mathematical literature

the Heine-Stieltjes problem, and the generalized eigenvalues fa(z) are called van

Vleck polynomials. If dW is a generic rational differential, with just simple poles in

P1, the equation 5.94 is a generalized d-Lamé equation. The d-Lamé equation [66]

corresponds to the special case in which we set β = 1 and dW = d logQ(z), where

Q(z) is a polynomial of degree d. Taking the same differential dW , but choosing

β = 1, the superpotential W becomes the Yang-Yang functional [65, 67] (and its

exponential the master function [68, 69]) of the sl(2) Gaudin integrable model on

V
⊗
d, the Heine-Stieltjes equation is equivalent to the corresponding algebraic Bethe

ansatz equations, and the roots of P (z) are the Bethe roots [65, 70]. In the case of

the Vafa model, solving the Heine-Stieltjes equation is equivalent by construction to

solve the equation

∂ziW =
∑
j 6=i

2β

zi − zj
+
∑
a

1

zi − xa
−
∑
`

1

zi − ζ`
= 0 (5.95)
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where the solutions are counted modulo permutations of SN . The above equation

is a generalization of the Algebraic Bethe Anzatz equation for the Gaudin model,

where the zi are the analog of the Bethe roots. The Gaudin model arises from the

semi-classical limit of the solutions to the Knizhnik-Zamolodchikov, and it is natural

to expect that the relation remains valid in the present slightly more general context.

The most relevant case for us is actually when the poles at ∞ in P1 is double. As

we alrady observed, this is a very convenient limit. In this case the Heine-Stieltjes

equation is a confluent generalized d-Lamé equation. The ODE isequivalent to the

Bethe ansatz equation for the Gaudin model with an irregular singularity [65]. A well

known results from Heine-Stieltjes theory is that for generic couplings the number

of solutions (P (z), f(z)) is at most

d =

(
N + d− 1

N

)
. (5.96)

By definition, this is also the Witten index of the LG theory with superpotentialW
on the target space MN .

5.5.2 Fermionic Truncation

Following Vafa [17], we wish to interpret the SQM model defined by the superpoten-

tial 5.89 on MN as a theory of FQHE where N electrons are coupled to d units of

magnetic flux and an external background electric field included in dW (z), while the

Vandermonde coupling describes the Coulomb interactions between the electrons.

We observe that the multiplicity of vacua given by the Heine-Stieltjes problem cor-

responds to the Bose statistics and not the Fermi one. It is clear what happens when

we take the limit of β → 0: in a classical vacuum configuration for W the zi are

close to the vacua of the single particle model and several of them may take different

valures in the vicinity of the same one-field vacuum. Since these values differ by

orders O(β), in the β → 0 limit the vacuum configurations are simply labelled by a

set of positive integers (N1, ...., Nd) which denote how many particles we put in the

vacua of the single field model z1, ..., zd. A natural guess is that, in order to get the

correct FQHE phenomenology, one should consider only the subspace

VFer ⊂ V , dimVFer =

(
d

N

)
(5.97)

which contains the vacua that survive in the β → 0 limit. In this limit all other

vacua ∈ V⊥Fer escape at the infinite end of MN where two or more zi coincide.

The fermionic truncation from V to VFer is geometrically consistent if and only if
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it is preserved under parallel transport by the tt∗ flat connection, i.e. if VFer is a

subrepresentation of the monodromy representation. Since the flat tt∗ connection is

the Gauss-Manin connection of the local system on P provided by the BPS branes

(for a fixed ζ ∈ P1), this is equivalent to the condition that the model has

(
d

N

)
preferred branes which remain regular as β → 0 spanning the dual space of VFer.

The fermionic truncation has already been studied by Gaiotto and Witten in a

strictly related context [65]. They show that preferred branes with the required

monodromy properties do exist. We review their argument in our notation. We

assume that the rational one-form dW has a double pole at infinity of strength µ

and d simple poles in general positions. Then we can write

B(z) = µA(z) + lower degree. (5.98)

Hence, the Heine-Stieltjes equation becomes

2βA(z)P (z)′′ + (µA(z) + ...)P ′(z) = µf̃(z)P (z), (5.99)

where f(z) = µf̃(z). The monodromy representation is independent of µ as long as

it is non-zero. Taking β ∼ O(1) and µ finite but very large (the reasonable regime

for FQHE), the above equation up to a O(1/µ) correction becomes

A(z)P ′(z) = f̃(z)P (z) (5.100)

which implies that up to O(1/µ) corrections the zeros of P (z) coincide with the

zeros of A(z), namely the positions of the punctures. At large µ these approximate

also the zeros of B(z), i.e. the vacua of the single field model. The fermionic

truncation amounts to require that their multiplicities are at most one, namely

the polynomials P (z) and P ′(z) are coprime. In this regime, the product of N

one-particle Lefshetz thimbles starting at distinct zeros of B(z) is approximatively a

brane for the full interacting model. While the actual brane differs from the product

of one-particle ones by some O(1/µ) correction, they are equivalent in homology and

this is sufficient to study the tt∗ monodromy. Since it is dual to the space of branes of

the N -particles Fermi model, the fermionic sector VFer ∈ V defines by construction

a sub-representation of the tt∗ monodromy. So, differently from the case of non-

interacting electrons, the fermionic sector is selected by the tt∗ solution and not by

the statistics.
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6 Braid Group Representations in tt∗ Geometry

To compute the monodromy representation of the Vafa model in the UV approach

we need a more in-depth understanding of tt∗ geometry. It turns out that for a

special class of theories the UV Berry connection is a Kohno connection [72, 75].

This appears in the theory of the braid group representation [71, 74] as a solution

of the Knizhnik-Zamolodchikov equations [73]. In this section we go through the

details of this beautiful relation.

6.1 tt∗ Monodromy and the Universal Pure Braid Repre-

sentation

Following the strategy discussed in 3.2.3 we rescale the critical values wi → βwi.

We consider wi ∈ Ṗ , where Ṗ is an open domain in the space of couplings such that

the chiral ring is semi-simple. We note that if wi ∈ Ṗ also βwi ∈ Ṗ for all β > 0,

so the limiting point indeed lays in the closure Ṗ of the semi-simple domain. As

we approach the UV fixed point of the RG the tt∗ equations imply that ∂̄Q → 0.

Since Q is Hermitian, we have also ∂Q→ 0, so that limβ→0Q is a constant matrix.

Naively, to get the UV Berry connection we just replace this constant matrix in the

the basic formula 3.89. However, this is not the correct way to define the β → 0

limit. Indeed, the formula 3.89 is derived in the canonical trivialization, which

becomes too singular in the UV limit: the chiral ring R is believed to be regular

(even as a Frobenius algebra) in the UV limit but, since the limit ring is no longer

semi-simple, its generators are related to the canonical ones by a singular change of

basis. A trivialization which is better behaved as β → 0 is the natural one given

by the orthogonal idempotents ei. Starting from 3.89 and performing the diagonal

gauge transformation, we get

Akl = hkQklh
−1
l

d(wk − wl)
wk − wl

− δkld log hl, (6.1)

where hl =
√
〈el〉. By the residue formula 3.80, the norm 〈el〉 should be a mero-

morphic function of the critical coordinates with poles at wl = wi for l 6= i. Indeed,

the superpotential becomes degenerate when two critical points coincide and, for a

strictly Morse superpotential, the approach of two critical values imply the same for

the corresponding critical points. In the β → 0 limit the connection Akl becomes

locally a meromorphic one form with simple poles at wl = wj for l 6= j and invariant

under wj → wj +c and wj → λwj. In addition, its contraction with the Euler vector

ξ =
∑

k wk∂wk has no poles. Hence, in the UV limit the Berry connection D = D+ ∂̄
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can be written locally as

D = d+
∑

1≤i<j≤d

Bij
d(wi − wj)
wi − wj

, (6.2)

where Bij are holomorphic functions in wj−wk homogeneous of degree 0. Moreover,

they should reproduce the correct quantum monodromy

exp

[∑
i<j

Bij

]
= (−1)r exp [2πiQ] , up to conjugacy, (6.3)

where Q is the U(1)R generator at the UV fixed point written in the natural ba-

sis which makes it symmetric traceless. The prefactor (−1)r is generated by the

anomalous term

ιξ(−δkld log hl) =
r

2
δkl
dβ

β
, (6.4)

where the norm 〈el〉 scales homogeneously as λ−r, r ∈ Q under the rescaling wi →
λwi. The matrices Bij are restricted to satisfy a set of equations which follow from

the flatness condition

D2 = 0, (6.5)

as predicted by the tt∗ equations in the UV limit.

6.2 Complete and Very Complete tt∗ Geometries

We recall the definition of configuration space Cd of d ordered distinct points in the

plane

Cd =
{

(w1, ..., wd) ∈ Cd|wi 6= wj for i 6= j
}
. (6.6)

The cohomology ring H∗(Cd,Z) is generated by the

(
d

2

)
1-forms

ωij = ωji =
1

2πi

d(wi − wj)
wi − wj

(6.7)

95



which satisfy the relations [76]

ωij ∧ ωjk + ωjk ∧ ωki + ωki ∧ ωij = 0. (6.8)

The fundamental group Pd = π1(Cd) is called the pure braid group of d strings. The

configuration space of d unordered points is the quotient space

Yd = Cd/Sd (6.9)

and its fundamental group Bd = π1(Yd) is the Artin braid group of d strings. It is

an extension of the symmetric group Sd by the pure braid group

1→ Pd
ι−→ Bd

β−→ Sd → 1. (6.10)

Bd has a presentation with d− 1 generators σi and the relations

σiσi+1σi = σi+1σiσi+1 = σi+1σiσi+1, σiσj = σjσi for |i− j| ≥ 2. (6.11)

We define the critical value map

w : Ṗ → Yd, t→ {w1, ..., wd}. (6.12)

For semi-simple chiral rings the critical values provides a set of local coordinates for

the space of couplings, implying that the above map is an holomorphic immersion.

We say that the tt∗ geometry is complete if, in addition, w is also a submersion.

This is equivalent to say that w is a local isomorphism and so a covering map from Ṗ
to Yd. The perturbations of the UV fixed point are generated by the chiral primary

operators φ ∈ R. Not all these deformations can be included in the superpotential,

since for some of them the couplings can be UV relevant and the theory can develop

Landau poles. Hence, being complete means that all the chiral primary operators are

IR relevant or marginal non-dangerous. In this case the dimension of the manifold

of physical couplings is precisely d.

We also say that tt∗ geometry is very complete if the canonical projection p :

Cd → Yd factors through the critical value map w. This means that the manifold

Cd plays the role of cover space for Ṗ and denoting with s : Cd → Ṗ the cover

map we have p = w ◦ s. If tt∗ geometry is very complete we can pull-back the

vacuum bundle V → Ṗ to a bundle over Cd and consider the tt∗ geometry on the

configuration space Cd. In a very complete tt∗ geometry, pulled-back to Cd, the
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local expression 6.2 becomes global, since in this case the wi are global coordinates

and the partials ∂wiW define a global trivialization of the bundle R → Cd. In the

very complete case the entries of the matrices Bij are holomorphic functions on Cd,

homogenous of degree zero and invariant under overall translation, which satisfy

6.3. We conclude that the matrices Bij should be constant. In the general case the

Bij are only locally constant and can have jumps under certain perturbations of the

critical values wk. Being very complete means essentially that the theory has no

wall-crossing phenomena (see [30]). The Bij are further constrained by the flatness

condition D2 = 0, which leads to the theory of Kohno connections [75, 77]. If a

connection D = d + A of the form 6.2 satisfies D2 = 0, then the following relations

hold

[Bij, Bik +Bjk] = [Bij +Bik, Bjk] = 0, for i < j < k,

[Bij, Bkl] = 0, for distinct i, j, k, l.
(6.13)

The above equations are called the infinitesimal pure braid relations. A connection

of the form 6.2 where the constant d× d matrices Bij satisfy the above relations is

called a rank-d Kohno connection. A connection of this type defines a representation

of the pure braid group Pd of d strings

σ : Pd → GL(d,C) (6.14)

through the parallel transport on the configuration space Cd

σ : γ ∈ Cd → P exp(−
∫
γ

A) ∈ GL(d,C). (6.15)

The family of representations σ parametrized by the matrices Bij satisfying the in-

finitesimal pure braid relations is called the universal monodromy [77]. We conclude

that for a very complete tt∗ geometry the UV Berry connection is the universal mon-

odromy representation of the pure braid group Pd of d strings specialized to Kohno

matrices Bij computed in terms of the U(1)R spectrum of the UV chiral ring. A

very important class of very complete tt∗ geometries are the symmetric ones. In this

case the Kohno matrices satisfy

(Bπ(i)π(j))π(k)π(l) = (Bij)kl, for all π ∈ Sd (6.16)

In this case the connection D descends to a flat connection on a suitable bundle
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V → Yd, providing a representation of the full Braid group [72, 75, 77]. This happens

when the critical map w is an isomorphism.

6.3 Ising Model and SQM

It is known thatN = 4 SQM is closely related to the Ising model in 2d [48]. The ising

model consists in a free massive Majorana field Ψ(w) which satisfies the Euclidean

Dirac equation

(/∂ −m)Ψ(w) = 0, (6.17)

where m is the mass of the field and

/∂ =

(
0 ∂

∂̄ 0

)
, Ψ(w) =

(
Ψ+(w)

Ψ−(w)

)
. (6.18)

The space of solutions to the Dirac equation is endowed with an inner product,

which coincide with the hermitian norm of the first quantized Hilbert space

‖Ψ‖2 =

∫ (
|Ψ+|2 + |Ψ−|2

)
d2w, (6.19)

where Ψ+,Ψ− must be L2 functions on the plane. It is possible to rephrase the Dirac

equation as cohomological problem. The Majorana field Ψ(w) is not univalued on

the W -plane, but has complicated branching properties because of the insertion of

topological defect operators Ok(wk) at points wk. The OPE

Ψ(w)±Ok(wk) (6.20)

is singular as w → wk. One considers two possible defect insertions at wk, which we

denote by σk, µk [48]. The OPEs of these operators with the Majorana field are

Ψ+(u)σk(w) ∼ i

2
(u− w)−1/2µk(w), Ψ−(u)σk(w) ∼ − i

2
(ū− w̄)−1/2µk(w)

Ψ+(u)µk(w) ∼ 1

2
(u− w)−1/2σk(w), Ψ−(u)µk(w) ∼ 1

2
(ū− w̄)−1/2σk(w)

(6.21)

up to O(|u − w|1/2) contributions. Although the defect operators µk, σk have the

same OPE singularities with the fermion field Ψ(w) as the Ising order/disorder
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operators, they are not in general mere Ising order/disorder operators since globally

they have different topological properties. The fermion field Ψ(w) is univalued on a

suitable connected cover of the plane punctured at the insertion points. By Riemann

existence theorem [78], this can be extended to a cover of the Riemann sphere

W : Σ→ P1 (6.22)

branched at {w1, ..., wd,∞}. In case of a cover of finite degree m, f is specified by

its Hurwitz data at the (d + 1) branching points [78]. The Hurwitz data consist of

an element πk ∈ Sm for each finite branching point wk, while π∞ = (π1π2....πd)
−1.

The monodromy group of the cover is the subgroup of the permutation group Sm
generated by the πk’s. When m is infinite the monodromy group is an infinite group

and the geometry is a bit more involved. Hence, the topological defect operator

Ok(wk) inserted at the k-th branching point is specified by the choice between σ-

type and µ-type and the monodromy element πk ∈ Sm.

One can replace the Majorana field Ψ(w) with the 1-form on the complex plane

ψ(w) = Ψ+dw + Ψ−dw. (6.23)

The map Ψ → ψ is consistent with the structure of the Hilbert space of the Dirac

equation. Indeed, the hermitian product of the wave functions is identified with the

inner product of forms

‖Ψ‖2 =

∫
ψ ∧ ∗ψ∗. (6.24)

It is natural to introduce the operators D,D which act on forms as

Dψ = ∂̄ψ + dw ∧ ψ, Dψ = ∂ψ + dw ∧ ψ. (6.25)

These operators are nilpotent

D2 = D2
= DD +DD = 0, (6.26)

and satisfy the Kahler-Hodge identites 3.24 with the Lefschetz operators L,Λ on the

plane. In particular, we have

D† = i [Λ,D] . (6.27)

99



It is easy to see that the Dirac equation for m = 1 can be written as the cohomo-

logical relations

Dψ = Dψ = 0, (6.28)

and using the above Kahler identity we also have

D†ψ = 0. (6.29)

Hence, by standard Hodge theory, the normalizable solutions to the Dirac equation

are the harmonic representatives of D-cohomology classes in the space of L2 forms

on the complex plane. One considers the following system of solutions [48]

ψi(z; ζ) =〈Ψ+(W (z))µ1(w1)...σj(wj)...µd(wd)〉
W ′(z)dz

ζτ(wj)
+

〈Ψ−(W (z))µ1(w1)...σj(wj)...µd(wd)〉
W
′
(z̄)ζdz̄

τ(wj)

(6.30)

where z is a local coordinate on the cover Σ, ζ ∈ P1 is an arbitrary parameter such

that |ζ| = 1 and the normalization constant is the Sato-Miwa-Jimbo τ -function

τ = 〈µ(w1)...µ(wn)〉. (6.31)

The wave functions ψi(w, ζ) are singular at the branching points wi. These singu-

larities can be computed using the OPEs 6.21 and encode the cohomology class of

the j-th vacuum. We can use the hermitian scalar product 6.24 to define a ground

state metric on the Hilbert space spanned by the above Ising one-forms. Studying

variations of the metric in the branching points wk, one finds that the bundle over

fiber spanned by the local system of solutions 6.30 has the same tt∗ geometry of

the vacuum bundle of a 4-SQM model with semi-simple d-dimensional chiral ring

[48]. In this correspondence the insertion points wk are identified with the critical

coordinates on the coupling constant space of the SQM model. Hence, 4-SQM and

the off-critical Ising model provide two equivalent description of the same geometry.

The relation between the Ising model on the W -plane and 4-SQM is especially sim-

ple when the superpotential depends on a single chiral field z. Let us consider a

N = 4 Landau-Ginzburg model on a Stein space Σ and a Morse superpotential W .

Comparing the expression of D,D with the susy charges
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Q = ∂ + dW∧, Q = ∂ + dW∧, (6.32)

we see that the holomorphic map

W : Σ→ C (6.33)

provides the relations

Q = W ∗D, Q = W ∗D. (6.34)

Namely, one can map the Schroedinger equation for the vacua of the LG model on

Σ to the Euclidean Dirac equation on the Wplane. In this correspondence, the one-

form ψi(z, ζ) is identified with the Schroedinger wave-function of the i-th vacuum

corresponding to the idempotent ei ∈ Rw.

We see that the formulation in critical coordinates is universal. The information

which distinguish different models and make precise the dictionary between SQM

and Ising model are encoded in the Hurwitz data. The wave functions are multi-

valued on the W -plane with branching points just given by wk. The Hurwitz data

should be chosen such that ψi(z, ζ) are univalued in the coordinate z of the target

manifold Σ. This space can be seen as a cover of the W -plane with cover map

W : Σ→ C branched at the critical points wk. By the Riemann existence theorem,

the Hurwitz data specify uniquely up to isomorphism the cover (W,Σ) of the punc-

tured plane.

A similar formula for the vacuum wave functions in the N -fields case can be con-

structed as follows. We consider the inverse image of a point w on the W -plane.

This has the homotopy type of a bouquet of N − 1 spheres [30, 37]. We set a basis

of cycles Sα(w), α = 1, ..., d for the middle dimensional homology of the fiber. A

vacuum wave function Ψ is a N -form on the target space X. Pulling-back Ψ on the

w-level curve of the superpotential and integrating it over the cycles Sα(w), we get

a set of d one-forms on the W -plane

ψα(w) =

∫
Sα(w)

Ψ. (6.35)

If we transport the homology cycles along a closed loop along in the W -plane

(punctured at the critical values) we come back with a different (integral) basis

of (N − 1)-cycles S ′α(w) = MαβSβ(w). The integral matrix Mαβ is described by the

Picard-Lefshetz theory [30]. Thus, the 6.35 is best interpreted as a single but mul-

tivalued wave-function ψ(w) on the W -plane branched at the critical points, whose
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monodromy representation is determined by the Picard-Lefshetz formula. Let Σ be

the minimal branched cover of the W -plane such that ψα(w) is single valued. The

map W : X → C factorizes through Σ. Pulling-back the wave forms on Σ by the

covering map w : Σ→ C, one can replace the original LG model with N chiral fields

and Morse superpotential W with an LG model with target space Σ and superpo-

tential w given by the factorization of W thorugh Σ. Hence, we can use the formula

for the single field case and write

ψi(w; ζ) =〈Ψ+(w)µ1(w1)...σi(wi)...µd(wd)〉
dw

ζτ(wj)
+

〈Ψ−(w)µ1(w1)...σi(wi)...µd(wd)〉
ζdw̄

τ(wj)
.

(6.36)

The branes Bk(ζ) of the model on the W -plane are straight lines starting at the

critical points wk and strethced towards the Re w/ζ = −∞ direction. Denoting

with Γk(ζ) the support of Bk on Σ, we can define the brane amplitudes

〈Γk(ζ)|Ψi〉 =

∫
Γk(ζ)

eβw/ζ+βζw̄ψi(w; ζ). (6.37)

In the physical 2d (2,2) LG model, the UV limit consists in sending to zero the overall

coupling β. But, as one can see comparing the Dirac equation with the vacuum

equation 6.28, β is also the mass m of the Majorana fermion in the context of the

QFT on the W -plane. Hence, the physical UV limit of the 2d LG model coincides

with the UV limit of the fermion theory on the W -plane. As β → 0 the left and right

modes of the fermion Ψ decouple and the multi-valued correlation functions become

sums of products of left/right conformal blocks. The statement holds (roughly) for

all tt∗ quantities: in the UV they become some complicate combination of conformal

blocks. Then the differential equations they satisfy, the tt∗ equations, should be

related in a simple way to the PDEs for the conformal blocks. From this viewpoint

the fact that in the UV limit the Berry connection, coinciding with the tt∗ Lax one in

the β → 0 limit, has the Kohno form, which is typical of the monodromy action on

conformal blocks, is not surprising. In connecting the tt∗ monodromy with the braid

representation of conformal blocks, we need to use the precise disctionary between

the two. From 6.30 we see that the wave functions, being normalized, are to be seen

as ratios of n-point functions in the W -plane CFT

〈Ψ±(w)µ1(w1)...σi(wi)...µd(wd)〉
〈µ1(w1)...µn(wn)〉

(6.38)
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rather than correlators. Hence, the actual braid representation on the CFT operators

is the tt∗ one twisted by the one defined by the τ -function.

6.4 Hecke Algebra Representations of the tt∗ Connection

We want to determine the matrices Bij for a very complete tt∗ geometry. Bij is the

residue of the pole of the UV Berry connection as wi → wj. In order to compute

Bij it is enough to consider this limit from the point of view of the 2d model.

Without loss of generality, we may deforme the D-terms so that the only light

degrees of freedom are the BPS solitons interpolating between vacua i and j of mass

2|wi − wj|. We may integrate out all other degrees of freedom and we end up with

an effective IR description with just these two susy vacua. The theory that we

get may be not UV complete, but this is not an issue, since it is just an effective

description valid up to some non-zero energy scale. From the viewpoint of SQM,

the 2d BPS solitons are BPS instantons. The effect of these BPS instantons is to

split the two vacua not in energy as it happens in non-susy QM, but in the charge

q of the U(1)R symmetry which emerges in the wi − wj → 0 limit. In this limit

there is also an emergent Z2 symmetry which interchanges the classical vacua. The

U(1)R symmetry is broken off-criticality to Z2 and the eigenstates are the symmetric

and antisymmetric combination of the classical vacua [28, 30]. The corresponding

charges must be opposite by PCT symmetry. We renumber the critical values wk
such that wi, wj are w1, w2. With a convenient choice of the relative phases of the

two states, the upper-left 2× 2 block of the U(1)R generator Q takes the form

Qupper−left = −λ
(

0 1

1 0

)
= −λσ1, (6.39)

for some constant λ. We have to remember that in the trivialization given by the

idempotent basis the UV Berry connection gains the extra piece δkld log hl which

generates an additional term in the above formula proportional to the identity. To

be general we consider a shift by a constant µ

− λ
(

0 1

1 0

)
→ −λ

(
0 1

1 0

)
+ µ

(
1 0

0 1

)
(6.40)

From the Ising model point of view, at each of the two critical points w1,2 we

may insert either a σ-like defect or a µ-like one and different choices correspond to

different vacua of the original LG theory. The matrix σ1 has the effect of flipping

the two-vacua system, which corresponds to the exchange σ ↔ µ in the correlators.

It is therefore convenient to introduce a two-component notation
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Σk,α(w) =

(
σk(w)

µk(w)

)
. (6.41)

The UV conformal blocks for the effective theory with two vacua have the form

〈Ψ±(w)Σ1,α(w1)Σ2,α(w2)〉 ∈ V1 ⊗ V2 (6.42)

where Va ' C2, a = 1, 2, are two copies of the fundamental representation space

of sl(2,C). We note that the amplitudes representing the vacua span only a two

dimensional subspace of V1⊗ V2 of dimension 2. The action of B12 can be extended

on the full four dimensional space of conformal blocks as

B12 = −λ
(
σ1

+ ⊗ σ2
− + σ1

− ⊗ σ2
+

)
− µ σ1

3 ⊗ σ2
3, (6.43)

where σ`a is the Pauli matrix acting on the a-th copy Va of C2. We conclude that

the UV Berry connection D of a very complete tt∗ geometry with d vacua has the

general form

D = d−
∑
i<j

(
λijs

i
`s
j
` + µijs

i
3s
j
3

) d(wi − wj)
wi − wj

(6.44)

and act on the sections of a bundle V → Cd whose fibers are modelled on the vector

space

V ⊗d = V1 ⊗ V2 ⊗ ......⊗ Vd, (6.45)

spanned by the conformal blocks of Ising type. The matrices sa` , ` = 1, 2, 3 are the

su(2) generators acting on the Va ' C2 factor, namely

sa` = 1⊗ ....⊗ 1⊗ 1

2
σ` ⊗ 1⊗ ....⊗ 1. (6.46)

The natural connection on the CFT conformal blocks may differ from D by a line

bundle twisting; Indeed, the d-point functions representing the vacua are rescaled by

the normalization factor τ(wj) = 〈µ1(w1)...µn(wn)〉. This corresponds to replacing

D → D + 1 · d log f for some multivalued holomorphic function f .

The actual brane amplitudes live in a rank d sub-bundle V of the rank 2d bundle V .
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The tt∗ Lax equations requires this sub-bundle to be preserved by parallel transport

with the connection D. To see this, consider the total angular momentum

L` =
∑
a

sa` , ` = 1, 2, 3. (6.47)

One can easily check that L3 commutes with all the infinitesimal braiding Bij and so

the eigenbundles Vm of L3 are preserved by the parallel transport of D. In particular,

since the correlators representing the vacua has d − 1 insertions of µ-type and a

single insertion of σ-type, the vacuum bundle corresponds to the L3-eigenbundle

with eigenvalue m = 1− d/2. So, we have

V = V1−d/2. (6.48)

The constants λij, µij are restricted by further conditions:

• D is flat acting on V

• Since D coincide with the Lax connection in the UV limit, the monodromy

representation must be arithmetic.

• If the very complete tt∗ geometry is symmetric, the constant λij, µij must be

indipendent from i, j, i.e. λij = λ, µij = µ.

A well known solution to the Knizhnik-Zamolodchikov equations is [75, 77]

λij = λ, µij = 0, (6.49)

which gives

D = d+ λ
∑
i<j

si`s
j
`

wi − wj
d(wi − wj). (6.50)

This connection is automatically flat for all λ when acting on sections of the big

bundle V and is also symmetric. On the other hand, it is easy to check that the

only symmetric solution to the flatness condition for a connection of the form 6.44

is given by 6.50. We conclude that a symmetric very complete tt∗ geometry has a

UV Berry connection of the above form.

Since D is flat on the larger bundle V , the UV limit of the tt∗ linear problem,

DΨ = 0 with Ψ ∈ Γ(Cd,V), may be extended to the big bundle
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DΨ = 0, Ψ ∈ Γ(Cd,V ). (6.51)

in which we recognize the sl(2) Knizhnik-Zamolodchikov equation for the d-point

functions in the 2d WZW model with group SU(2) [73]. In that context λ is quan-

tized in discrete values

λ =
2

k + 2
(6.52)

for the 2d SU(2) current algebra at level k ∈ Z. Since the connection 6.50 is invariant

under the symmetric group Sd, the representation of the pure braid group Pd extends

to a representation of the full braid group of d strands Bd. A representation of this

type is a Hecke algebra representation [77], which we briefly recall. Given q ∈ C×,

the Hecke algebra of the symmetric group Sd, Hd(q) is the C-algebra [74] with

generators 1, g1, ..., gd−1 and relations

gigi+1gi = gi+1gigi+1, gigj = gjgi, |i− j| ≥ 2, (gi + 1)(gi.− q) = 0. (6.53)

For q = 1 we just recover the group algebra C[Sd] of the symmetric group. Compar-

ing the relations of the braid group Bd with the above ones, we see that the map

σi → gi provides an algebra homomorphism

$ : C[Bd]→ Hd(q). (6.54)

A linear representation ρ of the braid group Bd is called a Hecke algebra represen-

tation if it factorizes through $. In such a representation the generators ρ(gi) have

at most two distinct eigenvalues: 1 and q.

The Hecke algebra may be rewritten in terms of generators ei = (q − gi)/(1 + q)

satisfying the relations

e2
i = ei, eiej = ejei, |j − 1| ≥ 2, (6.55)

eiei+1ei − β−1ei = ei+1eiei+1 − β−1ei+1 (6.56)

with β = 2 + q + q−1. The Temperley-Lieb algebra Ad(q) [79] is the C-algebra over

the generators 1, e1, ..., ed−1 satisfying the relation 6.55, while the relation 6.56 is

replaced by the stronger condition
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eiei+1ei − β−1ei = 0. (6.57)

A special class of Hecke algebra representations of Bd are the ones which factorize

through the Temperley-Lieb algebra Ad(q). It is shown in [75] that the monodromy

representation of the flat connection 6.50 is a Hecke algebra representation of the

braid group Bd which factorizes through the Temperley-Lieb algebra Ad(q) with

q = exp(πiλ) (6.58)

given by the correspondence

σi → q−3/4(q − (1 + q)ei), i = 1, ...., d− 1. (6.59)

The eigenvalues of the monodromies σi belong to the set

{
q1/4,−q−3/4

}
. (6.60)

By arithmeticity of the tt∗ monodromy representation, in the present context we

have to require the eigenvalues of the braiding matrices to be roots of unity. Hence,

the Hecke algebra representations which appear in tt∗ are the ones with λ ∈ Q and

q a root of 1. Moreover, the identification of DV with the UV Berry connection of

a very complete tt∗ geometry entails that its monodromy representation is unitary.

As we shall see momentarily, the monodromy representation of the braid group Bd

defined by restricting the Knizhnik-Zamolodchikov connection to the tt∗ sub-bundle

is isomorphic to the Burau one, which is known to be unitary [71, 80, 81]. We

note further that the Knizhnik-Zamolodchikov connection preserves not only the

tt∗ vacuum bundle V , but also all the eigenbundles Vl,m ∈ V of given total angular

momentum, i.e.

ψ ∈ Vl,m ⇔ (L2 − l(l + 1))ψ = (L3 −m)ψ = 0 (6.61)

with m = l, l − 1, l − 2, ....,−l, for l ∈ 1
2
N.

The Braid group representations which factorize through the Temperley-Lieb algebra

appear in many areas of mathematical physics. In particular, they describe the

braiding properties of the (p, q) Virasoro minimal models [82]. In Virasoro minimal

models the primary operators have dimension
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hr,s =
(pr − qr)2 − (p− q)2

4pq
, 1 ≤ r ≤ q − 1, 1 ≤ s ≤ p− 1. (6.62)

The braiding the operator φ1,2 correspond to the Temperley-Lieb algebra with q =

e2πiλ = e2πiq/p. The fusion rule for φ1,2 is

φ1,2 · φ1,2 = 1 + φ1,3. (6.63)

Transporting a field φ1,2 around another one we get a matrix with eigenvalues

{
e2πi(h1,3−2h1,2), e2πi(h1,1−2h1,2)

}
=
{
e2πiq/2p, e−6πiq/2p

}
(6.64)

where one has

h1,1 − 2h1,2 = 1− 3
q

2p
, h1,3 − 2h1,2 =

q

2p
. (6.65)

.

7 tt∗ Geometry of the Vafa model

7.1 Generalities

In this last section we want to study the tt∗ of the Vafa model for FQHE. We

consider N electrons moving on the plane C. We denote with zi, i = 1, ..., N and

xa, a = 1, ..., n the positions of electrons and quasi-holes respectively, and with

ζα, α = 1, ...,M the support of the polar divisor D∞ parametrizing the magnetic

flux. We take the d = M + n points ζα, xa all distinct. Hence, the target space of

the SQM Vafa model of FQHE is

Xd,N =
{

(z1, ..., zN) ∈ (C \ {xa, ζα})N
∣∣zi 6= zj, for i 6= j

}/
SN . (7.1)

In the experimental set-up N is very large, while N/d = ν and n are fixed. Despite

this, we shall keep N arbitrary3 as our arguments apply any N . The superpotential

of the LG model is

3Because of Fermi statistics we should demand at least N ≤ m + M .
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W = β
∑
i<j

log(zi − zj)2 +
∑
i

(
µzi +

n∑
a=1

log(zi − xa)−
M∑
α=1

log(zi − ζα)

)
, (7.2)

which can be rewritten in terms of the elementary symmetric polynomials as

W = β log discr(P ) + µe1 +
n∑
a=1

logP (xa)−
M∑
α=1

logP (ζα), (7.3)

where P (z) =
∑N

k=0(−1)kekz
N−k. As explained in section 4, we have introduced

the coupling µ to make the problem better behaved. As long it is non zero, it can

be fixed to the value that we prefer, since the tt∗ monodromy is indipendent from

the couplings. We note that the superpotential W is not univalued in X. In this

model we have two kinds of couplings: the residues of dW at its poles and the

positions xa, ζα. The residues of the poles at xa and ζα are frozen to the values 1

by the arguments in 4 and do not play any role in the discussion. The only relevant

coupling is β. Working in a periodic box β is frozen to the rational number 1/2ν.

On the other hand, when the electrons move on the plane the model is well defined

for arbitrary values of β. Since the monodromy representation is independent of β

we are free to deform it away from its physical value 1/2ν to simplify the analysis.

The non-frozen couplings are the xa and the ζα. These form a set of d distinct points

in C in which are identified modulo permutation the ones with equal charge. The

manifold of essential couplings is therefore

P = Cn+M/Sn × SM . (7.4)

The ζα are homogeneously distributed in order to reproduce the macroscopic mag-

netic field. The details of the distribution are not important for our purposes and

we can focus on the projection on Yn. The fundamental group π1(P) contains Bn.

The UV Berry connection yields a family of unitary arithmetic representations of

π1(P). Restricting to Bn we get a monodromy representation

ρ(~θ) : Bn → GL(Vθ) (7.5)

which is parametrized by the character ~θ of the Galois group of the universal cover

π1(Xd,N). The dimension of the vacuum sector at fixed ~θ is dd,N =

(
N + d− 1

N

)
,
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which reduces to dfd,N =

(
d

N

)
after the fermionic truncation discussed in 5.5.

The fundamental group of the target manifold Xd,N is

π1(Xd,N) = B(N,S0,d+1), (7.6)

where B(N,Sg,p) is the braid group of N strings on the surface Sg,p of genus g with

p punctures. This has the following presentation

generators : σ1, σ2, ..., σN−1, z1, z2, ..., zp−1

relations :


σiσi+1σi = σi+1σiσi+1, σiσj = σjσi for|i− j| ≥ 2,

zjσi = σizj for i 6= 1, σ−1
1 zjσ

−1
1 zj = zjσ

−1
1 zjσ

−1
1 ,

σ−1
1 zjσ

−1
1 zl = zlσ

−1
1 zjσ

−1
1 for j < l.

(7.7)

The σi generates a subgroup of B(N,S0,d+1) which is isomorphic to the Artin Braid

group BN . The abelianized Galois group B(N,S0,d+1)Ab ' Zd+1 is the homology

group of the target space generated by σ, z1, ..., zd. The dual cohomology group

H1(Xd,N ,Z) has the generators

1

2πi
d log discr(P ),

1

2πi
d logP (xa),

1

2πi
d logP (ζα). (7.8)

For each of this generator we have an angle

θ, φa, ϕα. (7.9)

It is natural to consider the quasi-holes and the magnetic-flux units to be indistin-

guishable and take the corresponding angles to be all equal φa = φ and ϕα = ϕ.

This is equivalent to take the quotient group of H1(Xd,N ,Z) dual to the subgroup

of H1(Xd,N ,Z) generated by the differentials

1

2πi
d log discr(P ),

1

2πi
d
∏
a

logP (xa),
1

2πi
d log

∏
α

P (ζα), (7.10)

and define the LG model on the Abelial cover AH = A/H, where H is the kernel

of the group homomorphism H1(Xd,N ,Z) → Gal(AH). In particular, the Galois

group of the cover is Gal(AH) ' Z3 and so we have three angles θ, φ and ϕ. Setting

q = eiθ, t = eiφ,and y = eiϕ we conclude that in the LG model with indistinguishable
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defects the BPS branes span a free module of rank dd,N over the ring Z[q±1, t±1, y±1].

The normalizability of the ground states requires to q, t and y to be roots of unity.

Moreover, as we are going to see, the physical FQHE requires further truncations.

7.2 The Physical FQHE

The FQHE quantum system is a particular version of the 4-susy LG model with

superpotential W given previously. Quasi-holes and magnetic-flux units are indis-

tinguishable, but we have still to fix the characters θ, φ and ϕ. The roles of the

punctures ζα is to reproduce the uniform constant magnetic field B through the iso-

morphism discuss in section 4, which holds for the trivial character φ = 0 mod 2π.

Since the quasi-holes are just insertion of mangetic fluxes with the opposite sign, it

is natural to take also ϕ = 0 mod 2π. We remain with just one non-trivial angle

θ associated to the Vandermonde coupling β. In order to have normalizable states

the angle θ should be a rational multiple of 2π

θ = π
(

1 +
a

b

)
, a ∈ Z, b ∈ N,

∣∣gcd(a, b) = 1 and − b ≤ a ≤ b. (7.11)

The tt∗ reality structure relates θ with −θ and so a with −a. So, if a phase with pair

(a, b) exists, it is natural to expect also a dual phase associated to (−a, b). These

corresponds to the same representation of the Galois group and we can write (±a, b)
with 1 ≤ a ≤ b to cover both phases at once. The LG model which we obtain with

these restrictions is defined on the abelian cover of X associated to θ

Aθ = {p : [0, 1]→ X, p0 = p∗} / ∼b, (7.12)

where

∼b=

{
p(1) = p′(1)

p = p · σbk in H1(Xd,N ,Z), k ∈ Z.
(7.13)

The dimension of the generic θ-sector of the ground state Vθ corresponds to the

bosonic statistics dd,N . To get the correct physical counting of states we need to

consider its fermionic truncation, i.e. to keep only the states which are stable as

β → 0. Since the monodromy is independent of β (as long as it is not zero), and

its limit as β → 0 is smooth after the fermionic truncation, we may set β = 0 while

keeping track of the non-trivial topology of the target space through the character
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θ. In the language of [41] this is called θ-limit. According to the discussion in 5.2.2,

switching a non zero θ is equivalent to pull-back the operators φa of the fermionic

chiral ring RF on AH and define the basis

Φa(θ) = $∗φae
iθh, (7.14)

where $ : Aθ → X and the chiral field eih is proportional to

discr(P )θ/2π =
∏
i<j

(zi − zj)θ/π. (7.15)

It follows that the entries of the tt∗ monodromy matrices will take values in Z[q±1],

with q = eiθ. Keeping into account the Jacobian factor arising from the map {zi} →
{ek}, the vacuum wave functions in terms of zi contains the factor

∏
i<j

(zi − zj)1+θ/π, 0 ≤ θ ≤ 2π. (7.16)

The comparison with the Laughlin wave function 2.25 leads to the identification

1

ν
= 1 +

θ

π
= 2± a

b
(7.17)

which gives 1 ≤ 1/ν ≤ 3. In particular, the minimal b-torsion character, a = 1

yields the FQHE principal series

ν =
b

2b± 1
, b ∈ N. (7.18)

Although this series is the most natural LG quantum systems of the form 7.2, it is by

no means the only possibility in the present framework. We are going to discuss the

allowed values of the filling fraction in the last section. The above analysis recalls

in some sense the idea of Jain’s composite fermion theory [6]. If we consider the

character e2πi(1+θ/π) as the Aharonov-Bohm phase generated by taking an electron

around another one, we can interpret the degrees of freedom of the Vafa model in

the θ-limit as free fermions carrying θ
π

= 1/ν − 1 units of magnetic flux. Similarly

to the Jain’s proposal, the picture emerging from the 4-SQM model is that we can

treat the fractional quantum Hall effect as an integer one for composite fermions.
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7.3 Fermi Statistics and Hecke Algebra Representations

The fermionic truncation allows us to effectively put the coupling β to zero and

consider the LG Fermi model of N chiral fields with superpotential

W(ei) =
N∑
i=1

W (zi) (7.19)

where the one-field model is

W (z) = µz +
n∑
a=1

log(z − xa)−
M∑
α=1

log(z − ζα). (7.20)

Following [65] we can prove that the tt∗ geometry of the single particle model is very

complete. Since the monodromy representation is indipendent from µ, we can take

µ� 1. The equations for the classical vacua

µ =
∑
α

=
1

z − ζα
−
∑
a

1

z − xa
, (7.21)

have d = n + M solutions of the form z = xa + O(1/µ) or z = ζα + O(1/µ). Up to

an irrelevant rescaling by a factor µ−1, the set of critical values is

{w1, ..., wn+M} = {x1, ..., xn, ζ1, ..., ζM}+O

(
1

µ
log µ

)
. (7.22)

The cover of the coupling constant space P = Cn+M/Sn × SM is the configuration

space of n + M distinct points Cn+M , which can be seen also as the cover of the

space Yn+M = Cn+M/Sn+M where the critical map w : P → Yn+M take values. By

the above equality we see that the canonical projection p : Cn+M → Yn+M factorizes

thorugh the critical map. This shows that the tt∗ geometry of the one-field model

is very complete and so the UV Berry connection is a flat sl(2) Kohno connection

D = d+ λ
∑
i<j

si`s
j
`

d(wi − wj)
wi − wj

, (7.23)

which provides a monodromy representation of π1(Yn+M) = Bn+M acting on the

space V n+M =
⊗

i Vi with Vi ' C2, i = 1, ..., n + M , restricted to the subspace V1

with total angular momentum
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L3 = 1− (n+M)/2. (7.24)

Taking the projection p : Yn+M → Yn we obtain a monodromy representation of the

subgroup Bn which factors through a Temperley-Lieb algebra with q = eπiλ.

The vacuum bundle of the N particle model is

V =
N∧
V1 → P (7.25)

and the UV Berry connection is the one induced on the N -th rank antisymmetric

representation by the single field UV Berry connection. It is convenient to introduce

the “Grand-canonical ” bundle

W =
d⊕

N=0

VN → P , rank W =
d∑

N=0

(
d

N

)
= 2d, (7.26)

where the total number of states is 2d since each of the d = n + M one-particle

(vacuum) states may be either empty or occupied. In the above direct sum of

bundles we included V0 which does not correspond to any LG model, since the

number of fields is zero. This can be done without any harm by the isomorphism

V0 ' Vd. The bundle Vd corresponds to the trivial ν = 1 phase and should have a

trivial monodromy representation. It is easy to see that

fiber(W) ' V ⊗d, (7.27)

where V ⊗d is the fiber of the big bundle V → P . According to the discussion

in section 6.4, one associates to each vacuum of the single particle model a spin

degree of freedom sj`. A spin down (up) corresponds to the insertion in the Ising-like

correlators of a µ (σ)-like operator at the critical value wj of the j-th vacuum. We

can define a correspondence with the fiber of the Grand bundle as follows: a spin

down (up) means that the j-th vacuum is empty (occupied). Hence, a vacuum with

occupied state {j1, ...., jN} corresponds linearly to the element of the N -particles

Fermi chiral ring

∑
σ∈SN

sign(σ)ej1(zσ(1))ej2(zσ(2)).......ejN (zσ(N)) ∈ (RN)a , (7.28)

where ej(z), j = 1, ..., d are the orthogonal idempotents of the one-particle chiral

ring R1. So we conclude that
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W ' V , (7.29)

and the linear PDEs satisfied by the brane amplitudes are just the sl(2) Knizhnik-

Zamolodchikov equations up to a twist by normalization factors. In this correspon-

dence the angular momentum L3 =
∑d

j=1 s
j
3 is related to the operator number of

particles by

N̂ = L3 +
d

2
, (7.30)

where L` =
∑d

j=1 s
j
` are the generators of sl(2)diag. The underlying one-particle

model, having a very complete symmetric tt∗ geometry, defines a Kohno connection

acting on V ⊗d that we argued has the sl(2) KZ form up to an overall twist, i.e.

D = d+ λ(θ)
∑
i<j

si`s
j
`

d(wi − wj)
wi − wj

+ ξ(θ)
∑
i<j

d log(wi − wj). (7.31)

As we shall see, it turns out that the constant ξ(θ) is related to λ(θ) by consistency

conditions. The factor λ(θ) should be some piece-wise linear function of θ and in

the context of physical FQHE is related to the filling fraction labelling the different

quantum phases. We are going to determine it in the next section. The eigenbundles

VN are preserved by parallel transport with D, and hence define a monodromy

representation of Bn which is the one associated to the N -field Fermi theory. These

representations are generically reducible, since also the eigenbundles of the total

angular momentum L2 =
∑

` L`L` are preserved by parallel transport. We have the

monodromy invariant decomposition

W =

d/2⊕
l=0, l= 1

2
N

l⊕
m=−l

Vl,m, Vl,m = ker
(
L2 − l(l + 1)

)⋂
ker (L3 −m) (7.32)

and

VN =

d/2⊕
l=|N−d/2|

Vl,m=N−d/2. (7.33)

Since the monodromy representation centralizes with respect to sl(2)diag we have
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Vl,m ' Vl,m′ , −l ≤ m,m′ ≤ l, (7.34)

from which it follows that the monodromy representations VN ,Vd−N are isomorphic.

The rank of Vl,m is given by the Catalan triangle

rank Vl,m =

(
d

d
2
− l

)
−
(

d
d
2
− l − 1

)
for 0 ≤ l ≤ d

2
, −l ≤ m ≤ l. (7.35)

In the decomposition 7.33 of VN there is a unique eigenbundle of rank 1 which

corresponds to Vd/2,N−d/2, namely the one which maximizes L2. This is spanned by

the unique monodromy invariant vacuum |d/2, N − d/2〉 of the Fermi model with N

electrons. It is tempting to identify this state with the preferred vacuum discussed

in 4. For a given number of particles N , the determinant of the brane amplitude

matrix define spans the fiber of a rank 1 eigenbundle of the UV Berry connection.

Hence, we have the isomorphism of bundles

det :
N∧
V1 → Vd/2,N−d/2 ' Vd/2,d/2. (7.36)

The isomorphism between Vd/2,N−d/2 and the vacuum bundle of the trivial phase

VN=d implies that the preferred vacuum should have trivial monodromy. This allows

to fix the constant ξ(θ). The restriction of the Kohno connection to the subbundle

Vd/2,d/2 is

DVd/2,d/2 = d+
λ(θ)

4

∑
i<j

log(wi − wj). (7.37)

In order to have a trivial UV Berry connection we have to demand

ξ(θ) = −λ(θ)

4
. (7.38)

In other words, the normalized amplitudes Ψnorm of the Grand-bundle are related

to the KZ ones Ψ by

Ψnorm =
Ψ

Ψpriv

(7.39)

where Ψpriv is a parallel section of the line-bundle Vd/2,d/2. In particular, the nor-

malized monodromy is trivial for the ν = 1 phase.
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Since it left invariant by the UV Berry connection, the preferred vacuum is the most

symmetric one under permutations of the spin degrees of freedom. This state should

correspond to some linear combinations of the idempotents ei of the chiral ring RN

such that the electrons are as spread out as possible among the single particle vacua.

As discussed at the end of section 4, as long as the susy-breaking part of the in-

teracting Hamiltonian preserves the symmetry between the holes and the units of

fluxes, it lifts the degeneracy keeping the most symmetric state as the ground state.

So it is natural to identify this state with the true FQHE ground state under the

isomorphism developed in 4.

7.4 Determining λ(θ) and the allowed filling fractions

A direct computation of λ(θ) is quite hard and subtle. We can fix it by imposing

consistency conditions. An intrinsecally defined quantity which is indipendent from

the bundle trivialization is q(θ)2, namely the ratio of the two eigenvalues of σ2
i ∈

Pn+M which correspond to the operation of transporting a quasi-hole around another

one and getting back to the original position. We have the relation

q(θ)2 = e2πiλ(θ). (7.40)

By the functorial property of the Hecke algebra representations, the parameter λ(θ)

should be a universal function indipendent from n and M . Moreover, since it is

related to the Ramond charges of the LG model, it should be a piece-wise linear

function of the angle defined mod 1, i.e.

λ(θ) = C1 + C2
θ

π
mod 1, (7.41)

for some real constants C1, C2. We can assume C2 > 0 by changing the sign of θ.

The periodicity in θ and the tt∗ reality structure which relates ±θ imply

q(θ + 2π)2 = q(θ)2, q(−θ)2 = q(θ)−2. (7.42)

These conditions require 2C1 = 0 mod 1 and 2C2 = 0 mod 1. Imposing the same

condition on the ratio q(θ) of the two eigenvalues of σi ∈ Bn+M one obtains the

stronger conditions C1 = 0 mod 1 and C2 = 0 mod 1. Demanding q(θ) to be strictly

periodic of 2π (and not of a fraction 2π/C2), we find the solution
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λ(θ) =
θ

π
mod 1. (7.43)

This identification is quite natural, since the tt∗ monodromy is defined over the

ring Z[e±iθ], while the KZ monodromy is defined over Z[e±iπλ(θ)]. Hence, the above

solution leads to the identification of the two Laurent polynomial rings. By the

relation 7.17 we have

q(θ)2 = e2πi/ν . (7.44)

We assume that the UV Berry connection is a Knizhnik-Zamolodchikov connection

for SU(2) current algebra with level k quantized in integral units, namely

λ = ± 2

k + 2
, k ∈ Z. (7.45)

From the point of view of tt∗ geometry we do not know any compelling argument

to require k + 2 ∈ Z. However, it is believed that 2d WZW models describe the

modes which live at the edge of a non-Abelian Chern-Simons theory with boundary.

Further, it turns out that the braiding of their conformal blocks coincides with the

braiding of Wilson lines in the Chern-Simons theory. Hence, if we want our N = 4

theory to admit an effective IR description in terms of a 3d topological field theory, it

is natural to consider a subclass of LG models compatible with the above condition.

By the tt∗ reality structure we have to consider the solutions with both signs. We

first study the class of solutions with C1 an odd integer. This is the most natural

case, since we have

e±2πi/(k+2) = eiπ/ν . (7.46)

The equation

± 2

k + 2
= 1 +

θ

π
mod 2 = ±a

b
mod 2 (7.47)

has solutions a = 1 with k even and a = 2 with b and k odd. In agreement with the

prediction in [17], the first case corresponds to the principal series of FQHE

ν =
b

2b± 1
, b ∈ N. (7.48)
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From point of view of [17], the element σ2
i of the pure braid group for the principal

series has two distinct eigenvalues, in correspondence with the two different fusion

channels of the φ1,2 operator in the minimal (2n, 2n± 1) Virasoro model. The ratio

of the two eigenvalues is

q2 =
exp[2πi(h1,3 − 2h1,2)]

exp[2πi(h1,1 − 2h1,2)]
= exp(2πi/ν), (7.49)

which is in agreement with the tt∗ result. The model admits also another list of

filling fractions with denominatior divisible by 4, namely

ν =
b

2(b± 1)
, b odd (7.50)

which correspond to the second solution of 7.47.

We may consider also the less natural class of solutions in which C1 is an even

integer. In this case we have

q(θ) = −eiπ/ν = e±2πi/(k+2) (7.51)

Demanding 1 ≤ 1/ν ≤ 3 we find two possible series of filling fractins. One corre-

sponds to

1 +
2

k + 2
= 1 +

θ

π
mod 2 =

1

ν
mod 2 (7.52)

which implies

ν =
m

m+ 2
, m = k + 2 ∈ N ≥ 2. (7.53)

This series contains the values of ν corresponding to the Moore-Read [8] and Read-

Rezayi models [9]. The second possibility is

3− 2

k + 2
=

1

ν
mod 2 (7.54)

which gives

ν =
m

3m− 2
, m = k + 2 ≥ 2. (7.55)
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7.5 Comparison with the Homological Approach

We can compare the tt∗ monodromy representation computed in the UV limit with

the one obtained in the asymmetric limit. In general the two are different unless the

UV limit is regular. However, for a very complete tt∗ geometry, where π1(P) = Bd,

the the asymmetric limit monodromy yields a so-called homology representation of

the braid group, which is essentially equivalent to the monodromy of the Knizhnik-

Zamolodchikov connection. Following again [65], we can write an explicit integral

representation of solutions to the sl(2) Knizhnik-Zamolodchikov equation

ΨKZ = f(ζ1, ..., ζd)

∫
Γ

∏
i,α

(zi − ζα)−
λ
2 eµ̃

∑
i zi
∏
i<j

(zi − zj)λdz1 ∧ · · · ∧ dzN (7.56)

where µ̃ ∈ C× and

f(ζα) =
∏
α<β

(ζα − ζβ)
λ
4 e−

µ̃
2

∑
α ζα . (7.57)

The amplitudes 7.56 are known to compute the Virasoro conformal blocks [65]

〈φ1,2(ζ1)...φ1,2(ζd)Vµ̃(∞)〉 (7.58)

containing insertions of the primary field φ1,2 of the Virasoro algebra and an irregular

vertex operator Vµ̃ [45, 46, 47]. The central charge c = 1 + 6Q2, Q = b+ 1
b

is related

to the parameter λ of the Kohno connection by b2 = −2/λ. The integration contour

Γ denotes a basis of reltative cycles which ensure the convergence of the integral.

One denotes with Ca, a = 1, ..., d a basis of Lefschetz thimbles for the homorphic

potential

W (z; ζα) = µ̃z − λ

2

d∑
α=1

log(z − ζα), (7.59)

which has the same functional form of the Vafa superpotential for a single electron

and d quasi-holes, but with ‘renormalized’ couplings. Then, Γ can be constructed

by taking products of cycles

Cj1,...,jN = Cj1 × Cj2 × .....× CjN , (7.60)
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in which ji 6= jk for i 6= k. Hence, for a fixed N we have

(
d

N

)
integration cycles.

As suggested in [17], it is natural to identify the above integrals with the asymmet-

ric limit of the tt∗ brane amplitudes given by the pairing between branes and the

topological vacuum, i.e. the one corresponding to the identity operator. After the

rescaling wj → βwj we have to send β and the spectral parameter ζ to zero in such

a way that the ratio β/ζ remains finite. Hence, we write

Ψasym
Γ =

∫
Γ

e
β
ζ
W
∏
i<j

(zi − zj)
θ
π

mod 1 = f(ζα)−1ΨKZ, (7.61)

where

W =
N∑
i=1

(
µzi +

d∑
α=1

log(zi − ζα)

)
.

The correspondence requires β/ζ = −λ/2 and µ̃ = −βµ/ζ. The identity operator

gets corrected by the factor
∏

i<j(zi−zj)
θ
π

mod 1 which is generated by the projection

on the fermionic sector and pull-back on the abelian cover Aθ. The relative cycles Γ

provide a basis for the space of branes BN(ζ) of the N particle Fermi model, which

has the structure of a Z[e±iθ]-module of rank

(
d

N

)
. The monodromy representation

of the Knizhnik-Zamolodchikov connection of the N particle sector coincides with

the monodromy representation of the Gauss-Manin connection acting on BN(ζ).

The correspondence 7.61 leads to the previously discussed equalities

eiπλ(θ) = ±eiθ = ∓eiπ/ν , λ(θ) =
θ

π
mod 1 (7.62)

and the identification of the Laurent polynomial rings Z[e±iπλ(θ)] = Z[e±iθ]. We

observe that the tt∗ amplitudes differ from the Virasoro conformal blocks by the

normalization factor f(ζα). This is a multi-valued function of the ζα and generates

the bundle twisting of the tt∗ connection 7.31. Compared to the UV limit, the

asymmetric limit allows an explicit check of the normalization of the tt∗ flat sections.

From 7.57 we find modulo an exact term

D → D + ξ
∑
α<β

d log(ζα − ζβ) (7.63)

where

ξ = −λ
4

=
1

2b2
. (7.64)
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A The Long-Range Limit of the Vafa Hamilto-

nian

We discussed in section 4 the equivalence between the Landau description of an

electron in a uniform magnetic field and a certain class of 4-SQM Landau-Ginzburg

theories. In the case of a particle moving on the complex plane, the Vafa superpo-

tential is given by

W = µz +
∑
i

Φi log(z − ζi), (A.1)

where µ,Φi ∈ C× and ζi are all distinct. In order to reproduce a large macroscopi-

cally uniform magnetic field we have to take the residues Φi all equal and consider

a uniform distribution of the flux sources ζi in C. We may proceed by analogy

with the CFT description of FQHE and consider a lattice of fundamental units of

magnetic flux Φ(a) = a2 B
2π

at positions ζm,n(a) = am + ian, m,n ∈ Z, where a

is a real parameter. The lattice Λ(a) = aZ + iaZ is contained in a disk D(R) of

radius R � a which defines the size of the sample. As we already discussed in

section 2.10, one can recover the uniform constant B field by taking the continuous

limit of the lattice and then sending R to infinity. The immaginary part of the

logarithmic superpotential oscillates very rapidly for a � 1 and the average of the

oscillations vanishes in the limit a → 0. Instead, the real part of W coincides with

the 2-dimensional electrostatic potential of a discrete set of charges and tends in the

same limit to the potential of a continuous charge distribution. Setting µ = 0, we

remain with a real superpotential

Φ(a)
∑

Λ(a)∩D(R)

log(z − ζm,n(a))
a→0, R→∞−−−−−−−→ B |z|2/4. (A.2)

This convergence is natural from the point of view of electrostatics, but it is non-

trivial in the context of SQM. The model is based on N = 4 supersymmetry which

requires the superpotential to be holomorphic. So, the fact that only the real part of

the superpotential survives in the limit seems to be inconsistent with supersymmetry.

Moreover, the very different analytical properties of the final limit compared to the

finite series suggest that this convergence cannot be intended in the strong topology.

In the present section we want to clarify the interpretation of this limit from the

point of view of supersymmetry. The function
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W (z; a,R) = Φ(a)
∑

Λ(a)∩D(R)

log(z − ζm,n(a)) (A.3)

is multivalued and cannot be really considered as the superpotential of the theory.

Conversely, the derivative

∂zW (z; a,R) = Φ(a)
∑

Λ(a)∩D(R)

1

z − ζm,n(a)
(A.4)

is a well defined meromorphic function on the plane. The dimension of the degen-

erate vacuum space is given by the number of classical vacua, i.e. the solutions to

the equation ∂zW = 0. These are counted by the Witten index of the theory which

grows with the number of lattice points

IW = Tr(−1)F = −(#(Λ(a) ∩D(R))− 1), (A.5)

where the mignus sign keeps into account that the vacua have fermion number

F = 1. In the limit a → 0, R → ∞ the Witten index goes like |IW | ' πR2/a2,

which is an extremely large number of vacua. The meaning of the a → 0 limit is

that we are taking measurements of observables on a scale much larger than the

lattice parameter a. As physically expected, it turns out that for this specific class

of measures the outcomes are correctly reproduced by an effective model with a

single vacuum.

Let us begin with understanding the physics of the system in the continuous limit.

It is clear that the wave functions of the theory must vanish at the points of the

lattice Λ(a) and, in the limit of a → 0, they oscillate rapidly on a length scale

comparable with the lattice parameter a. If we consider measures of observables on

a scale much larger than a, we are not able to detect anymore the fluctuation of the

wave functions and see the discrete structure of the set of charges. One can check

that long-range measurements do not see the many vacua also by the correlators of

topological obervables in the two dimensional N = (2, 2) version of the theory. In

a generic N = (2, 2) Landau-Ginzburg model with fundamental chiral fields Xi and

superpotential W , the topological sector is described by operators Φk in the chiral

ring R = C[Xi]
∂jW

, which are in one to one correspondence with the vacua of the model.

We recall that, if the critical points pα of W are non degenerate, the chiral ring is

semisimple and we have R ' C#classical vacua. The canonical isomorphism between

these C-algebras is provided by a basis of minimal orthogonal idempotents defined

by
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Φβ(zα) = δαβ. (A.6)

In this basis each operator of the chiral ring is represented by its set of values at the

critical points.

Coming back to our theory, we see that for a → 0 the classical vacua becomes

very close to each other and to the lattice singularities. The holomorphic functions

representing Φα on the target space must vanish on the critical points of W except

zα and so become rapidly oscillating for a � 1. Hence, it is clear that these op-

erators are irrelevant for long-range measurements and one should consider a basis

of generators for the chiral ring which are smooth in this limit. A suited basis is

given by the monomials zk, k ∈ N, which are defined indipendently from the vacua

structure. Let us consider the correlators of these observables in the limit a → 0.

Setting Φk = zk,Φj = 1 in the Grothendieck formula 3.38 for the topological two

points function we get

〈zk〉 =
1

(2πi)

∫
Γ

zkdz

Φ(a)
∑

Λ(a)∩D(R)

1

z − ζm,n(a)

. (A.7)

In this computation one has to choose a contour Γ which encircles all the critical

points of W . It is clear that these will be located in the region of the disk containg

the holes and so one must take a contour encircling D(R). In the limit of a→ 0 at

fixed R, the discrete set of charges approaches a continuous distribution on D(R).

If the coordinate z is outside the disk, the derivative of the superpotential tends to

Φ(a)
∑

Λ(a)∩D(R)

1

z − ζm,n(a)
∼ BR2

2z
+O(a), (A.8)

in which we recognize the 2-dimensional electrostatic field generated by a radially

symmetric charge distribution. Hence, we find

〈zk〉 ∝
∫

Γ

dzzk+1 +O(a)
a→0−−→ 0. (A.9)

The triviality of the topological correlators reflect the fact that measurements at a

scale z much larger than a do not detect the many vacua of the theory.

It is already expected from A.2 which should be the effective model which captures

the relevant physics of the FQHE. The fact that in the limit we obtain a real su-

perpotential implies a passage from the initial N = 4 to a N = 2 theory in which
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the holomorphicity is not required. Now we are able to give a precise physical and

mathematical sense to the transition between the two formalisms.

The considerations above justify the introduction of an effective Hilbert space, dif-

ferent from the previous one, on which we can make long-range measurements of

observables without seeing the lattice structure. This is the Schwartz space S(C)

of rapidly decreasing functions with bounded derivatives. The concept is that ex-

pectation values of observables in this Hilbert space coincide with the expectation

values in the original Hilbert space in the long-wave regime. It is clear now that

the limit of the superpotential and all the other operators must be intended in the

context of the weak topology induced on the space of operators by the Hermitian

scalar product of S(C). Hence, the correct limit we have to study regards the matrix

element

lim
R→∞

lim
a→0

Φ(a)
∑

Λ(a)∩D(R)

〈
φ
∣∣∣ 1

z − ζm,n(a)

∣∣∣ψ〉 =

lim
R→∞

lim
a→0

∫
C
d2z Φ(a)

∑
Λ(a)∩D(R)

φ∗(z)ψ(z)

z − ζm,n(a)
.

(A.10)

with φ, ψ ∈ S(C). The details of the computation are given in B. As one can expect

we find

lim
R→∞

lim
a→0
〈φ| ∂zW (z; a,R)|ψ〉 =

〈
φ
∣∣∣B

2
z̄
∣∣∣ψ〉 (A.11)

which gives the same limit discussed in the previous section, (actually the derivative)

∂zW (z; a,R)→ B

2
z̄. (A.12)

Hovewer, the mathematical structure that we have introduced here gives to the

above formula a precise mathematical meaning. It is evident that this convergence

must be intended only in the weak sense of quantum measure. A convergence in

norm Lp is excluded for evident reasons of integrability, as well as the uniform one,

given the complitely opposite behavour between the initial function A.4 and the

final limit. Indeed, the former is a meromorphic function with simple poles at the

lattice points and vanishing at infinity, while the latter is a pure antiholomorphic

object with no singularities at finite points. This is consistent with the previous
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considerations: long-distance experiments cannot detect the lattice structure.

Contrary to ∂zW , we cannot define the weak limit of |∂W |2 and ∂2W because the

corresponding matrix elements are divergent. Indeed, the weak convergence does

not preserve in general products and derivative of operators (otherwise it would be

a strong convergence). This fact, together with the lost of holomorphicity of the

superpotential, implies that part of the supersymmetry algebra is not preserved by

the weak limit (as expected), included the Hamiltonian.

Adopting the formalism of section 3.1.2 we can write the susy charges as the gener-

alized Dolbeault operators

∂̄W = ∂̄ + ∂W∧, δW = ∂̄†W ,

∂W = ∂ + ∂W ∧ δ̄W = ∂†W .

(A.13)

The limit A.12 is not compatible with the structure of the susy charges because it

exchanges holomorphic with antiholomorphic derivatives of W . Instead, there is no

ambiguity if we consider real combinations of the generators. Only the real part of

the superpotential has a limit and so only the N = 2 subalgebra generated by

dh = ∂̄W + ∂W = d+ dh ∧, δh = δW + δ̄W = d†h, (A.14)

where h = Re W , is compatible with the weak limit. This corresponds to the θ = 0

algebra in the family of N = 2 subalgebras. Learning from A.12 that

dh→ B

2
(z + z̄) (A.15)

we conclude that the initial N = 4 theory is equivalent for long-range measurements

to a N = 2 one with real superpotential

h(z, z̄) =
B

2
|z|2. (A.16)

Depending on the sign of B we obtain the superpotential of a two dimensional

harmonic oscillator or repulsor. Both the models are studied in [37]. According to

the convention of the previous section we take B to be positive. One can find the

vacua of this theory by exploiting the similarity relation between dh and the exterior

derivative. The dh-cohomology classes in the Hilbert space are conjugated by e−h to

de Rham cohomology classes on the complex plane. Since only H0(C) is non trivial,

the theory has a unique ground state described by the 0-form
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Φ(z, z̄) = e−
B
2
|z|2 , (A.17)

in which we recognize the typical B field factor which appears in the wave functions

of the Landau levels.

We know that the Witten index of a supersymmetric theory is robust under contin-

uous deformations and, the fact that we started from a model with a huge number

of vacua and we found in the end a theory with just one vacuum, may lead to some

doubts. However, this paradox does not arise because the N = 2 model is not the

limit of the initial one in a strict sense. Indeed, the new Hamiltonian is not directly

related to the previous one and acts on a different Hilbert space. The meaning of

the weak limit is that for long distance measurements we can replace the original

N = 4 theory with an effective N = 2 one with superpotential A.16.

B Weak Limit of ∂W

Let us take φ, ψ in the Schwartz space S(C) of smooth functions with bounded

derivatives. We want to compute the limit A.10

lim
R→∞

lim
a→0

Φ(a)
∑

Λ(a)∩D(R)

〈
φ
∣∣∣ 1

z − ζm,n(a)

∣∣∣ψ〉 =

lim
R→∞

lim
a→0

∫
C
d2z Φ(a)

∑
Λ(a)∩D(R)

φ∗(z)ψ(z)

z − ζm,n(a)
,

(B.1)

where Λ(a) = aZ+ iaZ, D(R) = {z ∈ C, |z| ≤ R} and Φ(a) = a2B
2π
. Let us first take

a→ 0 with fixed R. Performing the change of variable z → z + ζm,n(a), we get

lim
a→0

∫
C

d2z

z
Φ(a)

∑
Λ(a)∩D(R)

φ∗(z + ζm,n(a))ψ(z + ζm,n(a)) =

lim
a→0

〈1

z

∣∣∣Φ(a)φ∗(z + ζm,n(a))ψ(z + ζm,n(a))
〉
.

(B.2)

Given that 1
z

acts on the space of test functions as a linear continuous functional4,

one can take the limit under the sign of integration. In the expression

4It is straighforward to see that 1/z is a tempered distribution of function type.
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a2
∑

Λ(a)∩D(R)

φ∗(z + ζm,n(a))ψ(z + ζm,n(a)) (B.3)

we recognize the Riemann sum of φ∗(z + ζ)ψ(z + ζ) with partition of D(R) given

by squares of area a2. The smoothness and boundedness of the Schwartz functions

allow to write

lim
a→0

a2
∑

Λ(a)∩D(R)

φ∗(z + ζm,n(a))ψ(z + ζm,n(a)) =

∫
D(R)

d2ζ φ∗(z + ζ)ψ(z + ζ).

(B.4)

Then, after another shift of z we remain with

lim
R→∞

∫
C
d2z φ∗(z)ψ(z)

B

2π

∫
D(R)

d2ζ
1

z − ζ
. (B.5)

Let us focus on the integral in ζ, ζ̄. Since we are going to take the limit of infinite

volume, we expand the integral for |z|/R � 1. Introducing the new variable w =

ζ − z and denoting with Rz(θ) = |ζ∂D(θ) − z| =

√
|z|2 +R2 − zζ∂D(θ)− z̄ζ∂D(θ),

the distance between z and the point ζ∂D(θ) ∈ ∂D(R) with phase θ ∈ [0, 2π], we

find

∫
D(R)

d2ζ
1

z − ζ
= −

∫ 2π

0

dθRz(θ)e
−iθ =

−
∫ 2π

0

dθ
(
R− z

2R
ζ∂D(θ)− z̄

2R
ζ∂D(θ) +O(1/R)

)
e−iθ.

(B.6)

Using ζ∂D(θ) = Reiθ +O(1) and sending R to infinity one gets

∫
D(R)

d2ζ
1

ζ − z
= πz̄ +O(1/R). (B.7)

Plugging this large R expansion in the integral B.5 one obtains a convergent series

of integrals weighted by powers of 1/R. In the limit of infinite R we keep only the

leading term and write finally
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lim
R→∞

lim
a→0
〈φ| ∂zW (z; a,R)|ψ〉 =

〈
φ
∣∣∣ B

2
z̄
∣∣∣ψ〉. (B.8)

C FQHE and Gauge Theories

In this section we review some well known facts about class S theories and the 2d/4d

correspondence. We also recall the correspondence between matrix models and

gauge theories. These are the basic ingredients which motivates the Vafa proposal

and allow to formulate a precise dictionary between FQHE and supersymmetric

gauge theories in 4d.

C.1 Tn,g Gauge Theories

We recall some known facts about class S theories, namely four dimensional N = 2

gauge theories which arise from the compactification of six dimensional theories. In

particular, we focus on the subclass which according to Vafa are related to FQHE.

A theory in this class is denoted with Tn+3,g [A1] and is associated to a Riemann

surface Cn+3,g of genus g and n+3 equivalent punctures. These models are identified

[18] with the twisted compactification of the A1(2, 0) six-dimensional SCFT on the

g-Riemann surface in the presence of n defect operators. In the context of FQHE

the surface Cn+3,g has also the interpretation of target space for the electrons, hence

we are interested in the case of g = 0. The first model of the series correspond to

the three-punctured sphere. This theory simply contains four free hypermultiplets

and the gauge dynamics is absent. Much more interesting are the Tn+3,0 [A1] models

with n > 0 which identify N = 2 SU(2) gauge theories with massive deformations.

The gauge group contains n SU(2) factors, each of them coupled to Nf = 4 flavours.

These theories are therefore conformal and admit a space of exactly marginal gauge

couplings. The parameter space of gauge couplings turns out to coincide with the

moduli spaceMn+3,0 of complex structures of the Riemann sphere with n+ 3 punc-

tures Cn+3,0. The space of couplings has boundaries where one of the SU(2) gauge

groups become weakly coupled. To each puncture corresponds also a flavour sub-

group SU(2). So, in total we have an SU(2)n+3 flavour group. Each punture is

also associated to a mass parameter ma, a = 1, ..., n+ 3 of the corresponding flavour

subgroup SU(2)a. These theories enjoy S-duality, which has the geometric inter-

pretation of fundamental group π1 of Mn,0. The action of S-duality on the flavour

symmetry groups is a permutation action and coincides with the permutation of

the n + 3 punctures on the sphere and the corresponding mass parameters. The

S-duality can rearrange in different ways the matter content of the theory, but in
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each possible S-frame we remain always with n SU(2) gauge groups coupled to

four hypermultiplet doublets and n + 3 SU(2) flavour groups. The various weakly

coupled S-dual frames of the theory coincide with the different ways a sphere with

n + 3 points can degenerate completely to a set of n + 1 three-punctured spheres

attached together at n nodes. Labelling with SU(2)i, i = 1, ..n the gauge groups, in

a possible weakly coupled S-duality frame we have two hypermultiplet doublets in

the fundamental of SU(2)1 with masses m1 ±m2, n − 1 hypermultiplets in the bi-

fundamental of SU(2)i×SU(2)i+1 with masses mi+2 and other two hypermultiplets

in the fundamental of SU(2)n with masses mn+2 ±mn+3. The linear gauge quiver

describing this frame is

2 2SU(2) SU(2) SU(2) SU(2)

where the rectangular nodes on the two sides represent the two couples of fundamen-

tal hypermultiplets, the circular nodes are the gauge groups and the lines between

the gauge nodes are the bifundamental hypermultiplets.

A canonical example is the N = 2 SU(2) gauge theory with Nf = 4 fundamen-

tal flavours. The theory has an exact marginal coupling τ = θ
π

+ 4πi
g2

, since the

number of flavours is twice the number of colours. The flavour group SU(2)4 is

enhanced to SO(8) and the four hypermultiplet doublets transform in the eight di-

mensional vector representation. In this case the S-duality group acts by fractional

linear transformation of SL(2,Z) on τ and by triality on SO(8). Hence, the space of

marginal couplings parametrized by τ is H/SL(2,Z), which is the complex structure

moduli space M4,0 of a sphere with four equivalent punctures. If we quotient the

upper half plane only by the subgroup Γ(2) we get the moduli space of a sphere

with four marked punctures, i.e. the modular curve H/Γ(2) ' P1 \ {0, 1,∞}. A

natural parametrization of this space is given by the cross-ratio q of the positions of

the four punctures. This can be seen as a coordinates on P1 \ 0, 1,∞ and is related

to τ by the Γ(2)-invariant modular lambda function λ(τ) =
θ42(0,τ)

θ43(0,τ)
which realizes

the isomorphism H/Γ(2) ' P1 \ {0, 1,∞}. The action of Γ(2) does not permute the

punctures of the sphere and the moduli space has three cusps at τ = 0, 1,∞ corre-

sponding to the three weakly coupled frames of the theory. The full S-duality group

permutes the punctures among themselves and simultaneously the associated mass

parameters, mapping between each other also the three weakly coupled description

of the theory which are therefore physically equivalent.

The compactification of A1(2, 0) theories on a puctured Riemann surface provides

also the construction of a canonical Seiberg-Witten curve encoding the physics of

the Coulomb phase of the theory. This curve is a ramified double cover of Cn+3,g

defined by the equation
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y2 = φ2(z), (C.1)

where (y, z) are local coordinates in the cotangent bundle of Cn+3,g. The SW dif-

ferential is the canonical one form dλ = ydz, while dλ2 = φ2(z)dz2 is the associated

Jerkin-Strebel quadratic differential with appropriate poles at the punctures. In the

case of the Tn+3,0 the quadratic differential on the n+3-punctured sphere has double

poles at the punctures ζa with coefficients given by the square of the corresponding

mass parameters.

More general theories in the A1 class are associated to a quadratic differential with

poles of higher order [45]. These theories are obtained from superconformal theories

by tuning some mass parameter ma to be very large, adjusting at the same time the

coupled marginal gauge coupling in the UV so that the running coupling in the IR

remains finite. From a six-dimensional perspective, the limiting procedure brings

two or more standard punctures together to produce a single puncture with a larger

degree of divergence. It is relevant for FQHE the case in which two punctures in the

Tn+3,0 theory collide to generate an irregular puncture. This appears as a quartic

pole in the quadratic differential. In the n = 0 case one obtains an Argyres-Douglas

system of D2 type, namely a theory of a free hypermutliplet doublet and SU(2)2

flavour group. For n > 0 we find an SU(2)n gauge theory in which n − 1 SU(2)

factors are coupled to Nf = 4 flavour and one SU(2) gauge group is coupled to

three fundamentals. Hence, one of the couplings has negative beta function and a

Yang-Mills scale ΛYM is generated at one loop. This coupling vanishes in the UV

limit, while the other ones are marginal. So, the UV limit of the theory is decribed

by a Cn+2,0 punctured sphere and corresponds to the superconformal Tn+2,0 theory.

The space of couplings is identified with the complex structure moduli space of a

sphere with n + 1 equivalent punctures and a marked puncture. Each puncture

contributes to the flavour group with an SU(2) factor, giving in total a SU(2)n+2

flavour group. The S-duality group which permute the equivalent punctures in the

conformal case now is broken to a subgroup which act only on the regular ones, act-

ing simultaneously on the punctures and the corresponding mass parameters. This

residual group plays the role of fundamental group of the space of couplings. The

theory admits different weakly coupled description which correspond to the possible

ways in which the punctured sphere degenerates to n spheres with three regular

punctures, corresponding to T3,0 models, and a sphere with a regular and an irregu-

lar puncture which is identified with a D2 system. Labelling with SU(2)i, i = 1, ..n

the gauge groups, in a possible weakly coupled S-frame we have one hypermultiplet

doublet in the fundamental of SU(2)1 with masses m0, n− 1 hypermultiplets in the

bifundamental of SU(2)i×SU(2)i+1 with masses mi and other two hypermultiplets

in the fundamental of SU(2)n with masses mn ± mn+1. The linear gauge quiver

describing this frame is
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1 2SU(2) SU(2) SU(2) SU(2)

Compared to the superconformal quiver C.1, now attached to the the first SU(2)

node we have a rectangular node representing a single hypermultiplet doublet, im-

plying that SU(2)1 is coupled only to three flavours. A simple example is given by

the N = 2 SU(2) gauge theory with Nf = 3 fundamental flavours. Since Nf < 2Nc

the theory is asymptotically free in the UV. The flavour group SU(2)3 is enhanced to

SO(6) and the three hypermultiplet doublets transform in the sixth dimensional vec-

tor representation. The fundamental group of the complex structure moduli space

of a sphere with two equivalent and a marked puncture has a unique generator.

This acts by permuting the two regular punctures and corresponds to the residual

S-duality transformation that we have in all the asymptotically free SU(2) gauge

theories with Nf < 4. In the UV limit the theory flows to the T3,0 theory of four

free hypermultiplets described by the three punctured sphere.

C.2 Matrix Models and 2d/4d Correspondence

One of the key ingredients to connect FQHE to the gauge theories introduced above

is the relation between matrix models and four dimensional N = 2 gauge theories

[26, 27, 41]. This connection arises from string theory as follows. One considers the

type IIB superstring on a background CY × R4, where CY denotes a fixed Calabi-

Yau threefold with a non compact holomorphic curve Y ⊂ CY , with N D3-branes

on a subspace Y × R2. The theory living on R4 admits Ω-deformation [42] with

parameters ε1 for a rotation transverse to the brane and ε2 along the brane. The

complex structure moduli of CY is controlled by a set of parameters tk which play

the role of couplings in the four dimensional theory. In this set up one considers a

topological string on CY with N branes on Y . It has been found [27, 43, 44] that

the Nekrasov partition function Z(tk, ε1, ε2) of the 4d gauge theory coincides with

the open topological string partition function Z(tk, gs) with ε2 = −ε1 = gs. This

admits the representation of matrix model partition function. In the case of SU(2)

gauge theories only a single N ×N matrix Φ is required and we have
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Z(tk, ε1, ε2) =

∫
N×N

dΦ exp

(
− 1

gs
TrW (tk,Φ)

)

=

∫ N∏
i=1

dzi
∏

1≤i<j6N

(zi − zj)
ε1
ε2 exp

(
− 1

ε2

∑
i

W (tk; zi)

)
,

(C.2)

where W (tk; zi) is the potential governing the dynamics of the matrix eigenvalues

zi and the β-ensemble is specified by the parameter β = ε1/ε2 to which the Van

der Monde determinant ∆(xi) =
∏

1≤i<j6N(zi − zj) is raised. The string partition

function can be expanded perturbatively in the string coupling as

Z(tk, gs) = exp

(∑
g≥0

g2g−2
s Fg(tk)

)
, (C.3)

where Fg(tk) denotes the genus g amplitude of topological strings. In the double-

scaling limit gs → 0, N →∞ with gsN fixed, the string partition function reproduces

the prepotential as determined by the Seiberg-Witten solution

F0(tk, aj) = Limgs→0,N→∞ g2
s logZ(tk, gs) (C.4)

where aj are the electric central charges of the Gauge theory. The geometry of the

Seiberg-Witten curve emerge naturally in the large N limit of the matrix model,

providing the definition of the Coulomb branch coordinates in terms of the matrix

model parameters. The expectation value of operators are computed in this regime

with the saddle-point method, which requires to know the critical configurations of

the eigenvalues. Taking N → ∞ and gs → 0 with the ’t Hooft coupling gsN fixed,

the set of eigenvalues becomes continuum and it is distributed according to a density

function ρ(z) = 1
N

∑N
i=1 δ(z−Xi), where the set Xi denotes a vacuum configuration

of the eigenvalues. Once exponentiated the Van der Monde determinant in the path

integral one obtains the effective action

1

gs
W(zi) =

N∑
i=1

1

gs
W (zi) +

∑
i<j

log(zi − zj). (C.5)

A certain critical configuration Xi must be a solution of the classical equation of

motions
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1

gs
W ′(Xi) +

∑
j 6=i

1

Xi −Xj

= 0. (C.6)

It can be shown that the saddle-point solution is captured in the continuum limit

by the so-called spectral curve

y2 −W ′(z)2 − f(z) = 0 (C.7)

where f(z) is the so-called quantum correction

f(z) = 2gs

N∑
i=1

W ′(z)−W ′(Xi)

z −Xi

. (C.8)

One can define in terms of Xi the function

y(z) = gs
∑
i

1

z −Xi

+W ′(z). (C.9)

which has simple poles at Xi. This function solves the C.7 in the large N limit and

encodes the data about the density of eigenvalues. In this regime the domain filled

by the eigenvalues consists of m disconnected intervals Aj called cuts. One can show

that the number of branch cuts is equal to the number of critical points of the single

field potential W (z). So, a saddle-point configuration corresponds to a distribution

N = N1 + N2 + ...Nm over the cuts A1, A2, ..., Am. The density of eigenvalues on a

certain Aj is given by the jump of y(z) accross the interval

ρ(z) =
gsN

2πi
(y(z + i0)− y(z − i0)) . (C.10)

One can compute the filling fractions aj = gsNj of a specific cut by doing a countour

integral around the cut

aj =
1

2πi

∮
Aj

y(z)dz. (C.11)

In the correspondence with the gauge theory the 1-form y(z)dz plays the role of

Seiberg-Witten differential and the spectral curve arising in the double scaling limit

is naturally identified with the Seiberg-Witten curve. The filling fractions aj, j =

1, ...,m parametrizing the vacua of the theory have the natural interpretation of
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Coulomb parameters and the cycles encircling the branch cuts are the A-cycles of

the gauge theory. These are dualized by B-cycles which connects the branch cuts to

a cut-off point Λ. These cycles move eigenvalues from the branch cuts to infinity and

generate a variation of the filling fraction aj. The open string amplitude allows to

identify the ‘free energy’ of the matrix model with the Seiberg-Witten prepotential

F0(a1, ..., am). This functional can be used to express the B-cycles in terms of their

duals by

ajD =
∂F0

∂aj
=

∫
Bj

y(z)dz, (C.12)

hence the magnetic central charge ajD has the interpretation of ‘energy cost’ to bring

an eigenvalue from infinity to the j-th branch cut.

The matrix models which correspond to Tn+3,0[A1] are the multi-Penner models with

logarithmic superpotential [19, 25, 26, 27]

W (Φ) =
n+2∑
a=1

ma log (Φ− ζ) . (C.13)

The target space of the matrix eigenvalues is the Riemann sphere with n+ 3 punc-

tures at the positions ζa, a = 1, ..., n+ 2 and ζn+3 =∞. In this case the equation

W ′(z) =
n+2∑
a=1

1

z − ζa
= 0 (C.14)

has n+1 solutions and so a saddle-point configurations is determined by n+1 filling

fractions aj = gsNj, j = 1, ..., n + 1. Using the expression of W ′(z) one can easily

see that f(z) in C.8 takes the form

f(z) =
n+2∑
a

ca
z − ζa

(C.15)

where the coefficients ca are determined by the filling fractions. Moreover, they

satisfy the constraint
∑

a ca = 0 which follows from the relation
∑N

i=1W
′(Xi) = 0.

Using the expressions for f(z) and W ′(z) in C.7 we find for the spectral curve the

equation

y2 =
P2n+2(z)

∆n+2(z)2
, (C.16)
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where

∆n+2(z) =
n+2∏
a=1

(z − ζa) (C.17)

and P2n+2(z) is a polynomial of degree 2n + 2. While in the denominator we find

the positions of the punctures, the 2n+ 3 coefficients of P2n+2(z) encode two types

of data. There are the n + 2 coefficients m2
a of the double poles of the quadratic

differential y2dz2 at z = ζa, to which one should include the residue m2
0 of the double

pole at ∞. As we said in the previous section, the residue of a certain double pole

is the squared of the mass parameter of the flavour subgroup SU(2) associated to

the corresponding puncture. One can read the mass parameters associated to the

punctures from the residues of y(z) at the simple poles using the general solution in

C.9. It is immediate to see that the masses satisfy the relation

n+2∑
a=0

ma =
n+1∑
j=1

aj = −gsN, (C.18)

from which we learn that the t’Hooft coupling corresponds (up to the sign) to the

mass parameter of diagonal subgroup of the flavour group. The remaining parame-

ters are combinations of the coefficients ci, or equivalently of the filling fractions aj.

Since the sum
∑n+1

j=1 aj is already fixed in terms of the masses, we have n indipendent

moduli

Sj = aj+1 − aj, j = 1, ..., n, (C.19)

which define a basis of A-cycles encicrcling appropriately the Aj and Aj+1 branch

cuts. The period Sj is the Coulomb parameter associated to the j-th SU(2) factor

of the gauge group SU(2)n.

An important implication of the double scaling limit is that the number of eigenval-

ues N becomes naturally a continuum variable and one can consider variations of

the total number of fields. This is equivalent to take a many-particle system in the

grand canonical ensemble where the number of particles in not fixed. One can use

the B-cycles in C.12 to bring particles from infinity to the branch cuts and vary the

free energy of the system. Given that N is not fixed anymore in this regime, the

sum of the filling fractions
∑

j aj = gsN becomes dynamical and we gain an extra

modulus to parametrize the vacua in the Coulomb phase. By the relation C.18 we

learn that the diagonal combination of the masses is promoted to a vev of a scalar

field, implying that taking the continuum limit N → ∞ has the effect of gauging
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the U(1) diagonal subgroup of the flavour group.

The class of matrix models which corresponds to the sphere with n+1 regular punc-

tures and an irregular puncture is a generalization of the Penner model involving a

linear interaction. The single eigenvalue potential reads

W (z) = µz +
n+1∑
a=1

ma

z − ζa
. (C.20)

Using the C.8 one can easily check that f(z) takes again the form

f(z) =
n+1∑
a=1

ca
z − ζa

(C.21)

for some coefficients ca depending on the vacuum configuration Xi we are consid-

ering. The relation
∑

iW
′(Xi) = 0 implies in this case the constraint

∑n+1
a=1 ca =

2gsNµ. The single field superpotential has n+1 vacua and so the spectral curve has

n+ 1 branch cuts where the particles are distributed. The solution C.9 for y(z) has

simple poles at the regular punctures and the corresponding residues are the flavour

mass parameters ma. At infinity, where the irregular puncture is located, we find

a simple pole, whose residue is the mass m0, and a double pole with coefficient the

coupling µ. As in the previous case the sum of the filling fractions
∑

j aj = gsN is

fixed in term of the masses according to the relation C.18 and the ’t Hooft coupling

corresponds to the mass associated to the diagonal subgroup of the flavour group.

The meromorphic quadratic differential associated to the spectral curve can be re-

casted in the form C.16. As in the Penner model the denominator contains double

poles at the regular punctures ζa. The polynomial P2n+2(z) of degree 2n+ 2 at the

numerator is specified by 2n+3 parameters. Among these we have the n+1 masses

m2
a, a = 1, ..., n + 1 corresponding to the regular punctures and the mass m2

0 of the

irregular puncture at infinity. The remaining n + 1 degrees of freedom are the n

moduli of the Coulomb branch and the coupling µ. This is identified in the large N

correspondence with the Yang-Mills scale ΛYM. As we discussed before, in the large

N limit the mass parameter gsN is promoted to an electric central charge and the

vacua of the theory are parametrized by n+ 1 Coulomb parameters.

The open string amplitude introduced in C.2 specifies a perturbative expansion, but

does not give an unambiguous non-perturbative answer. To get the non perturbative

contributions to the partition function one has to specify a contour for the matrix

integral. There is not a unique choice and one has many non perturbative compli-

tions of the partition function. A natural basis of integration domains is given by

the Lefschetz thimbles Dα of the potential W(z1, ..., zN)/ε2 in C.5. These cycles are

attached to the critical points of W and are labelled by the saddle point configu-
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rations α = (a1, ..., am). Moreover, they have boundary where Re (W/ε2) → +∞
and ensure the convergence of the integral. So, one can define the non perturbative

topological string amplitudes [25, 26, 27, 43, 44]

Zα(ε1, ε2) =

∫
Dα

N∏
i=1

dzi
∏

1≤i<j6N

(zi − zj)
ε1
ε2 exp

(
− 1

ε2

∑
i

W (tk; zi)

)

=

∫
Dα

exp

(
− 1

ε2

∑
i

W(tk; zi)

)
,

(C.22)

where

W(tk; zi) =
∑
i

W (tk; zi)− ε1
∑
i<j

log(zi − zj). (C.23)

The matrix model representation of the Nekrasov partition functions allows to con-

nect N = 2 gauge theories in 4d and two dimensional N = (2, 2) Landau-Ginzburg

models with superpotential W(tk; zi). The key point is that the open string am-

plitudes can be identified with the flat sections of the tt∗ Lax connection in the

asymmetric limit [41]. This can be realized by compactifying the theory on a spatial

circle of radious R in such a way that the superpotential gets rescaled byW → RW .

With a rotation of the fermionic measure of the superspace one can also introduce

an overall phase ζ multiplying the superpotential W →W/ζ,W → ζW . Then one

has to consider an analytic continuation of the phase ζ away from the locus |ζ| = 1

and take the limit R → 0, ζ → 0 with ε2 = ζ/R finite. This is equivalent to a non

unitary deformation of the theory in which we set W = 0 and rescale W → W/ε2.

Among the tt∗ brane amplitudes, a set of distinguished elements is given by the

pairing of the D-brane states |Dα〉 with the topological vacuum |0〉 corresponding

to the identity operator. We denote such wave functions as

ψα = 〈0|Dα〉. (C.24)

In the asymmetric limit one has an explicit formula for the above overlap which

reads

lim
asym

ψα(ε1, ε2) = Zα(ε1, ε2), (C.25)

138



where one has to redefine the Nekrasov deformation ε2 with respect to the open

string convention by setting ε2 = ζ/R̃. As one can see from the expression above

the Nekrasov parameter ε1 plays the role of Van der Monde coupling and has mass

dimension 1. One can naturally extend the 2d/4d correspondence also to SQM. The

one dimensional N = 4 version of the theory has the same structure of vacua and

BPS spectrum, which implies that one can study the geometry of the vacuum bundle

either in one or two dimensions [28]. The superpotential in SQM is dimensionless

and arises from the compactification of the 2d theory. The matching scale is given

by the radious R of the tt∗ circle and we have WSQM = −W2d/ε2. According to

the AGT correspondence, the amplitudes of the Penner matrix models compute the

conformal blocks of the Liouville CFT and hence the FQHE wave functions in the

Vafa’s model. To match the normalization of the Liouville correlators given in [17]

one has to identify −ma/ε2 = 1 and 1/ν = ε1/ε2. The AGT correspondence has been

generalized in [45] also to class S theories with irregular punctures in the Gaiotto

surface. It turns out that the Nekrasov partition functions of these models reproduce

irregular conformal blocks of the Liouville CFT. The presence of higher degree poles

in the quadratic differential corresponds to insertions in the Liouville correlators of

the so called irregular vertex operators [46, 47]. As for the mass parameters, the

relevant coupling µ2d of the 2d theory is related to its dimensionless counterpart µ1d

in SQM by µ1d = −µ2d/ε2.

D tt∗ Geometry of the One Electron Model with

Two Quasi-Holes

We consider the 2d N = (2, 2) Landau-Ginzburg theory described by the superpo-

tential

W (z) = µz + log z + log(z − ρ). (D.1)

The 4-SQM version of this theory corresponds to the Vafa model for a single electron

on the plane with two quasi-holes at distinct positions 0, ρ ∈ C and a background

electrostatic field µ ∈ C×. The above function is multi-valued and cannot be strictly

considered as the superpotential of the model. We want to define this theory on the

Abelian universal cover of the target space and study the correspoding tt∗ geometry.

As discussed in section 3.2.2, the solution to the tt∗ equations is captured by the

Stokes matrices which describe the jumps of the brane amplitudes Ψ(ζ) on the ζ-

plane. The monodromy data and the leading IR behaviour of the tt∗ metric and

connection are determined by the BPS spectrum of the model. The inital step is
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to find the classical vacua of the theory on the universal cover. The solutions z± to

the equation ∂zW = 0 denote two equivalence classes of vacua which are isomorphic

to the homology group H1(C \ (0, ρ);Z). A natural basis for this group is given

by the two loop generators `0, `ρ encircling the holes positions. The vacuum space

of the theory on the Abelian cover A decomposes in a direct sum of irreducible

representations of the homology group:

VA ' L2
(
Hom

(
Z2, U(1)

))
⊗ C2, (D.2)

where H1(C \ (0, ρ);Z) = Z2. We denote the orthogonal idempotents of RA corre-

sponding to the classical vacua on the universal cover with

|±;m,n〉 = `m0 `
n
ρ |±; 0, 0〉 (D.3)

where |±; 0, 0〉 corresponds to some representative of z± on the universal cover. In

terms of these states one can construct eigenstates of the loop generators

|±;φ, ϕ〉 =
∑
m,n

e−i(mφ+nϕ) |±;m,n〉 (D.4)

where the angles φ, ϕ ∈ [0, 2π] label representations of H1(C \ (0, ρ),Z). By the

fact that the homology is an abelian symmetry of the model, the tt∗ geometry

diagonalizes completely with respect to the angles φ, ϕ. In particular, introducing

the labels k, j = ±, the ground state metric in the point basis D.4 can be expanded

in Fourier series as

gk,j̄(φ, ϕ) =
∑
r,s

ei(rφ+sϕ)gk,j̄(r, s),

gk,j̄(r, s) = 〈j; r, s|k; 0, 0〉.

(D.5)

From the IR expansion

〈j; r, s|k; 0, 0〉 ∼ δk,jδr,0δs,0 −
i

π
µk,0,0;j,r,sK0(2|wk,0,0 − wj,r,s|) (D.6)

we see that the one-soliton multiplicities µk,0,0;j,r,s are weighted by the Fourier phase

factors ei(rφ+sϕ). The number of solitons saturating the Bogomonlyi bound can be

obtained by solving the BPS equation [30]
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∂σz = α∂zW (D.7)

where σ is the spatial variable of the field z and α = 4W/|4W | identifies the BPS

sector we are considering. At spatial infinity σ = ±∞ one has also to demand that

the solution begins and ends on the corresponding critical points. Let us start with

the case of α = ±i. The solitons in this sector projected on the target manifold are

respectively anti-clockwise and clockwise loops based at z±. The spectrum that we

find is the same of the models

W−(z) = µz + 2 log z,

W+(z) = log z + log(z − ρ),

(D.8)

which describe the dynamics of the two vacua at z± respectively in the IR limits

ρ→ 0 and µ→ 0. One can count the number of solutions to the BPS equations by

plotting with a program the flow of the vector field

V =

(
Rez

Imz

)
=

(
Re ᾱ∂W

−Im ᾱ∂W

)
. (D.9)

In the case of α = i one finds

|µ−,m,n;−,r,s| = δm,r+1δn,s+1,

|µ+,m,n;+,r,s| = δm,r+1δn,s + δm,rδn,s+1,

(D.10)

where the sign of the soliton multiplicities will be fixed by the computation of the

Stokes matrices.

Let us consider now the solitons connecting z− to z+. It is convenient to label the

representatives of z± on the spectral cover with homotopy classes of curves which

connect a fixed point z∗ ∈ C \ {0, ρ} to z±. Let us choose z∗ = z−. In this way the

curves γ−r,s corresponding to the points |−; r, s〉 are simply the closed cycles `r0 · `sρ
based at z−. Then, we identify the curve γ+

0,0 in figure 2 which connects z− to z+

with the state |+; 0, 0〉. All the other curves γ+
r,s going from z− to z+ which label

the representatives |+; r, s〉 of z+ are in the same homotopy class of γ+
0,0 · `r0 · `sρ.
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z−
z+

x x

Figure 2: Definition of γ+
0,0

Given that the BPS spectrum is not affected by the choice of the parameters we can

count the soliton solutions for µ = ρ = 1. The soliton equation for these BPS states

must be solved with the central charges

∆W−+
k = z+ − z− + log

∣∣∣∣z+(z+ − 1)

z−(z− − 1)

∣∣∣∣+ 2πi(k + 1/2), k ∈ Z (D.11)

and boundary conditions x(−∞) = z−, x(+∞) = z+, where z± = (1±
√

5)/2. Let

us fix a representative of z−;0,0 of z− on the spectral cover of C \ {0, 1} and denote

with |−; 0, 0〉 the corresponding state in the Hilbert space. The soliton solutions fall

in homotopy classes γ+
r,s for certain couple of integers (r, s) and connect the point

z−;0,0 to z+;r,s. The multiplicity matrix that we obtain by studying the flow of D.9

for α = ∆W−+
k /|∆W−+

k | is

|µ−,0,0;+,r,s| = δr,s + δr+1,s (D.12)

z−
z+

x x

γ+
0,1

γ+
0,0

γ+
−1,0

Figure 3: Some Soliton Solutions
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and the central charge of the BPS particle in the (+, r, s;−, 0, 0) sector turns out to

be

∆W−+
r,s = z+ − z− + log

∣∣∣∣z+(z+ − 1)

z−(z− − 1)

∣∣∣∣+ 2πi(r + s+ 1/2). (D.13)

One can easily see that the braiding of the quasi-holes generates a spectral flow of

the BPS spectrum. As we exchange the two singularities in the anticlockwise sense

the curves γ±r,s transform respectively as

γ−r,s → γ−s,r, γ+
r,s → γ−s,r+1, (D.14)

which implies that the entire BPS spectrum can be generated by the fundamental

soliton γ+
0,0 by iterating the braiding of the quasi-holes. At the same time the states

|±; r, s〉 transform as

|−; r, s〉 → |−; s, r〉, |+; r, s〉 → |+; s, r + 1〉, (D.15)

which means for ground state metric that

〈+; r, s|−; 0, 0〉 → 〈+; s, r + 1|−; 0, 0〉. (D.16)

On the other hand, from the IR expansion of the metric one gets also

〈+; r, s|−; 0, 0〉 ∼ − i
π
µ−,0,0;+,r,s K0(2|wk,0,0 − wj,r,s|)

→ − i
π
µ−,0,0;+,r,s K0(2|wk,0,0 − wj,s,r+1|).

(D.17)

The compatibility of these two expressions puts the condition on the soliton matrix

µ−,0,0;+,r,s = µ−,0,0;+,s,r+1 (D.18)

which implies that the sign of the BPS multiplicity in the (−, 0, 0; +, r, s) sector is

the same for each couple (r, s). This sign has not an intrinsic meaning, since it can

always be absorbed by changing the sign of one of the theta vacua in D.4 without
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affecting the diagonal elements gk,k̄(φ, ϕ).

We are able now to compute the Stokes operators of the system. In the basis of theta

vacua |−;φ, ϕ〉, |+;φ, ϕ〉 these are 2× 2 matrices where the entries are functions of

the angles φ, ϕ. We choose the real axis of the ζ-plane as Stokes axis. The Stokes

matrix can be written as ordered product of three matrices

S = S3S2S1 (D.19)

which now we describe. The first contribution S1 is generated by the phase-ordered

product of the solitons with positive real part. For µ = ρ = 1 we have Re W (z−) >

Re W (z+). So, these BPS states have central charges −∆W−+
r,s and connect the

points z+;r,s to z−;0,0 with r < 0, s ≤ 0. Each of them generates a Stokes jump

Mr,s =

(
1 µ−,0,0;+,r,s e

i(rφ+sϕ)

0 1

)
(D.20)

where the phase factor comes from the Fourier expansion of the metric and we take

the soliton multiplicities µ−,0,0;+,r,s = −(δr,s + δr+1,s) with the mignus sign. Taking

the product of these factors for r < 0, s ≤ 0 we get

S1 =
∏

r<0,s≤0

Mr,s =

(
1 −

∑
r<0,s≤0 e

i(rφ+sϕ)(δr,s + δr+1,s)

0 1

)

=

(
1 1+eiϕ

1−ei(φ+ϕ)

0 1

)
.

(D.21)

When ζ crosses the positive immaginary axis the Stokes matrix picks up the contri-

bution S2 of the closed solitons bases at z±. This matrix has a diagonal structure and

the entries S± correspond to the Stokes jumps of the abelian models D.8. In presence

of aligned critical values there are subtleties in the computation of the Stokes factors.

Let us suppose to have N vacua and a set of critical values wk, k = 1, ....m ≤ N

on a straight line in the W-plane with one physical soliton (and the time-reversed)

connecting only the consecutive ones. As discussed in [50], one finds in the leading

IR behavour of the ground state metric terms looking like there were solitons in the

k, k+n sector with multiplicity ±1/n. This could seem strange, since the number of

BPS particles should be an integer. However, what is really required to be integral

is the Stokes matrix S ∈ SL(N,Z) and not the soliton matrix µij. In this case one

has to define the matrix F belonging to the Lie algebra sl(N,Q) that encodes also

144



the BPS particles with rational multiplicities. In order to have an integral Stokes

operator we have to exponentiate the algebra element

S = eF . (D.22)

Coming back to our model, one has to deal with an infinite number of vacua on the

spectral cover with pure immaginary critical values. The correct Stokes jumps as

function of the angles can be extracted by the asymmetric limit of the tt∗ brane am-

plitudes in the case of one field and superpotential W±(z) in D.8. The computation

in [41] provides the following functions

F−(φ, ϕ) = log(1− ei(φ+ϕ)),

F+(φ, ϕ) = log(1− eiφ) + log(1− eiϕ)− log(1− ei(φ+ϕ)), (D.23)

from which one can obtain the Stokes jump

S2 =

(
eF− 0

0 eF+

)
. (D.24)

The last contribution S3 includes the contribution of the solitons with negative real

part. These BPS particles connect the points z−,r,s with r, s ≤ 0 to z+,0,0 and

have central charges ∆W−+
−r,−s. The corresponding multiplicities are µ+;0,0;−,r,s =

−µ−;r,s;+,0,0 = −µ−;0,0;+,−r,−s. Each of these particle generates a contribution to the

Stokes matrix which reads

Mr,s =

(
1 0

−µ−,0,0;+,−r,−s e
i(rφ+sϕ) 1

)
. (D.25)

Multiplying the Stokes jumps of these solitons for r, s ≤ 0 one finds

S3 =
∏
r,s≤0

Mr,s =

(
1 0∑

r,s≤0 e
i(rφ+sϕ)(δ−r,−s + δ−r+1,−s) 1

)

=

(
1 0

1+e−iϕ

1−e−i(φ+ϕ) 1

)
.

(D.26)
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Putting all the pieces together we get

S(φ, ϕ) =

(
eF−(φ,ϕ) 1+eiϕ

1−ei(φ+ϕ) e
F−(φ,ϕ)

1+e−iϕ

1−e−i(φ+ϕ) e
F−(φ,ϕ) eF+(φ,ϕ) + 2(1+cosϕ)

(1−ei(φ+ϕ))(1−e−i(φ+ϕ))e
F−(φ,ϕ)

)
. (D.27)

The Stokes matrix encoding the contribution of the BPS states with central charges

in the lower part of the ζ-plane corresponds to the operator S−t(φ, ϕ). This has

not to be intended as the inverse transpose in the 2 × 2 matrix sense. The correct

definition is

S−t(φ, ϕ) = [S(−φ,−ϕ)]−t , (D.28)

which requires also to change the sign of the angles.

In the present case we obtain

S−t(φ, ϕ) =

(
e−F−(−φ,−ϕ) + 2(1+cosϕ)e−F+(−φ,−ϕ)

(1−ei(φ+ϕ))(1−e−i(φ+ϕ)) −
(1+eiϕ)e−F+(−φ,−ϕ)

1−ei(φ+ϕ)

− (1+e−iϕ)e−F+(−φ,−ϕ)

1−e−i(φ+ϕ) e−F+(−φ,−ϕ).

)
. (D.29)

So, the quantum monodromy H = S−tS of this system is

H(φ, ϕ) =

(
eF−(φ,ϕ)−F−(−φ,−ϕ) 1+eiϕ

1−ei(φ+ϕ)
(
eF−(φ,ϕ)−F−(−φ,−ϕ) − eF+(φ,ϕ)−F+(−φ,−ϕ)

)
0 eF+(φ,ϕ)−F+(−φ,−ϕ)

)

=

(
−ei(φ+ϕ) 1 + eiϕ

0 −1

)
(D.30)

where in the second equality we have used the expression for F± in D.23. We see that

despite the Stokes matrices are singular for some values of the angles, the quantum

monodromy has smooth coefficients. This is equivalent to the statement that the

phases of the quantum monodromy e2πiqR±(φ,ϕ) are smooth in the angles, while the

Ramond charges qR±(φ, ϕ) are allowed to have integral jumps. The Ramond charges

of the theta-vacua reads

qR− = B1((φ+ ϕ)/2π), qR+ = B1(φ/2π) +B1(ϕ/2π)−B1((φ+ ϕ)/2π), (D.31)

where B1(x) = x−1/2 is the first periodic Bernoulli polynomial of variable x ∈ [0, 1].
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E tt∗ Geometry of Modular Curves

E.1 Quantum Hall Effect and Modular Curves

In this section we are going to study a special class of models which reveal a beautiful

connection between the physics of quantum Hall effect and the geometry of modular

curves [64]. Despite it is not relevant for phenomenological purposes, this class

of theories has remarkable properties which enlarge further the rich mathematical

structure of FQHE. We recall that the prototype of one-particle supersymmetric

model which is relevant for the FQHE physics is given by the N = 4 Landau-

Ginzburg theory with superpotential

W (z) =
∑
ζ∈L

e(ζ) log(z − ζ), (E.1)

where L is a discrete set of C and e(ζ) are real numbers. The variable z is inter-

preted as the electron coordinate and the term e(ζ) log(z−ζ) is the two dimensional

coulombic potential which describes the interaction between the electron and an

external charge. In the standard setting of the FQH systems the source of electro-

static interaction is taken to be L = Λ∪S, with Λ a lattice and S a set of positions

of quasi-holes. The effect of the lattice is to reproduce the constant macroscopic

magnetic field with e(λ) = 1 units of magnetic flux at a point λ ∈ Λ. At this level

the expression of the superpotential is just symbolic, since the sum is taken over an

infinite set of points and the function is multi-valued. Therefore it requires a more

precise definition according to the class of models that one is considering.

For a generic choice of the parameters defining W (z), the classical vacua are iso-

lated, and the elements in the chiral ring are identified with their set of values at the

critical points. However, finding the classical vacua and studying the tt∗ geometry of

these models is rather complicated, unless one arranges the set of quasi-holes in some

special configuration to have an enhancement of symmetry. In this way we can con-

struct degenerate models of FQHE which are not realistic for phenomenology, but

at least analitically treatable. We want to consider a particular class of theories of

this type which have an abelian subgroup of symmetry acting transitively on the set

of vacua. This is the most convenient limit, since in this case the Berry’s connection

can be completely diagonalized in a basis of eigenstates of such symmetry and the tt∗

equations can be derived. It turns out that these models are parametrized modulo

isomorphisms by the family of Riemann surfaces Y1(N) = H/Γ1(N), labelled by an

integer N ≥ 2, also known as modular curves for the congruence subgroup Γ1(N)

of the modular group SL(2,Z) [55]. Each point of the curve of level N identifies

a theory where ∂zW (z) is an ellitpic function with a ZN symmetry generated by a
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torsion point of the elliptic curve C/Λ. For each connected component of the space

of models one can define its spectral cover as the complex manifold whose points

identify a model and a vacuum [31]. These are the modular curves Y (N) = H/Γ(N)

for the principal congruence subgroup Γ(N). More precisley, Y (N) is a cover of

Y1(N) of degree N , which is the number of vacua in the fundamental cell of the

torus. The tt∗ equations simplify considerably on the spectral curve and can be

normalized in the form of ÂN−1 Toda equations [28]. These appear in all the models

with a ZN symmetry group which is transitive on the vacua. The modular curves

are manifolds with cusps, which represent physically the RG flow fixed points of

the theory. These are in correspondence with the equivalence classes of rationals

with respect to the congruence subgroups. An outstandig fact is that for a given

N all the ÂQ−1 models with Q|N are embedded in this class of theories as critical

limits, providing the regularity conditions for the solutions to the equations. An

exception is the case of N = 4, where only Â3 models appear. The beauty of the

modular curves is that they possess various geometrical structures. For instance, in

the modular curves Y (N) of level N = 3, 4, 5 the cusps are located at the vertices

of platonic solids inscribed in the Riemann sphere.

The theory of modular curves is also strictly related to number theory. These sur-

faces can be seen as projective algebraic curves defined over the real cyclotomic

extension of the rationals Q(ζN + ζ−N), with ζN = e2πi/N . At the level of superpo-

tential, the action of the Galois group is reproduced by a third congruence subgroup

which enters in this theory, i.e. Γ0(N). An interesting implication is that the solu-

tions of the N -Toda equations are related by the action of the Galois group, since

the UV cusps described by the ÂN−1 models are all in the same orbit of Γ0(N).

Another interesting phenomenon appearing in this class of theories is that, despite

the covariance of the tt∗ equations, neither the superpotential nor the ground state

metric, and therefore the Berry’s connection, are invariant under the action of Γ(N).

This apparent contraddiction finds a consistent explanation in the context of the

abelian universal cover of the model.

The rest of the chapter is organized as follows: In section 2 we classify up to isomor-

phisms all the models of the type E.1 with an abelian subgroup of symmetry acting

transitively on the vacua. The underlying structure of the modular curves and the

relation between geometry and number theory arise naturally in the derivation. In

section 3 we provide an explicit description of these models. The target manifold is

not simply connected and one needs to pull-back the model on the universal cover

in order to define the Hilbert space and write the tt∗ equations. On this space the

symmetry group contains also the generators of loops around the poles in the fun-

damental cell. The symmetry algebra is non-abelian on the universal cover and the

abelian physics of the punctured plane can be recovered at the level of quantum

states by considering trivial representations of the loop generators. We show that
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this can be done consistently with the tt∗ equations. In section 4 we study the mod-

ular properties of these systems. First we consider the transformation of ∂zW (z)

under the congruence subgroups and then of the superpotential. In particular we

focus on the critical value of one the vacua which we use to write the tt∗ equations

in the Toda form. This can be defined as holomorphic function only on the upper

half plane and shifts by a costant under a transformation of Γ(N). We connect this

phenomenon to the geometry of the modular curves in the simple cases of genus

0, i.e. with 2 ≤ N ≤ 5. The details of the computation of the constant for a

generic N are instead given in appendix. The modular transformations have also

the effect of changing the basis of the symmetry generators and act on the states

by modifying the representation of the symmetry group. We study this action and

how the components of the ground state metric are transformed. In the last section

we provide a classification of the cusps. In particular we study the behavour of

the superpotentials around these points and distinguish between UV and IR critical

regions. Finally, we discuss the boundary conditions of the solutions and how they

are related by the Galois group.

E.2 Classification of the Models

E.2.1 Derivation

Our first aim is to classify (up to isomorphisms) all the models in the class of FQHE

theories E.1 with an abelian subgroup of symmetry acting transitively on the vacua.

Since the punctured plane is not a simply connected space, one cannot define for

these models a superpotential on the target manifold. So, we have to start the

classification from the derivative

∂zW (z) =
∑
ζ∈Λ

1

z − ζ
+
∑
s∈S

e(s)

z − s
,

where

Λ = 2πZ⊕ 2πτZ, τ ∈ H,

e : S −→ C.

We stress again that the expression above is just formal and represents a meromor-

phic function with a simple pole at each point of L = Λ ∪ S. Moreover, in this
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classification we allow the charges of the quasi-holes to be complex. This is mathe-

matically consistent, since the superpotential is a complex function.

The action of the abelian group is transitive on the vacua and, in the case of a non

trivial kernel, can always be made faithful. The transitivity implies that the set of

vacua is a copy of the abelian group. In particular, given that the zeroes of ∂zW (z)

cannot have accumulation points, it must be finitely generated. The abelian sub-

groups of C satisfying this property are lattices. Since the group acts freely also on

the set of poles and the principal divisor of ∂zW (z) has degree 05, it is immediate

to conclude that also L is a lattice, as well as (the faithful representation of) the

abelian subgroup of symmetries of our model.

If we want L to be at least a pseudosymmetry for ∂zW (z), the function e(s) must

be extended to a multiplicative periodic character:

∂zW (z + ζ) = e(ζ)∂zW (z), e(ζ + λ) = e(ζ),

for each ζ ∈ L, λ ∈ Λ. By definition of homomorphism, the kernel of e must be a

subgroup of L. Up to a redefinition of the initial set of holes, this is represented by

the sublattice Λ, which is a symmetry for ∂zW (z) in a strict sense.

Up to this point, we have a model for each lattice L and a character e which is

periodic of a sublattice Λ ⊂ L.6

Given the periodicity of e, we can equivalently restrict the analysis to primitive

characters, i.e. with trivial kernel:

e : L/Λ −→ C,

where L/Λ ' ZN1⊕ZN2 for two positive integers N1, N2 such that N1 | N2. The fact

that e is primitive implies the isomorphism ZN1⊕ZN2 ' ZN1N2 . But, according to the

chinese remainder theorem, this can be true only if the two integers are coprime.

The consistency between the two conditions on the integers N1, N2 requires that

N1 = 1 and N2 = N ≥ 2, with

L/Λ ' ZN , N ≥ 2.

If we set N = 1 we obtain the trivial case in which there are no quasi-holes.

In conclusion, the models are classified by couples (EΛ, Q), where

• EΛ is the elliptic curve C/Λ,

5This is true for a compact Riemann surface, as it turns out to be the target manifold.
6We are going to show that e is non trivial.
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• Q ∈ E[N ] = {P ∈ C/Λ | NP ∈ Λ} such that e(Q) = e
2πi
N .

The set E[N ] is called the N-torsion subgroup of the additive torus group C/Λ.

Once Λ and the level N are fixed, the choice of the torsion point specifies an em-

bedding of the cyclic subgroup L/Λ ' ZN in the elliptic curve. In particular, the

torsion point must be of order N , i.e. such that NQ ∈ Λ but nQ 6∈ Λ for 1 < n < N .

E.2.2 Modular Curves

Since we are classifying models up to strict equivalence, we have to identify those

which are related by an isomorphism. It is known that there is a bijection between

the set of equivalence classes of elliptic curves endowed with a N -torsion point and

the space

Y1(N) = H/Γ1(N),

where Γ1(N) is a subgroup of SL(2,Z) defined by the congruence condition

Γ1(N) =

{
γ ∈ SL(2,Z) : γ =

(
a b

c d

)
=

(
1 ∗
0 1

)
mod N

}
.

A complete proof of this result can be found in [55]. It is worth to recall that a

matrix γ ∈ SL(2,Z) acts on the upper half plane by the usual fractional linear

transformation

τ ′ =

(
a b

c d

)
τ =

aτ + b

cτ + d
, (E.2)

and induces on the points of the elliptic curve the isogeny z + Λτ −→ mz + Λτ ′ , for

somem ∈ C such thatmΛτ = Λτ ′ . These maps are the only bijections which preserve

the group structure of the elliptic curve. With these definitions it is immediate to

show that the enhanced elliptic curve (EΛτ ′
, Q) is isogenous to (EΛτ , 2π/N + Λτ ),

where τ ′ = γ(τ) for some γ ∈ SL(2,Z), and that transformations of Γ1(N) are

the only ones which preserve the choice of the torsion point. So, we can define the

moduli space for Γ1(N) as

S1(N) = {(EΛτ , 2π/N + Λτ ) , τ ∈ H}/ ∼

where τ ∼ τ ′ if and only if Γ1(N)τ = Γ1(N)τ ′, and state the bijection
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S1(N)
∼−→ Y1(N).

The space Y1(N) is topologically a complex manifold with cusps and can be com-

pactified. One first has to extend the action of SL(2,Z) to the rational projective

line P1(Q) = Q ∪ {∞}. Given

(
p q

r t

)
∈ SL(2,Z), we have

H −→ H = H ∪ P1(Q),

(
p q

r t

)
a

c
=
pa+ qc

ra+ tc
,

(
p q

r t

)
∞ =

p

r

with a, c ∈ Z such that gcd(a, c) = 1.

The set of cusps is given by CΓ1(N) = P1(Q)/Γ1(N) and is finite. By adding these

points to Y1(N) one obtains

Y1(N) −→ X1(N) = H/Γ1(N).

The space X1(N) is called modular curve for Γ1(N) and can be shown to have the

structure of a compact Riemann surface. Since the two dimensional lattice becomes

degenerate when τ approaches the rational projective line, the cusps cannot be

strictly considered as members of this class of theories, but rather as critical limits7.

So, we learn that the whole space of models can be written as union of connected

components labelled by the integer N :

A =
⋃
N≥2

X1(N),

where X1(N) parametrizes the subclass of theories of level N . It follows from the

derivation that each point on A identifies a model up to isomorphisms.

The next step is to classify the vacua for this family of theories. Let us consider the

modular curve of level N . The derivative of the superpotential is an elliptic function

on the elliptic curve C/Λτ which has a simple pole at each point kQ + Λτ , k =

0, ..., N − 1 and a simple zero at each point P + kQ+ Λτ , k = 0, ..., N − 1 for some

P ∈ C/Λτ such that ∂zW (P ) = 0. Given that the principal divisor is vanishing by

Abel’s theorem, we get

7It will be clear later that the cusps can be interpreted as RG flow fixed points.
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div(∂zW (z)) =
∑

0≤k<N

([P ] + k[Q])−
∑

0≤k<N

(k[Q]) = N [P ] = 0.

So we deduce that also P must be a torsion point and, once known, we can construct

the whole set of vacua with the action of the symmetry generators. In order to find

P , one can define the Weil pairing of order N between torsion points:

eN : E[N ] x E[N ] −→ µN , µN = {z ∈ C | zN = 1},

eN(P,Q) =
FP (z +Q)

FP (z)
,

where FP (z) is any elliptic function with simple poles at kQ+ Λτ and simple zeroes

at P + kQ + Λτ . Since FP (z) is unique up to multiplicative constants, there is no

ambiguity in the definition. The Weil pairing is a sort of inner product on E[N ]

and can be shown to be alternating, bilinear and non degenerate [18, 19]. These

properties imply that, once the torsion point of the poles Q is picked, a torsion point

of the vacua P is coupled by the condition eN(P,Q) = e
2πi
N . Moreover, another

point P ′ which has the same pairing with Q must be of the form P ′ = P + kQ

for some integer k. We can also give an explicit expression for eN [18]. Chosen

(2π/N + Λτ , 2πτ/N + Λτ ) as basis of generators for the torsion group, the formula

for the Weil pairing of P,Q ∈ E[N ] is

eN(P,Q) = e2πi detγ/N ,

where

[
P

Q

]
= γ

[
2π/N + Λτ

2πτ/N + Λτ

]
, for γ ∈M2(Z).

This definition is actually independent of how the basis of the torsion group is

chosen. One can see that, if P and Q generate E[N ], the matrix γ is invertible and

eN(P,Q) is a primitive complex N -th root of unity. Moreover, such expression is

preserved under isogenies.

Now we can classify models and vacua with triplets (EΛτ , P,Q) which denote elliptic

curves with associated two torsion data. If we set Q = 2π/N + Λτ with a modular

transformation, a torsion point satisfying the Weil condition is P = −2πτ/N+Λτ . It

is straightforward to see that the congruence subgroup of SL(2,Z) which preserves

both the torsion points is:
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Γ(N) =

{
γ ∈ SL(2,Z) : γ =

(
a b

c d

)
=

(
1 0

0 1

)
mod N

}
,

also called principal congruence subgroup. Similarly to the case of S1(N), one shows

that the moduli space for the enhanced elliptic curves of principal type is

S(N) = {(EΛτ ,−2πτ/N + Λτ , 2π/N + Λτ ) , τ ∈ H}/ ∼

where τ ∼ τ ′ if and only Γ(N)τ = Γ(N)τ ′. This set of equivalence classes is therefore

isomorphic to the complex manifold

Y (N) = H/Γ(N).

As for Y1(N), we can compactify such space by adding the set of cusps CΓ(N) =

P1(Q)/Γ(N) and obtain the compact Riemann surface

Y (N) −→ X(N) = H/Γ(N),

which is known as the N-modular curve of principal type.

This curve represents the spectral cover of the space of models of level N [30]. Given

that Γ(N) is a normal subgroup of Γ1(N) with coset group Γ1(N)/Γ(N) ' ZN , the

degree of the cover is [Γ1(N) : Γ(N)] = N , which is exactly the number of vacua up

to periodic identification.

A series of results which allows to count the cusps and describe the set CΓ(N) can

be found in [18]. In particular, denoting with

[
a

c

]
,

[
a′

c′

]
two vectors of Z2, one can

show that

[
a′

c′

]
= γ

[
a

c

]
, for γ ∈ Γ(N)⇐⇒

[
a′

c′

]
=

[
a

c

]
mod N. (E.3)

From this result, letting s = a/c and s′ = a′/c′ two elements of Q ∪ {∞} such that

gcd(a, c) = gcd(a′, c′) = 1, it follows the equivalence relation

Γ(N)s′ = Γ(N)s⇐⇒
[
a′

c′

]
= ±

[
a

c

]
mod N, (E.4)
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where the sign ‘−’ keeps into account the projective action of the modular group

on P1(Q). Once collected the rationals in Γ(N)-classes according to this theorem,

one can go futher and find also the cusps of Γ1(N). It is enough for this purpose to

identify the cusps of Γ(N) which belong to the same orbit of T : τ → τ + 1, i.e. the

generator of Γ1(N)/Γ(N). Indeed, these points represent vacua of the same theory

and are projected on the same cusp of X1(N).

From a geometrical point of view the cusps are the points for which the covering

map X(N)→ X1(N) degenerates and the dimension of the orbit of T is generically

less than N . In physical terms, these represent the fixed points of the RG flow in

the space of couplings. Being more precise, the cusps of Γ(N) which are stabilized

by T are expected to be UV fixed points of the RG flow. Indeed, in this limits the

zeroes of ∂zW (z) tend to a unique vacuum of order N and the BPS states of the

theory become consequently massless, implying that we are approaching a conformal

field theory [30]. On the other hand, in the IR limits the vacua become infinitely

separated from each other and decouple at the leading order. If they are not simple

zeroes of ∂zW (z), i.e. the corresponding orbit of T has dimension between 1 and N ,

these cusps represent again conformal fixed points on the spectral cover. Instead, if

the vacuum is a simple zero and the orbit of the cusp under T has dimension exactly

N , we are dealing with a free massive field theory. We will provide a more precise

description of the physics around the cusps in section 5.

E.2.3 The Role of Number Theory

Another congruence subgroup of SL(2,Z) which plays an important role in this

classification is

Γ0(N) =

{
γ ∈ SL(2,Z) : γ =

(
a b

c d

)
=

(
∗ ∗
0 ∗

)
mod N

}
.

The three congruence subgroups that we have defined satisfy the chain of inclusions

Γ(N) ⊂ Γ1(N) ⊂ Γ0(N) ⊂ SL(2,Z). Moreover, Γ1(N) is a normal subgroup of

Γ0(N). The action of Γ0(N) on the space of models is more clear when we choose

Q = 2π
N

. It is evident that γ ∈ Γ0(N) does not leave the model invariant and maps

the torsion point into an inequivalent one γ∗Q = 2π (cτ+d)
N
∼ 2πd

N
, for an integer d

coprime with N . The effect on the model corresponds to modify the character by

the formula σa(e(Q)) = e(Q)a = e
2πia
N , where a is the inverse of d in ZN . Therefore,

it is manifest that Γ0(N) reproduces the action of the Galois group of the cyclotomic

extension [Q(ζN) : Q]. This number field is obtained by adjoining a primitive N -th

root of unity ζN to the rational numbers. Such remarkable connection reveals the

algebraic nature of the modular curves. The above formula suggests to define a
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character el(Q) = e
2πil
N depending on an integer l coprime with N , which we call

co-level of the modular curve. It is clear that, for a fixed lattice Λτ , a different

choice of the co-level corresponds to pick a different point on the space of models.

With this definition, a transformation of Γ0(N) can be seen as a permutation of the

co-levels.

We can be more precise about these statements by keeping into account that Γ0(N)

contains the matrix −I. We know that a point on X1(N) parametrizes an elliptic

curve and a specific embedding of ZN . However, a cyclic group has always two

generators which are one the inverse of the other. It is clear that −I acts on the

model as a parity transformation, since it does not change the point on X1(N) but

inverts the sign of the torsion point. This means that the co-levels l and N − l are

actually two descriptions of the same model. So, except for the trivial case of N = 2,

since −I is in Γ0(N) but not in Γ1(N) the degree of the cover H/Γ0(N)→ H/Γ1(N)

is [Γ0(N) : Γ1(N)] /2 = φ(N)/2, where φ(N) is the Euler totient function which

count the elements of {0, ..., N − 1} coprime with N . As one can expect, this is

also the degree of the number field defining this class of theories, which is actually

the real cyclotomic extension Q(ζN + ζ−N). The cusps of Γ1(N) fall in equivalence

classes of the Galois group described by the set CΓ0(N) = P1(Q)/Γ0(N). We will

discuss the orbits of Γ0(N) in the set of critical theories in section 5.

E.3 Geometry of the Models

E.3.1 The Model on the Target Manifold

Now we want to translate our abstract classification into an explicit description of

these models. A fundamental property of the elliptic functions is that they are

uniquely specified (up to multiplicative constants) by the positions and orders of

their zeroes and poles. Let us focus on the modular curve of level N and co-level

l and choose (P,Q) = (−2πlτ
N

+ Λτ ,
2π
N

+ Λτ ) as torsion points. For convenience we

invert the lattices of poles and vacua with respect to the previous derivation. This

can be done with the translation z → z− 2πlτ
N

. The derivative of the superpotential

for this class of theories is

∂zW
(N,l)(z; τ) =

N−1∑
k=0

e
2πilk
N

[
ζ

(
z − 2π

N
(lτ + k); τ

)
+

2η1k

N

]
, (E.5)

where z ∈ S = C \
{

2π
N

(lτ + k) + Λτ , k = 0, ...., N − 1; Λτ = 2πZ⊕ 2πτZ
}

.

The Weierstrass zeta function ζ(z; τ) is defined with the conventions η1 = ζ(π; τ),

η2 = ζ(πτ ; τ) [57]. This function is meromorphic on S with simple poles and simple
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zeroes respectively in 2π(lτ+k)
N

+ Λτ and 2πk
N

+ Λτ , k = 0, ..., N − 1. By definition

of elliptic function, the sum of the residue inside the fundamental cell is vanishing.

From a physical point of view this means that the flux of the magnetic field is

cancelled by that of the quasi-holes charges.

The algebra of the abelian symmetry group of this model is generated by three

operators σ,A,B, defined by the actions

σ : z −→ z + 2π/N ; ∂zW
(N,l) (z + 2π/N ; τ) = e

2πil
N ∂zW

(N,l) (z; τ) ,

A : z −→ z + 2π; ∂zW
(N,l) (z + 2π; τ) = ∂zW

(N,l) (z; τ) ,

B : z −→ z + 2πτ ; ∂zW
(N,l) (z + 2πτ ; τ) = ∂zW

(N,l) (z; τ) ,

(E.6)

with the additional relation σN = A. These transformations follows from the

quasi-periodicity properties of the Weierstrass function. The double periodicity

of ∂zW
(N,l) (z; τ) allows to identity points wich differ by an element of Λτ , so that

the model is naturally projected on the torus K = S/Λτ . With this identifica-

tion we can work with just N critical points, denoted by the equivalence classes[
2πk
N

]
, k = 0, ..., N − 1. From the property ζ(−z; τ) = −ζ(z; τ), we find that the

superpotentials of co-levels l and N−l are actually related by a parity transformation

∂zW
(N,N−l)(−z; τ) = −∂zW (N,l)(z; τ) (E.7)

and therefore, as pointed out in the previous section, they describe the same model

with inverse torsion points generating the ZN symmetry.

We can also write for this class of theories a symbolic ‘primitive’

W (N,l)(z; τ) = “
N−1∑
k=0

e
2πilk
N log Θ

[
1
2
− l

N
1
2
− k

N

]( z
2π

; τ
)

”, (E.8)

where Θ

[
α

β

]
(z; τ) is the theta function of character (α, β) ∈ R and quasi-periods

1, τ . This function is multi-valued and cannot be really considered as superpotential

of the model. Indeed, the target manifold is not simply connected and we cannot

find a true primitive on this space.
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E.3.2 Abelian Universal Cover

In order to define a superpotential, as well as the Hilbert space of the theory, we

need to pull-back the model on the abelian universal cover of S. We remind the

definition of universal cover as space of curves

H = {p : [0, 1] −→ S, p(0) = p∗ ∈ S} / ∼,

∼: p ∼ q =

{
p(1) = q(1),

p · q−1 = 0 in the homology group H1(S,Z).

(E.9)

By the pull-back of ∂zW
(N,l)(z; τ) on this space we can define the superpotential of

the theory:

W (N,l)(p; τ) =

∫
p

∂zW
(N,l)(z; τ)dz. (E.10)

Contrary to E.8, this is a well defined function which assigns a single value to each

equivalence class of paths in H.

In the covering model we have many more vacua than before, but at the same time

a larger symmetry group to classify them. An evident subgroup is the deck group

of the cover, i.e. the homology. Let us fix a point z ∈ S. We choose as local basis

of H1(S;Z) the one given by the curves γa, γb, obtained by applying respectively

the lattice vectors a = 2π, b = 2πτ to the base point z, and the anticlockwise loops

`0, ..., `N−2 encircling the first N − 1 poles contained in the cell with sides γa, γb
(Figure 4). The action on the superpotential of the corresponding operators is

A∗W (N,l)(p; τ) =

∫
γa·p

∂zW
(N,l)(z; τ)dz = W (N,l)(p; τ) +

∫
γa

∂zW
(N,l)(z; τ)dz,

B∗W (N,l)(p; τ) =

∫
γb·p

∂zW
(N,l)(z; τ)dz = W (N,l)(p; τ) +

∫
γb

∂zW
(N,l)(z; τ)dz,

L∗kW
(N,l)(p; τ) =

∫
`k·p

∂zW
(N,l)(z; τ)dz = W (N,l)(p; τ) +

∮
`k

∂zW
(N,l)(z; τ)dz.

(E.11)

Compatibly with the definition of symmetry, the superpotential shifts by a constant
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under the action of the homology generators.

γa

γb

z

x x x x x. . . . . . . . . . . . . . . . . . . . .

`1 `2
`k `N−1

Figure 4: Homology generators

In order to define the action of σ on H we need to specify a path γσ connecting

z to z + 2π
N

. Let us fix the point p∗ in the definition E.9. We choose a path γ∗

connecting p∗ to p∗ + 2π
N

. If the point is not orizontally aligned with the poles we

can take for instance a straight line. Now, given a curve p in H, we define γσ such

that γσ · p = σ(p) · γ∗ in H1(S;Z), where σ(p) denotes the curve p shifted by 2π
N

(Figure 5). Choosing the integration constant so that W (N,l)(γ∗; τ) = 0, we get the

transformation of the superpotential

σ∗W (N,l)(p; τ) =

∫
γσ ·p

∂zW
(N,l)(z; τ)dz =

∫
σ(p)·γ∗

∂zW
(N,l)(z; τ)dz =

e
2πil
N W (N,l)(p; τ) +W (N,l)(γ∗; τ) = e

2πil
N W (N,l)(p; τ).

(E.12)

Inequivalent definitions of γσ differ by compositions with the loops `k and gener-

ate a different constant W (N,l)(γ∗; τ) in the transformation. Indipendently from the

choice, by composing N times γσ we obtain an curve in H1(S;Z) homologous to γa,

consistently with the operatorial relation σN = A.

The generators σ,A,B, (Lk)k=0,...,N−2 represent a complete basis for the symmetry

group of the covering model. It is clear from Figure 6 that the algebra is non-abelian

on the space of curves. Indeed, the generator σ do not commute with B and Lk
according to the algebraic relations

σB = L0Bσ, σLk = Lk+1σ, k = 0, ..., N − 2, (E.13)
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γ∗

γσ

p∗

σ(p)p

σ(p∗)

p(1) σ(p1)

Figure 5: Definition of γσ

where we have LN−1 =
N−2∏
k=0

L−1
k . We see that the obstruction to abelianity on the

universal cover is represented by the generators of loops. In the faithful representa-

tion on the plane these act trivially and A,B, σ commute. This is not inconsistent,

since the physics must be abelian on the target manifold but not necessarily on the

covering model. The abelianity which we have asked in the classification can be

recoverd at the quantum level by projecting the Hilbert space on the trivial rep-

resentation of Lk. We will discuss this point in the next section. There are not

problems instead in the commutation between σ and A and clearly the subgroup

given by the homology is abelian.

B B′ B−1 B′
x x

x x

σ

zσ

σ

Lk Lk+1

L0

Figure 6: Algebra of curves

Now we can classify the vacua of the model defined on H. The vacua on the target

manifold are represented by the points zk = 2πk
N
, k = 0, ..., N − 1, up to periodic

identification of Λτ . For these points there is an ambiguity in the definition of the

cycle γb, since there is a pole along the side of the fundamental cell. We choose

conventionally the homology path which bypasses the pole on the left. Now that

the homology based on the critical points is well defined, we fix p∗ away from the set

of vacua and pick a curve p0 connecting p∗ to z0 as representative of z0 in H. All the
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other representatives in the corresponding fiber can be obtained by composing p0

with the cycles of H1(S,Z) based on z0. Moreover, we can map fibers over different

points to each other with the action of σ. Therefore, the vacua on H are labelled

by the curves

pk;m,n,n0,...,nN−2
= γma · γnb ·

N−2∏
r=0

`nrr · γkσ · p0 (E.14)

where k = 0, ..., N−1, and m,n, n0, ..., nN−2 ∈ Z. By definition of abelian universal

cover, each fiber is a copy of the homology group.

We can also provide the corresponding critical values by computing the integrals

in E.11. Let us take again the curve p0. By the relation A = σN and the residue

formula we have

A∗W (N,l)(p0; τ) = W (N,l)(p0; τ),

L∗kW
(N,l)(p0; τ) = W (N,l)(p0; τ) + 2πi e

2πilk
N .

(E.15)

Moreover, from the first algebraic identity in E.13, we easily get

B∗W (N,l)(p0; τ) = W (N,l)(p0; τ) +
2πi

e
2πil
N − 1

. (E.16)

Finally, by acting with the generators σ,A,B, (Lk)k=0,...,N−2 on W (N,l)(p0; τ), we

obtain the whole set of critical values

W (N,l)(pk;m,n,n0,...,nN−2
; τ) = A∗mB∗n

∏
0≤r≤N−2

L∗nrr σ∗k W (N,l)(p0; τ) =

e
2πilk
N W (N,l)(p0; τ) + n

2πi

e
2πil
N − 1

+
N−2∑
r=0

nr 2πi e
2πilr
N .

(E.17)
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E.4 tt∗ Equations

E.4.1 General Case

Our next aim is to derive the tt∗ equations for this class of models. We first introduce

the point basis Φk;m,n,n0,...,nN−2
defined by

Φk;m,n,n0,...,nN−2
(pk′;m′,n′,n′0,...,n′N−2

; τ) = δk,k′δm,m′δn,n′
N−2∏
r=0

δnr,n′r . (E.18)

The isomorphism between R and C#classical vacua is realized by the identification

Φk;m,n,n0,...,nN−2
−→ |pk;m,n,n0,...,nN−2

〉 = AmBn

N−2∏
r=0

Lnrr σ
k |p0〉,

where the operatorial action of the symmetry algebra is naturally transported on

the Hilbert space. The vacuum space of the theory on H decomposes in a direct

sum of irreducible representations of the homology group:

VH ' L2
(
Hom

(
ZN+1, U(1)

))
⊗ CN ,

provided that N + 1 is the rank of H1(S,Z) and N the number of vacua on S. A

point basis of ‘theta-vacua’ for VH is

|k;α, β, λ0, ..., λN−2〉 = e
−iαk
N

∑
m,n,nr∈Z

e−i(mα+nβ+
∑N−2
r=0 nrλr)

AmBn

N−2∏
r=0

Lnrr σ
k |p0〉,

(E.19)

where the angles α, β, λ0, ..., λN−2 ∈ [0, 2π] label representations of H1(S,Z). Since

the homology is abelian, the angles are defined simultaneously in this common basis

of eigenstates:
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A |k;α, β, λ0, ..., λN−2〉 = eiα |k;α, β, λ0, ..., λN−2〉,

B |k;α, β, λ0, ..., λN−2〉 = eiβ |k;α, β, λ0, ..., λN−2〉,

Lr |k;α, β, λ0, ..., λN−2〉 = eiλr |k;α, β, λ0, ..., λN−2〉.

Using the symmetries A,B,Lr, one finds that in the point basis the ground state

metric diagonalizes with respect to the angles:

〈j;α′, β′, λ′0, ..., λ′N−2|k;α, β, λ0, ..., λN−2〉 =

δ(α− α′)δ(β − β′)
N−2∏
r=0

δ(λr − λ′r) gk,j̄(α, β, λ0, ..., λN−2),

where the matrix coefficients gk,j̄(α, β, λ0, ..., λN−2) have the Fourier expansion:

gk,j̄(α, β, λ0, ..., λN−2) = e
i
N
α(j−k)

∑
r,s,tq∈Z

ei(rα+sβ+
∑N−2
q=0 tqλq)gk,j̄(r, s, t0, ..., tN−2),

gk,j̄(r, s, t0, ..., tN−2) = 〈pj;m,n,n0,...,nN−2
|pk;m′,n′,n′0,...,n

′
N−2
〉|m−m′=r,n−n′=s,nq−n′q=tq .

The metric cannot be diagonalized also as N ×N matrix, since σ do not commute

with B and Lr. The pull-back of the Landau-Ginzburg model on the universal

cover is a necessary operation to write the tt∗ equations, but the price to pay is to

have more vacua and a larger space of solutions. We are not interested in the most

general solution to the tt∗ equations, but in the subclass reproducing the abelian

physics of the punctured plane. Moreover, the importance of an abelian symmetry

group with a transitive action on the vacua is that we can completely diagonalize

the ground state metric. Without this property, even writing the tt∗ equations

becomes an hopeless problem. Therefore, we have to truncate the tt∗ equations

in such a way that the solutions are compatible with the abelian representation of

the symmetry group. We cannot just set the loop angles to be 0, since these are

differential variables which enter in the equations. So, we have to check that the

ansatz of a solution with constant vanishing λr is consistent with all the equations.

From the equality
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2πi

e
2πil
N − 1

=
2πi

N

N−1∑
k=0

ke
2πilk
N =

2πi

N

N−2∑
k=0

(k −N + 1)e
2πilk
N ,

we learn that the combination B̃ = BN
N−2∏
k=0

LN−k−1
k leaves invariant the superpoten-

tial. Moreover, one can see that it commutes with σ

σB̃ = σBN

N−2∏
k=0

LN−k−1
k = BNLN0

N−3∏
k=0

LN−k−1
k+1

N−2∏
k=0

L−1
k σ =

BLN−1
0

N−3∏
k=0

L
N−(k+1)−1
k+1 σ = BN

N−2∏
k=0

LN−k−1
k σ = B̃σ

where we have used the commutation relations in E.13. Thus, if we choose A, B̃, Lr
as generators of the homology, we can find a basis in which the eigenvalues of σ

are simultaneously defined with the two angles α, β̃ = Nβ +
∑N−2

k=0 (N − k − 1)λk
corresponding to A, B̃.

The couplings we can vary in these models are the lattice parameter τ and the usual

overall scale multiplying the superpotential. To avoid clash of notations, we denote

with µ this coupling. The corresponding chiral ring coefficients in the point basis of

the covering model read

(Cτ )
k′;m′,n′,n′0,...,n

′
N−2

k;m,n,n0,...,nN−2
= µ∂τW

(N,l)Φk′;m′,n′,n′0,...,n
′
N−2

(pk;m,n,n0,...,nN−2
; τ)

= δk,k′δm,m′δn,n′
N−2∏
r=0

δnr,n′r µ∂τW
(N,l)(p0; τ)e

2πilk
N ,

(Cµ)
k′;m′,n′,n′0,...,n

′
N−2

k;m,n,n0,...,nN−2
= W (N,l)Φk′;m′,n′,n′0,...,n

′
N−2

(pk;m,n,n0,...,nN−2
; τ)

= δk,k′δm,m′δn,n′
N−2∏
r=0

δnr,n′r

x

(
W (N,l)(p0; τ)e

2πilk
N +

N−2∑
r=0

nr 2πi e
2πilr
N

)
,

(E.20)

where we have replaced B with B̃ in the computation of the critical values in E.17.

The action of Cτ and Cµ is naturally projected on the theta-sectors of VH:
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Cpoint basis
τ (α, β̃, λ0, ..., λN−2)j,k = µ∂τW

(N,l)(p0; τ)e
2πilk
N δj,k,

Cpoint basis
µ (α, β̃, λ0, ..., λN−2)j,k =

(
W (N,l)(p0; τ)e

2πilk
N − 2π

N−2∑
r=0

e
2πilr
N

∂

∂λr

)
δj,k.

(E.21)

The ground state metric satisfy the following set of equations

∂τ̄ (g∂τg
−1) =

[
Cτ , gC

†
τg
−1
]
,

∂µ̄(g∂µg
−1) =

[
Cµ, gC

†
µg
−1
]
,

∂µ̄(g∂τg
−1) =

[
Cτ , gC

†
µg
−1
]
,

(E.22)

as well as the complex conjugates. If we demand that λ0 = ... = λN−2 = 0 and
∂g
∂λr

= 0 for each r, the derivatives ∂
∂λr

do not contribute to the tt∗ equations and

the F-term deformations can be truncated at the non trivial part

Cpoint basis
τ (α, β̃)j,k =µ∂τW

(N,l)(p0; τ)e
2πilk
N δj,k,

Cpoint basis
µ (α, β̃)j,k =W (N,l)(p0; τ)e

2πilk
N δj,k,

(E.23)

with β̃ = Nβ. It is clear that with this ansatz the equations given above can

be written universally as a unique equation with respect to the critical value w =

W (N,l)(p0; τ):

∂w̄(g∂wg
−1) =

[
Cw, gC

†
wg
−1
]
, (E.24)

where

Cpoint basis
w (α, β̃)j,k = e

2πilk
N δj,k. (E.25)

The equations in the parameters τ and µ can be obtained from this one by specifying

the variation of w and w̄. If the equation in the canonical variable is solved with the
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boundary conditions given by the cusps, the solution automatically satisfies all the

equations in E.22. Hence, it is convenient to pull-back the equation on the spectral

cover of the model where one can use w = W (N,l)(p0; τ) as unique complex coordinate

to parametrize models and vacua. By consistency, the cusps should reproduce the

correct regularity conditions for the truncated equations. We are going to discuss

the boundary conditions for the tt∗ equations in section E.6 and we will see that

this is the case.

Now that we have recovered the abelian representation of the symmetry group, we

can construct a common basis of eigenstates for σ,A,B in which the ground state

metric diagonalizes completely. Given the action of σ on the point basis

σ |k;α, β〉 = e
iα
N |k + 1;α, β〉,

we can define a set of σ-eigenstates as

|j;α, β〉 =
N−1∑
k=0

e−
2πilkj
N |k;α, β〉,

σ |j;α, β〉 = e
i
N

(α+2πlj) |j;α, β〉.

(E.26)

With this normalization we have the periodicity

|k +N ;α, β〉 = |k;α, β〉 (E.27)

and we note that the given definitions are consistent with the relation σN = A.

In the σ-basis the metric becomes

gk,j̄(α, β) = δk,j e
ϕk(α,β), (E.28)

where the ϕk(α, β), k = 0, .., N − 1, are real functions of the angles. It is straight-

forward to derive the tt∗ equations satisfied by these functions. Using

Cσ−basis
w (α, β) =



0 1 0 ... 0 0

0 0 1 ... 0 0

. . . . .

. . . . .

0 0 0 ... 0 1

1 0 0 ... 0 0


,
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one finds the well known ÂN−1 Toda equations:

∂w̄∂wϕ0 + eϕ1−ϕ0 − eϕ0−ϕN−1 = 0,

∂w̄∂wϕi + eϕi+1−ϕi − eϕi−ϕi−1 = 0, i = 1, ..., N − 2

∂w̄∂wϕN−1 + eϕ0−ϕN−1 − eϕN−1−ϕN−2 = 0,

(E.29)

where the dependence on the angles and w is understood. These equations appear

tipically in the models with a ZN symmetry group acting transitively on the vacua.

We are going to discuss the solution to these equations in section E.6. In particular,

we will see that the RG fixed points reproduce the appropriate boundary conditions

for the Toda equations, providing a consistency check for the abelian truncation.

We can also provide an expression for the symmetric pairing of the topological

theory. The operators in the chiral ring corresponding to the basis in E.19 with

λr = 0 and E.26 are respectively

χk(α, β) = e
−iαk
N

∑
m,n∈Z

e−i(mα+nβ)Φk;m,n,

Ψj(α, β) =
N−1∑
k=0

e−
2πilkj
N χk(α, β).

The topological metric can be computed with the formula 3.80 for one chiral super-

field. In the point basis the expression is

ResW [χk(α, β), χm(α′, β′)] = δ(α− α′)δ(β − β′)ηpoint basis
k,m (α, β) (E.30)

where

ηpoint basis
k,m (α, β) =

(
∂2
zW

(N,l)(0; τ)
)−1

e−
ik
N

(2α+2πl)δk,m. (E.31)

In the basis of σ-eigenstates one gets

ResW [Ψn(α, β),Ψm(α′, β′)] = δ(α− α′)δ(β − β′) ησ−basis
n,m (α, β), (E.32)
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where

ησ−basis
n,m (α, β) =

(
∂2
zW

(N,l)(0; τ)
)−1

N−1∑
k=0

e−
ik
N

(2πl(m+n+1)+2α). (E.33)

We can choose a basis and use one of these expressions to impose the tt∗ reality

constraint, where the complex conjugates g∗, η∗ in terms of the matrices g(α, β),

η(α, β) are respectively

g∗(α, β) = [g(−α,−β)]∗ ,

η∗(α, β) = [η(−α,−β)]∗ .

This condition gives g(−α,−β) in terms of g(α, β), but an explicit computation is

hard in general. In the case of a trivial representation of the homology, the reality

constraint simplifies, becoming the same of the AN models [28].

E.4.2 Peculiarities of the N=2 Level

We briefly discuss some peculiar aspects of the class of models of level 2. The

derivative of the superpotential is

∂zW (z; τ) = ζ(z − πτ ; τ)− ζ(z − πτ − π; τ)− η1, (E.34)

where z ∈ S = C \ {πτ, πτ + π + Λτ ; Λτ = 2πZ⊕ 2πτZ}. The simple poles and

simple zeroes are located respectively in πτ, πτ + π + Λτ and 0, π + Λτ . In this case

the Galois group acts trivially and we have only one co-level.

In addition to the generators σ,A,B, L already discussed, the symmetry group of

the models of level 2 contains also the parity transformation

ι : z −→ −z; ∂zW (−z; τ) = −∂zW (z; τ),

which follows from E.7 for N = 2 and l = 1.

This operator satisfies the following commutation relations with the generators of

the abelian group:
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ιA = A−1ι,

ιB = B−1ι,

ιL = Lι,

ισ = σ−1ι.

The action of ι, as well as its algebraic relations, can be extended to the abelian

universal cover. There are inequivalent choices which differ by compositions with the

loop generator L. Indipendently from the definition, the set of curves with p(1) = 0

is left invariant by the action of ι.

The presence of an extra symmetry, as well as the possibility of working with 2× 2

matrices, guarantees some semplifications in the derivation of the tt∗ equations. A

point basis of theta-vacua for this family of theories is

|0;α, β, λ〉 =
∑

m,n,j∈Z

e−i(mα+nβ+jλ)AmBnLj |p0〉,

|1;α, β, λ〉 =
∑

m,n,j∈Z

e−i(mα+nβ+jλ)AmBnLjσ |p0〉.

Setting λ = 0, the operators σ and ι act on these states as:

σ |0;α, β〉 = |1;α, β〉, σ |1;α, β〉 = eiα |1;α, β〉,
ι |0;α, β〉 = |0;−α,−β〉, ι |1;α, β〉 = e−iα |1;−α,−β〉.

The ground state metric in this basis is represented by the 2 x 2 hermitian matrix

g(α, β) =

(
g00̄(α, β) g01̄(α, β)

g10̄(α, β) g11̄(α, β)

)
.

The symmetries σ and ι imply respectively

g00̄(α, β) = g11̄(α, β), g01̄(α, β) = eiαg10̄(α, β),

and

g00̄(α, β) = g00̄(−α,−β), g10̄(α, β) = e−iαg10̄(−α,−β).
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Therefore the metric can be written as

g(α, β) =

(
A(α, β) e

iα
2 B(α, β)

e
−iα
2 B(α, β) A(α, β)

)
,

where A(−α,−β) = A(α, β) and B(−α,−β) = B(α, β). The transpose and complex

conjugate of g read

gT(α, β) = [g(−α,−β)]T ,

g∗(α, β) = [g(−α,−β)]∗ ,

and therefore

g†(α, β) = [g(−α,−β)]† .

The hermiticity of g implies that A(α, β) and B(α, β) are real functions, while the

positivity requires that A(α, β) > 0. The matrix Cw and the topological metric in

this basis are

Cw(α, β) =

(
1 0

0 −1

)
, η(α, β) =

(
∂2
zW (0; τ)

)−1
(

1 0

0 −1

)
. (E.35)

We see that, by the parity properties of A(α, β) and B(α, β) implied by ι, the reality

constraint ?? reduces to

|∂2
zW (0; τ)|2(A(α, β)2 −B(α, β)2) = 1. (E.36)

As a conquence, the metric can be parametrized in term of a single function of the

angles

A(α, β) =
1

|∂2
zW (0; τ)|

cosh [L(α, β)] ,

B(α, β) =
1

|∂2
zW (0; τ)|

sinh [L(α, β)] .
(E.37)

Finally, by plugging the given expressions of g(α, β) and Cw in E.24 we find the

Sinh-Gordon equation
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∂w̄∂wL(α, β) = 2 sinh [2L(α, β)] . (E.38)

E.5 Modular Properties of the Models

E.5.1 Modular Transformations of ∂zW
(N,l)(z; τ)

The underlying structure of this class of models is the theory of the modular curves.

In particular, as discussed in E.2.2, the space of models and its spectral cover are de-

scribed respectively by the modular curves for Γ1(N) and Γ(N). Now that we have

provided an explicit description of these systems, we want to investigate the modular

properties of the superpotential, as well as the ground state metric, with respect to

the relevant congruence subgroups of SL(2,Z). Let us first consider ∂zW
(N,l)(z; τ).

Given a modular transformation γ =

(
a b

c d

)
∈ Γ1(N), the derivative of the super-

potential transforms as

∂zW
(N,l)

(
z

cτ + d
;
aτ + b

cτ + d

)
= (E.39)

(cτ + d)
N−1∑
k=0

e
2πilk
N

[
ζ

(
z − 2π

N
((aτ + b)l + k(cτ + d)); τ

)
+ 2

dη1 + cη2

N
k

]
=

(cτ + d)
N−1∑
k=0

e
2πilk
N

[
ζ

(
z − 2π

N
bl − 2π

N
(lτ + k); τ

)
+

2η1k

N

]
=

(cτ + d)∂zW
(N,l)

(
z − 2π

N
bl; τ

)
,

where we have used the fact that a, d = 1 mod N , c = 0 mod N and the modular

properties of the Weierstrass function:

ζ

(
z

cτ + d
;
aτ + b

cτ + d

)
= (cτ + d)ζ(z; τ),

η1

(
aτ + b

cτ + d

)
= (cτ + d)(dη1 + cη2).

(E.40)
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We see that Γ1(N) preserves only one of the torsion point. The transformation
2πτ
N
→ 2π(aτ+b)

N
results in a shift of poles and vacua by 2π

N
bl. If we set b = 0 mod N ,

i.e. γ ∈ Γ(N), also the order of vacua is preserved modulo periodicity.

On the other hand, a matrix γ =

(
a b

c d

)
∈ Γ0(N) acts on ∂zW

(N,l)(z; τ) as

∂zW
(N,l)

(
z

cτ + d
;
aτ + b

cτ + d

)
=

(cτ + d)
N−1∑
k=0

e
2πilk
N

[
ζ

(
z − 2π

N
((aτ + b)l + k(cτ + d)); τ

)
+ 2

dη1 + cη2

N
k

]
=

(cτ + d)
N−1∑
k=0

e
2πialk
N

[
ζ

(
z − 2π

N
bl − 2π

N
(alτ + k); τ

)
+

2η1k

N

]
=

(cτ + d)∂zW
(N,al)

(
z − 2π

N
bl; τ

)
,

(E.41)

where in the third line we used the fact that a = d−1 mod N . As discussed in section

E.2.2, Γ0(N) changes the co-level with the map l → al, acting as the Galois group

of the real cyclotomic extension.

E.5.2 Modular Transformations of the Physical Mass

It turns out that the superpotential is not invariant under a transformation of Γ(N),

but it shifts by a constant. On one side, it is not wrong to say that the model is left

invariant, since a constant is irrilevant in determining the physics of a system. But,

at the same time, the ‘physical mass’ W (N,l)(p0; τ) is the parameter that we have

used to write the tt∗ equations. This means that Γ(N) changes the coordinate of the

model on the spectral cover, with a consequent transformation of the ground state

metric. An analogous constant shift is induced on the superpotential also by Γ1(N)

and Γ0(N), in addition to the effects discussed in the previous paragraph. Before

giving an interpretation of such phenomena and solving the apparent contraddiction,

we want to compute these constants.

The fact that W (N,l)(p0; τ) transforms non trivially under Γ(N) is connected to the

geometry of the modular curves. These spaces are not simply connected and a

critical value can be defined only on the universal cover, i.e. the upper half plane,

where Γ(N) plays the role of deck group. This is also strictly related to the fact
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that the superpotential is defined on the universal cover of the target space, where

we have more than N vacua. On the other hand, variations of W (N,l)(p0; τ) with

respect to some coordinate on the modular curve must be modular functions of

Γ(N). Let us give some examples. Among the curves X(N), the cases with N ≤ 5

are the only ones with genus 0 and therefore the easiest to describe [61]. Genus

0 means in particular that the modular function field has a unique generator, also

called Hauptmodul. This function is unique up to Mobius transformations and

modular with respect to Γ(N). Moreover, it is the projective coordinate which

realizes the isomorphism between X(N) and the Riemann sphere punctured with

the cusps. Denoting with x the coordinate on the sphere, we can define the one-

form dW (x) = C(x)dx, where C(x) = ∂xW (p0;x) is the chiral ring coefficient which

describes variations of the critical value with respect to the Hauptmodul. Except

the case of N = 5, for these curves we have only the co-level 1 (and the inverse),

so we suspend the notation (N, l). From the theory of projective algebraic curves,

C(x) must be a rational function with coefficients in the cyclotomic field. Moreover,

the poles must be located in the free IR cusps, where the physical mass is expected

to diverge. Thus, C(x) can be fixed up to a multiplicative constant by requiring the

correct transformation properties under Γ1(N) and Γ0(N). In particular, from the

transformations of ∂zW
(N,l)(z; τ) under Γ1(N), we learn that T : τ → τ + 1 acts on

the one form as an automorphism of the sphere with the formula

T ∗dW (x) = dW (p0;T ∗x) = dW (σ−1(p0);x) = e−
2πi
N dW (x),

where l = 1 is understood.

Starting from X(2), we have 3 cusps which can be viewed as the 3 vertices of

the equatorial triangle of a double triangular pyramid inscribed in P1. A set of

representatives for the cusps is given by

CΓ(2) = {0, 1,∞}

where ∞, being a fixed point of τ → τ + 1, is a UV cusp and 0, 1 identify two

decoupled vacua. Moreover, the quotient group PSL(2,Z)/Γ(2) is isomorphic to

S3, which is the symmetry group of a triangle. We can use x(τ) = 1 − λ(τ) as

coordinate on the sphere, where λ(τ) : H/Γ(2)
∼−→ P1/{0, 1,∞} is the modular

lambda function defined by

λ(τ) =
θ4

2(0; τ)

θ4
3(0; τ)

.

The 3 cusps fall in the point x(∞) = 1, x(0) = 0, x(1) =∞ and T acts on x by the

transformation of PSL(2,C)
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T ∗x =
1

x
.

From what we have said C(x) must have a simple pole in x = 0 and x =∞. Asking

that T ∗dW (x) = −dW (x), we find

dW (x) = α
dx

x
(E.42)

where α is a complex constant. We see that there is a unique generator of Γ(2)

which acts non trivially on the critical value. This generates loops around the cusp

in 0 (as well as in ∞) and produces the constant shift of the superpotential.

In the case of N = 3 the cusps are located at the 4 vertices of a regular tetrahedron

inscribed in the Riemann sphere. It is not a coincidence that PSL(2,Z)/Γ(3) is

isomorphic to the symmetry group of this solid figure, i.e. A4. The set of cusps is

CΓ(3) = {0, 1/2, 1,∞} .

Also in this case ∞ is the only UV cusp, while the other rationals are in the same

orbit of T and identify free theories. The integers coprime with 3 are 1 and 2 = −1

mod 3 which describe the same theory. The generator of the function field is

J3(τ) =
1

i
√

27
q
− 1

3
τ

(
∞∏
n=1

1− qn/3τ

1− q3n
τ

)3

=
1

i
√

27

(
η(τ/3)

η(3τ)

)3

where qτ = e2πiτ and

η(τ) = q1/24
τ

∞∏
n=1

(1− qnτ ) (E.43)

is the Dedekind eta function. The generator of Γ1(3)/Γ(3) acts on the Hauptmodul

as

T ∗J3 = ζ3 + ζ2
3J3

where we use the notation ζk = e2πi/k. Denoting x = J3, the one-form with values

in the chiral ring is
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dW (x) = α
2∑

k=0

ζ−k3 dx

x− xk

where x0 = J3(0) = 0, x1 = J3(1) = ζ3 and x2 = J3(1/2) = 1+ζ3, with xk+1 = T ∗xk.

The cusp at τ =∞ is instead sent to x =∞ on the sphere. It is straightforward to

check that dW (x) satisfies T ∗dW (x) = ζ−1
3 dW (x).

Another spherical version of a platonic solid appears for N = 4. In this curve

the cusps are the 6 vertices of a regular octrahedron in P1 with symmetry group

PSL(2,Z)/Γ(4) ∼ S4. Also in this case the co-levels are just ±1. The critical points

are given by

CΓ(4) = {0, 1/3, 1/2, 2/3, 1,∞} .

In this curve we have two UV cusps, i.e. ∞ and 1/2, which are both fixed points of

T . The remaining ones represent instead free IR critical points. The Hauptmodul

of level 4 is

J4(τ) = ζ3
8

√
8q1/4
τ

∞∏
n=1

(1− q4n
τ )2(1− qn/2τ )

(1− qn/4τ )2(1− q2n
τ )

,

which transforms under T as

T ∗J4 =
ζ4J4

1− J4

.

The fixed points of this map are 0 and 1 − ζ4, which correspond respectively to

τ = ∞, 1
2
. The 4 IR cusps are all in the same orbit of T and fall in the points

J4(0) = ∞, J4(1) = −ζ4, J4(2/3) = 1/(1 + ζ4), J4(1/3) = 1. These must be simple

poles for dW (x), with x = J4, which reads

dW (x) = α

(
1

x− 1
− 1

x+ ζ4

+
ζ4

x− 1/(1 + ζ4)

)
dx, (E.44)

and satisfies T ∗dW (x) = ζ−1
4 dW (x).

X(5) is the last case of genus 0. This modular curve has 12 cusps which identify the

vertices of a regular icosahedron. The quotient PSL(2,Z)/Γ(5) acts on the Riemann

sphere as A5, the symmetry group of this platonic solid. Among the 12 cusps

CΓ(5) = {0, 2/9, 1/4, 2/7, 1/3, 2/5, 1/2, 5/8, 2/3, 3/4, 1,∞}
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the UV fixed points are 2/5 and∞, while {0, 2/9, 1/4, 3/4, 1} and {2/7, 1/3, 1/2, 5/8, 2/3}
represent the 5 decoupled vacua in two inequivalent IR limits. This curve has two

inequivalent co-levels, i.e. l = 1, 2 and the Galois group acts on the set of cusps by

exchanging the two UV limits and the two groups of IR theories. As in the previous

cases, we can use as projective coordinate on P1(C) the Hauptmodul

J5(τ) = ζ5q
−1/5
τ

∞∏
n=1

(1− q5n−2
τ )(1− q5n−3

τ )

(1− q5n−4
τ )(1− q5n−1

τ )

which transforms under T as

T ∗J5 = ζ−1
5 J5.

The UV cusps 2/5,∞ are sent by J5 respectively to x = 0,∞, which are the fixed

points of T . We know from E.41 that a transformation γ ∈ Γ0(N) with b = 0 mod

N acts on the cyclotomic units through the Galois group and permutes the residue

of the poles in dW (x). It follows that if two IR cusps are in the same orbit of such

γ, their residue must be related by the correspondent Galois transformation. It is

the case for instance of 0 and 5/8 if we set b = 5 and c = 8. Imposing also the

correct transformation property under T for l = 1, one can repeat the procedure

and fix all the coefficients up to an overall constant. Setting x1;k = ζk5J5(0) and

x2;k = ζk5J5(5/8), with J5(0) = 1 + ζ5 + ζ2
5 and J5(5/8) = (ζ2

5 − ζ4
5 )/(1 + ζ5− ζ3

5 − ζ4
5 ),

we find

dW (x) = α
4∑

k=0

(
1

x− x1;k

+
1

x− x2;k

)
ζk5dx.

where the residue of J5(0) and J5(5/8) are both normalized to 1.

By summarizing, the generators of loops around the IR cusps on the sphere cor-

respond to the subset of generators of Γ(N) which act non trivially on the critical

value. Once the normalization is fixed, the constant generated by modular trans-

formations can be computed with the residue formula. Moreover, the free IR cusps

are all in the same orbit of Γ0(N), which acts by multiplication on the coefficients

of dW (x). This implies in particular that all the poles have the same order, which

must be 1 from the non trivial monodromy of W (p0;x), and their residue are related

by Galois transformations.

A similar procedure could be carried on in principle also for modular curves of

higher genus, but it is more complicated. It is instead much more convenient to find

a general expression of the critical value as function on the upper half plane and
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study its modular properties. Let us take the multi-valued function in E.8. Since

the constants generated by the modular transformations are indipendent from the

point, we can set z = 0. The expression of W (N,l)(0; τ) reads

W (N,l)(0; τ) =
N−1∑
k=0

e
2πilk
N log

[
Θ

[
1
2
− l

N
1
2
− k

N

]
(0; τ) e−2πi( l

N
− 1

2)( kN−
1
2)
]
. (E.45)

where the phase e−2πi( l
N
− 1

2)( kN−
1
2) is a convenient normalization constant. This

function remains ill defined as long as we do not specify the determination of the

logarithm. This is equivalent to choose, for a fixed τ , a representative of z = 0 and

determine its critical value. We first set the notations

qτ = e2πiτ , qz = e2πiz,

z = u1τ + u2,

with u1, u2 ∈ Z/N . Then, we recall the definition of Siegel functions:

gu1,u2(τ) = −qB2(u1)/2
τ e2πiu2(u1−1)/2(1− qz)

∞∏
n=1

(1− qnτ qz)(1− qnτ /qz), (E.46)

where B2(x) = x2 − x + 1
6

is the second Bernoulli polynomial. Because of their

modular properties, these objects are a sort of ‘building blocks’ for the modular

functions of level N . In particular, all the Hauptmoduls defined previously can be

expressed in terms of gu1,u2(τ) and the Dedekind eta function [58, 59, 60]. The theta

functions Θ

[
1
2
− u1

1
2
− u2

]
(0; τ) have the q-product representation

Θ

[
1
2
− u1

1
2
− u2

]
(0; τ) =− qB2(u1)/2

τ q1/24
τ e2πi(u1−1/2)(u2−1/2)(1− qz)

x
∞∏
n=1

(1− qnτ )(1− qnτ qz)(1− qnτ /qz)
(E.47)

and can be written in terms of gu1,u2(τ) and η(τ) as

Θ

[
1
2
− u1

1
2
− u2

]
(0; τ) = igu1,u2(τ)η(τ)e2πiu1(u2−1)/2. (E.48)
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Since the Siegel and Dedekind functions have neither zeroes nor poles, there is a

single-valued branch of log Θ

[
1
2
− u1

1
2
− u2

]
(0; τ) on the upper half plane. Therefore, the

critical value can be consistently defined as holomorphic function of τ ∈ H. Provided

the above relations, we can rewrite W (N,l)(0; τ) as

W (N,l)(0; τ) =
N−1∑
k=0

e
2πilk
N logE l

N
, k
N

(τ), (E.49)

where E l
N
, k
N

(τ) is the Siegel function of characters u1 = l
N
, u2 = k

N
without the

root of unity e2πiu2(u1−1)/2. Under an integer shift of the characters, these functions

satisfy [58]

Eu1+1,u2(τ) = −e−2πiu2Eu1,u2(τ), Eu1,u2+1(τ) = Eu1,u2(τ). (E.50)

Moreover, being the Siegel functions up to a multiplicative constant, they have good

modular properties. For γ =

(
a b

c d

)
∈ SL(2,Z), they transform with a phase:

Eu1,u2(τ + b) = eπibB2(u1)Eu1,u2+bu1(τ), for c = 0,

Eu1,u2(γ(τ)) = ε(a, b, c, d)eπiδEu′1,u′2(τ), for c 6= 0,

(E.51)

where

ε(a, b, c, d) =

{
eiπ(bd(1−c2)+c(a+d−3))/6, if c is odd,

−ieiπ(ac(1−d2)+d(b−c+3))/6, if d is odd,

δ =u2
1ab+ 2u1u2bc+ u2

2cd− u1b− u2(d− 1),

(E.52)

and

u′1 = au1 + cu2, u′2 = bu1 + du2. (E.53)

In order to compute the constants generated by the modular transformations, we

need to evaluate the difference
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χu1,u2(γ) = logEu1,u2(γ(τ))− logEu′1,u′2(τ), (E.54)

for γ ∈ SL(2,Z). Here we assume the characters of the Siegel functions to be

normalized such that 0 < u1, u2, u
′
1, u
′
2 < 1. This can always be achieved by the

property E.50. The computation for the case of Γ(N) has already been done in [59].

In F we follow closely that derivation, adapting it to the general case. For c = 0 the

transformations belong to the coset group Γ1(N)/Γ(N) ' ZN and we obtain

χu1,u2(γ) = 2πi
1

2
B2(u1). (E.55)

It is clear that in this case we cannot appreciate a modular shift of the critical value.

Indeed, these transformations simply translate the vacua:

W (N,l)(0; τ + b) = e−
2πibl2

N W (N,l)(0; τ). (E.56)

On the other hand, for c 6= 0, we get the formula

χu1,u2(γ) = 2πi
1

2

(
B2(u1)

a

c
+B2(u′1)

d

c
− 2

c
B1(u′1)B1(〈du′1 − u′2c〉)

)

− 2πi

c

∑
x∈Z/cZ,
x 6=0

[x, u′1, u
′
2]d,c,

(E.57)

where B1(x) = x−1/2 is the first Bernoulli polynomial, 〈x〉 represents the fractional

part of x and the symbol [x, u′1, u
′
2]d,c denotes

[x, u′1, u
′
2]d,c =

e2πix
(
〈du′1−cu

′
2〉−du

′
1

c
+u′2

)
(1− e−2πixd/c)(1− e2πix/c)

. (E.58)

This result turns out to be indipendent from the branch of the logarithm and in

particular from τ . This is consistent with the fact that the modular shift of the

critical value is indipendent from the vacuum that we choose. From the general

formula we can reduce to the cases of the congruence subgroups. Let us consider

γ ∈ Γ0(N). Using the fact that c = 0 mod N and ad = 1 mod N , we have to plug

in the above expression:
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u′1 = 〈au1〉, u′2 = 〈du2 + bu1〉,

〈du′1 − u′2c〉 = u1.

(E.59)

If γ ∈ Γ1(N), these becomes

u′1 = u1, u′2 = 〈u2 + bu1〉,

〈du′1 − u′2c〉 = u1.

(E.60)

The case of γ ∈ Γ(N) follows from this by requiring further b = 0 mod N .

Setting u1 = l
N

, u2 = k
N

and summing over k with the residue e
2πilk
N , we find the

modular transformations of the physical mass. In sequence

γ ∈ Γ0(N) :

W (N,l)(0; γ(τ)) = e−
2πial2b
N W (N,al)(0; τ) + ∆W

(N,l)
Γ0(N)(γ),

γ ∈ Γ1(N) :

W (N,l)(0; γ(τ)) = e−
2πil2b
N W (N,l)(0; τ) + ∆W

(N,l)
Γ1(N)(γ),

γ ∈ Γ(N) :

W (N,l)(0; γ(τ)) = W (N,l)(0; τ) + ∆W
(N,l)
Γ(N)(γ),

(E.61)

with

∆W
(N,l)
Γ0(N)(γ) = −2πiN

c
e−

2πial2b
N

∑
x∈Z/cZ,

x=−al mod N

e2πix
(
l/N−d〈al/N〉

c

)
(1− e−2πixd/c)(1− e2πix/c)

,

∆W
(N,l)
Γ1(N)(γ) = −2πiN

c
e−

2πil2b
N

∑
x∈Z/cZ,

x=−l mod N

e2πix
(
l
N

1−d
c

)
(1− e−2πixd/c)(1− e2πix/c)

,

(E.62)
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∆W
(N,l)
Γ(N)(γ) = −2πiN

c

∑
x∈Z/cZ,

x=−l mod N

e2πix
(
l
N

1−d
c

)
(1− e−2πixd/c)(1− e2πix/c)

,

where the constraints on x follow from the summation over k. These formulas are

coherent with the transformations of ∂zW
(N,l)(z; τ) that we found in the previous

paragraph.

We can check in the simple case of N = 2 that the formulas above give the results

obained with the geometrical approach. The physical mass has the expression

W (0; τ) = log
Θ4(0; τ)

Θ3(0; τ)
=

1

4
log(1− λ(τ)), (E.63)

where 1 − λ(τ) = (Θ4(0; τ)/Θ3(0; τ))4 is the Hauptmodul of level 2 that we have

defined previously. Although 1 − λ(τ) is invariant under transformation of Γ(2),

the logarithm is not. We can use the expression for ∆WΓ(2) to derive the modular

transformations of log(1− λ(τ)). Γ(2) is freely generated by the matrices

T1 =

[
1 2

0 1

]
, T2 =

[
1 0

−2 1

]
. (E.64)

Using respectively the E.56 and the E.61, E.62 with N = 2, l = 1, one finds

log(1− λ(τ + 2)) = log(1− λ(τ)),

log

(
1− λ

(
τ

1− 2τ

))
= log(1− λ(τ)) + 2πi.

(E.65)

It is clear that T2 is the generator of anticlockwise loops around the IR cusp in

τ = 0. Indeed, the constant is the same we obtain with the residue formula.

E.5.3 Modular Transformations of the Ground State Metric

The modular shift of the superpotential seems to contraddict the statement that the

model is invariant under transformations of Γ(N). But, if we assume the perspective

of the universal cover, there is no contraddiction at all. Indeed, the physical mass

parametrizes not only models, but also vacua. The modular transformation simply
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changes the initial choice of the vacuum p0 with another one of the same fiber in

the universal cover. Therefore, the new coordinate on the spectral curve describes

the same model, but a different vacuum.

The tt∗ equations for these class of theories are manifestly covariant under trans-

formations of the congruence subgroups. In particular, the covariance under Γ1(N)

implies that the equation naturally descends on the space of models. However, as

a consequence of the modular shift, the ground state metric is not left invariant.

Indeed, matrices of Γ(N) and Γ1(N) change the basis of lattice generators and

consequently the representation of the homology group. Besides this effect, a trans-

formation of Γ0(N) changes also the torsion point of the ZN symmetry, resulting in

a permutation of the metric components. Let us consider this more general case.

From the transformation of ∂zW
(N,l)(z; τ) under Γ0(N) one can read how the gen-

erators of the symmetry group are modified. We note that the new function is still

periodic of 2πτ . Therefore, we can consider again B as a generator of H1(S;Z) in

the new model. The operators Lk are left invariant by the transformation as well,

since the corresponding homology cycles have the same definition in the model of

co-level al. Differently, σ and A change in relation to the transformation of the

torsion point of the vacua. For a γ ∈ Γ0(N), we can write

γ∗B = B,

γ∗Lk = Lk

2π

N
−→ 2π

N
(cτ + d) =⇒

{
γ∗σ = σdB

c
N = σ̃B

c
N

γ∗A = AdBc = ÃBc,

where we denote with σ̃ = σd the operator associated to the torsion point of co-level

al, and with Ã = Ad the homology cycle satisfying Ã = σ̃N . The fact that the

generator of loops are not involved in the modular transformations is consistence

with the truncation of the tt∗ equation that we discussed in section 3.

We have also to include the shift z → z − 2π
N
bl, which implies the vacuum transfor-

mation

p0 −→ σ−bl(p0) =⇒ |p0〉 7→ σ−bl |p0〉.

Let us study what these transformations mean at the level of vacuum states. We

consider again trivial representations of Lk. The action of γ on the point basis is

γ |k;α, β〉 = e
−iαk
N

∑
m,n∈Z

e−i(mα+nβ)(AdBc)mBn(σdB
c
N )kσ−bl |p0〉
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= e−i
kd
N (α−βcd )

∑
m,n∈Z

e−i(m(α−βcd )+nβ)AmBnσkd−bl |p0〉

= e−i
bl
N (α−βcd ) |kd− bl; (α− βc)/d, β〉.

We note that, in the case of b = 0 mod N and d = 1 mod N , the fiber index k is

left invariant. This follows from the fact that a transformation of Γ(N) preserves

the torsion point up to a shift of a lattice vector, which moves the base point p0

without changing the fiber. The σ-eigenstates transform consequently as

γ |j;α, β〉 = e−i
bl
N (α−βcd )

N−1∑
k=0

e−
2πilkj
N |kd− bl; (α− βc)/d, β〉

= e−i
bl
N (2πalj+α−βc

d )
N−1∑
k=0

e−
2πialkj
N |k; (α− βc)/d, β〉

= e−i
bl
N (2πalj+α−βc

d ) |aj; (α− βc)/d, β〉.

The action of the symmetry group generators σ̃, Ã, B on the transformed states is

given by

σ̃ |aj; (α− βc)/d, β〉 = e
2πilj
N e

i
N

(α−βc) |aj; (α− βc)/d, β〉,

Ã |aj; (α− βc)/d, β〉 = ei(α−βc) |aj; (α− βc)/d, β〉,

B |aj; (α− βc)/d, β〉 = eiβ |aj; (α− βc)/d, β〉.

From the eigenvalues of the new basis, we learn that the ground state metric trans-

forms in the following way:

γ∗ϕj(w;α, β) = ϕj(γ
∗w;α, β) = ϕaj(w;α− βc, β). (E.66)

As anticipated, we see that a transformation of Γ(N) changes the representation of

the homology, resulting in the character shift α → α − βc. In the case of Γ0(N),
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since the operators σ̃ and σ are inequivalent and have a different set of eigenstates,

we appreciate also the exchange of the metric components along the diagonal. This

effect takes place specifically for N > 2, where we have a non trivial co-level struc-

ture. We note further that transformations of the coset Γ1(N)/Γ(N), i.e. with

c = 0, leave the metric completely invariant.

E.6 Physics of the Cusps

E.6.1 Classification of the Cusps

Now that we have discussed the modular properties of the solution, we want to

describe its behaviour around the boundary regions of the domain. These are rep-

resented by the cusps of the modular curve H/Γ(N), i.e. the equivalence classes of

Γ(N) in Q ∪ {∞}. First of all, we have to understand which type of model each

cusp corresponds to. Let us begin with the cusp at τ = i∞. It is convenient to come

back to the initial lattices of poles and vacua with the shift z → z+ 2πlτ
N

. Moreover,

we rewrite the derivative of the superpotential in terms of Θ1(z; τ) as

∂zW
(N,l)(z; τ) =

1

2

N−1∑
k=0

e
2πilk
N

Θ′1
(

1
2

(
z − 2πk

N

)
; τ
)

Θ1

(
1
2

(
z − 2πk

N

)
; τ
) . (E.67)

Using the relation [57]

Θ′1(z, τ)

Θ1(z; τ)
= cot z + 4

∞∑
n=1

qnτ
1− qnτ

sin 2nz,

with qτ = e2πiτ , the expression above becomes

∂zW
(N,l)(z; τ) =

1

2

N−1∑
k=0

e
2πilk
N

[
cot

(
1

2

(
z − 2πk

N

))
+

4
∞∑
n=1

qnτ
1− qnτ

sin

(
2n

(
1

2

(
z − 2πk

N

)))]
.

The theta function in these expressions is normalized with quasi-periods π, πτ . Let

us denote with S the infinite sum in n. Manipulating the expression, we get
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S = 2
N−1∑
k=0

e
2πilk
N

∞∑
n=1

qnτ
1− qnτ

sin

(
n

(
z − 2πk

N

))

=− i
∞∑
n=1

qnτ
1− qnτ

(
einz

N−1∑
k=0

e
2πik
N

(l−n) − e−inz
N−1∑
k=0

e
2πilk
N

(l+n)

)
.

The two sums over k are not 0 if and only if n satisfies respectively n = l mod N

and n = −l mod N . Therefore, the derivative of the superpotential becomes

∂zW
(N,l)(z; τ) =

1

2

N−1∑
k=0

e
2πilk
N cot

(
1

2

(
z − 2πk

N

))

− iN

 ∞∑
n=1

n=l mod N

qnτ
1− qnτ

einz −
∞∑
n=1

n=−l mod N

qnτ
1− qnτ

e−inz

 .

Taking the limit τ → i∞, the series in qτ are truncated at the leading order. More-

over, since the vacua −2πlτ
N

+ 2πk
N

+ Λτ escape to infinity for large τ , we have also to

take z → i∞. Thus, we obtain

∂zW
(N,l)(z; τ)

τ→i∞−−−→ −iN
(
qlτ e

ilz − q(N−l)
τ e−i(N−l)z

)
.

Integrating this expression, we find

W (N,l)(z; τ)
τ→i∞−−−→ −N

(
qlτ

eilz

l
+ q(N−l)

τ

e−i(N−l)z

N − l

)
, (E.68)

wich we recognize as the superpotential of a ÂN−1 model of co-level l. In particular,

the case of N = 2 corresponds to the Sinh-Gordon model

W (z; τ) ∼ qτ cos z. (E.69)

Now let us consider the rationals. We associate to a cusp a
c

with gcd(a, c) = 1 a

modular transformation γa
c

=

(
a b

c d

)
which sends i∞ to a

c
. In this definition b, d
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are integers such that γa
c
∈ SL(2,Z) and clearly the case of c = 0 corresponds to

take again τ = i∞. One can study the behaviour of the model around τ = a
c

by

acting on ∂zW
(N,l)(z; τ) with γa

c
and then taking the limit τ → i∞. Using the

modular properties E.40 of the zeta function, we have

∂zW
(N,l)

(
z

cτ + d
;
aτ + b

cτ + d

)
=

(cτ + d)
N−1∑
k=0

e
2πilk
N

[
ζ

(
z − 2π

N
k(cτ + d); τ

)
+ 2

dη1 + cη2

N
k

]
,

where the torsion point of the poles is now 2π
N

(cτ + d). Let us introduce the integers

Q = gcd(c,N), with 1 ≤ Q ≤ min {c,N}, j = N
Q

and r = c
Q

. Clearly we have

gcd(r, j) = 1. By these definitions, we can split the sum over k by writing k = m+jp,

with m = 0, ..., j − 1 and p = 0, ..., Q− 1. Let us consider for the moment the cusps

with divisor Q > 1. One obtains

∂zW
(N,l)

(
z

cτ + d
;
aτ + b

cτ + d

)
=

(cτ + d)

j−1∑
m=0

e
2πilm
N

Q−1∑
p=0

e
2πilp
Q

[
ζ

(
z −

(
2πr

j
τ +

2πd

N

)
m− 2π

Q
dp; τ

)

+ 2

(
rη2

j
+
dη1

N

)
m+

2dη1

Q
p

]
.

As τ becomes very large, for m 6= 0 the torsion point approaches 2πr
j
τ .

Moreover, by the formulas [63]

2η1 =
G2(τ)

2π
, 2η2 =

τG2(τ)− 2πi

2π
,

where G2(τ) is the Eisenstein series

G2(τ) =
∑

c,d∈Z\{0}

1

(cτ + d)2
,
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and the asymptotic behaviour

G2(τ)
τ→i∞−−−→ 2ζ(2), (E.70)

where ζ(z) is the Riemann zeta function, one has

η2

η1

τ→i∞−−−→ τ. (E.71)

Thus, we get the limit

∂zW
(N,l)

(
z

cτ + d
;
aτ + b

cτ + d

)
τ→i∞−−−→ (cτ + d)

Q−1∑
p=0

e
2πilp
Q

[
ζ

(
z − 2π

Q
dp; τ

)
+

2dη1

Q
p

]
τ→i∞

+

(cτ + d)

j−1∑
m=1

e
2πilm
N

Q−1∑
p=0

e
2πilp
Q

[
ζ

(
z − 2πr

j
τm; τ

)
+

2rη2

j
m

]
τ→i∞

=

(cτ + d)

Q−1∑
p=0

e
2πilp
Q

[
ζ

(
z − 2π

Q
dp; τ

)
+

2dη1

Q
p

]
τ→i∞

=

(cτ + d)

Q−1∑
p=0

e
2πialp
Q

[
ζ

(
z − 2π

Q
p; τ

)
+

2η1

Q
p

]
τ→i∞

,

where in the last line we have used the fact that ad = 1 mod Q. So, we learn

from this expression and the limit E.68 that the cusp a
c

with divisor Q = gcd(c,N)

correspond to an ÂQ−1 model of co-level al:

W (N,l)(z; τ)
τ→a

c−−−→ −Q
(
qalτ

eialz

al
+ q(Q−al)

τ

e−i(Q−al)z

Q− al

)
, (E.72)

which is a theory with Q vacua up to periodicity z ∼ z + 2π.

In the case of Q = 1, the poles 2πk
N

(cτ + d) + Λτ are all pushed to infinity when τ

becomes large except for k = 0. Thus, using the E.67 we can write symbolically

W ∼ “ log Θ1(z/2; τ → i∞)”,
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and using the asymptotics

Θ1(z; τ)
τ→i∞−−−→ 2q

1
8
τ sin z,

one finds that these cusps are decribed by the multi-valued superpotential

W (z) = “ log sin (z/2) ”. (E.73)

This model represents the free version of our class of theories, with a 1 dimensional

lattice of poles and one of vacua.

We know that the cusps of X1(N) are ramification points of the cover X(N) →
X1(N). Denoting with Γa

c
the stability group of the cusp a/c in Γ1(N), one can

write the equality [55]

γ−1
a
c

Γa
c
γa
c

=

〈
±
(

1 h

0 1

)〉
, (E.74)

which is satisfied with one of the two signs. This relation means that the generator

of Γa
c

is conjugated to ±
(

1 h

0 1

)
in γ−1

a
c

Γ1(N)γa
c
.

The number h is called width of the cusp and represents the minimal integer such

that a/c + h ∼ a/c in Γ(N). The absolute value can be equal or less than N and

count the number of degenerate vacua of the model labelled by the cusp
[
a
c

]
of

Γ1(N). The cusps which satisfy the relation with the plus sign are called regular.

From the theorems E.3, E.4, the stability condition can be written as:

[
a+ ch

c

]
=

[
a

c

]
mod N.

It is clear that the minimal integer h satisfying this condition is h = j = N
Q

. Thus,

for the cusps with divisor Q, the N vacua split in j decoupled theories which appear

on X(N) as Q-degenerate points. These are described by the ÂQ−1 models E.72 for

1 < Q ≤ N , or by the free theories E.73 if Q = 1. In particular, the cusps with

Q = N , or equivalently c = 0 mod N , are the UV limits, since the vacua tend to a

unique point on the spectral curve.

The exceptions to this picture are represented by the so called irregular cusps, i.e.

those which satisfy the E.74 with the mignus sign. In this case the stabilizer of the

cusp belongs to −Γ1(N) and we have
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[
a+ ch

c

]
= −

[
a

c

]
mod N.

If we exclude the trivial case of N = 2 where 1 ∼ −1 and require a and c to be

coprime, we find that the stability condition is satisfied only by cusp 1/2 for the

curve of level 4. This is known to be the unique irregular cusp for Γ1(N). Despite

we have Q = N/Q = 2, the width of the cusp is h = 1, and the corresponding

theory is actually a Â3 model with 4 vacua. The superpotential is the Sinh-Gordon

one in E.69 as for the cusps with divisor 2, but we have to impose the identification

z ∼ z + 4π.

Now we want to determine the positions of the cusps on the W-plane. Using the

expression E.49 for the critical value, we have

W (N,l)(0; τ → a

c
) = W (N,l)(0; γa

c
(τ → i∞)) =

N−1∑
k=0

e
2πilk
N logE l

N
, k
N

(γa
c
(τ → i∞))

=
N−1∑
k=0

e
2πilk
N logE〈al+ck

N

〉
,
〈
dk+bl
N

〉(τ → i∞) +
N−1∑
k=0

e
2πilk
N χ l

N
; k
N

(γa
c
),

where χ l
N

; k
N

(γa
c
) is given by the formula in E.57.

Let us consider the limit of the first piece. The leading order of Eu1,u2(τ) for τ → i∞
is

ordi∞Eu1,u2(τ) =
1

2
B2 (〈u1〉) .

Therefore, we find

W (N,l)(0; τ → a

c
) =

N−1∑
k=0

e
2πilk
N logE〈al+ck

N

〉
,
〈
dk+bl
N

〉(τ)
τ→i∞−−−→

N−1∑
k=0

e
2πilk
N log q

1
2
B2

(〈
al+ck
N

〉)
τ

= log q
K

(N,l)
a
c

τ ,

where
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K
(N,l)
a
c

=
1

2

N−1∑
k=0

e
2πilk
N B2

(〈
al + ck

N

〉)
.

Let us develop this expression. Using the Fourier expansion of the second Bernoulli

periodic polynomial

B2(〈x〉) = − 2!

(2πi)2

∞∑
m=−∞
m6=0

e2πimx

m2
,

we get

K
(N,l)
a
c

=− 1

(2πi)2

N−1∑
k=0

e
2πilk
N

∞∑
m=−∞
m6=0

e2πim(al+ckN )

m2

=− 1

(2πi)2

∞∑
m=−∞
m 6=0

e2πimal
N

m2

N−1∑
k=0

e
2πik
N

(l+mc).

The sum
∑N−1

k=0 e
2πik
N

(l+mc) is not vanishing if and only if l + mc = 0 mod N , which

admits solution only when c is coprime with N . Thus, we have

K
(N,l)
a
c

=


− N

(2πi)2
− 2πial2r

N

∞∑
m=−∞

m=−lr mod N

1
m2 6= 0, if gcd(c,N) = 1,

0, otherwise,

where r = c−1 mod N . So, we learn that if gcd(c,N) = 1 the cusp order is not

vanishing and therefore the critical value is divergent. Coherently with our analy-

sis, these are the IR fixed points described by free theories. In this limits all the

vacua decouple and the solitons connecting them become infinitely massive. On the

contrary, the cusps with 1 < Q ≤ N have a finite coordinate on the W-plane:

W (N,l)
(

0;
a

c

)
=

N−1∑
k=0

e
2πilk
N χ l

N
; k
N

(γa
c
).
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In the case of c = 0 mod N this becomes

W (N,l)
(

0;
a

c

)UV

= ∆W
(N,l)
Γ0(N)(γac ).

In particular, the cusp τ = i∞ is located at the origin and provides the boundary

condition for the critical limit µ→ 0.

It is clear from the last formula that the UV cusps are all in the same orbit of the

Galois group of the modular curve. Counting the equivalence classes of Γ1(N), these

models are labelled by the co-levels ±l and their number is equal to φ(N)/2. From

this point of view, choosing the co-level is equivalent to pick which UV cusp to put

in the origin. Also the free IR cusps are all in the same orbit of the Galois group,

since we can map τ = 0 to a generic rational a/c such that gcd(c,N) = 1 with a

matrix of Γ0(N). Instead, the other IR cusps with divisor 1 < Q < N can split

in different equivalence classes of Γ0(N). In general the Galois group maps a cusp

a/c with gcd(c,N) = Q and gcd(a,Q) = 1 to another cusp a′

c′
with gcd(c′, N) = Q

and gcd(a′, Q) = 1. A computation in [55] shows that for a given divisor Q we have

φ(gcd(Q,N/Q)) cusps of Γ0(N).

E.6.2 Boundary Conditions

In this last section we provide the boundary conditions for the tt∗ equations and

describe the solution around the cusps. Approaching a critical point, the solution

has to match the asymptotic behavour required by the physics of the corresponding

cusp. The deformations in the space of couplings near these points regard the overall

parameter µ rescaling the superpotential. Near the UV fixed point the ground state

metric can be diagonalized in a basis of vacua with definite Ramond charge:

gīi
µ→0−−→ (µµ̄)−q

R
i −n/2,

where n is the complex dimension of the target manifold. In the present case we

have n = 1. So, the solution to the tt∗ equations near the critical point is given

in terms of the Ramond charges of the vacua, or equivalently the charges of the

vector R-symmetry. These are given by the scaling dimensions of the chiral primary

operators of the CFT.

Let us start with the cusps corresponding to ÂN−1 models. These are Landau-

Ginzburg theories with superpotential [30]

W (N,l)(z; t) = µ

(
e−lz

l
+
e(N−l)z

N − l

)
,
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and gcd(l, N) = 1. These are integrable models with a ZN symmetry generated by

σ : z → z + 2πi
N

and N vacua, provided the periodic identification z ∼ z + 2πi. The

symmetry acts transitively on the critical points, which are given by the condition

eNz = 1. In the UV limit these theories tend to σ-models over abelian orbifolds

of CP1. These are known to be asymptotically free theories with central charge

ĉ = 1 [30]. The tt∗ equations in canonical form are the Toda equations in E.29

with vanishing β. Indeed, in this limit the unique non trivial homology operator is

A = σN and the U(1) charges defining the solution can depend only on α. Since

U(1) is broken by the superpotential to ZN , it is clear that the generators of the

two symmetry groups have a common basis of eigenstates. Let us first consider the

case of α = 0. A basis of U(1) eigenstates in the chiral ring can be generated with

the operators e−z, ez. Since the superpotential must have R-charge 1, these have

respectively charge 1
l

and 1
N−l . Given that e−lz = e(N−l)z in the chiral ring from the

vacua condition, we find that the set of eigenstates split in two ‘towers’

e−z e−2z · · · · · e−(l−1)z

ez e2z · · · · · e(N−l−1)z

with U(1)V charges

1

l

2

l
· · · · · l − 1

l

1

N − l
2

N − l
· · · · · N − l − 1

N − l
.

Approximately, we can say that the theory splits in two, with a set of operators

dominant on the other one according to how we take the limit. We complete the

basis by adding the identity I and e−lz, which have respectively charge 0 and 1.

Near the critical point these two operators correspond to a unique marginal degree

of freedom which gets a logarithmic correction to the scaling [30]. We point out that

in this language the Galois group acts directly on the U(1) charges with the map

l → al and puts in relation the solutions of the different ÂN−1 models. To see that

the set of charges is invariant under this map we have to use the chiral ring condition

eNz = 1. The operatorial equality e−kz = e(N−k)z for a generic k ∈ Z implies the

equivalence k
l
∼ N−k

N−l at the level of corresponding charges. In general, the integer

k and the co-level l are periodic of N in the chiral ring. So, one can recast all the

charges above as qk = k
l
, k = 0, ..., N − 1 and write the action of the Galois group

as qk → k
al

. The relation k
l

= ak
al
∼ k′

al
, with k′ = ak mod N , shows that the set of
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charges is left invariant by this map.

We can include the dependence from the angle α by multiplying the basis above by

e
α
2π
z. In this way the operators have the correct eigenvalues under ZN when α 6= 0.

The U(1) charges as functions of the angle are

1

l

(
k − α

2π

)
, k = 1, ..., l − 1,

1

N − l

(
k +

α

2π

)
, k = 1, ..., N − l − 1,

α

2π(N − l)
, 1− α

2πl
.

It is clear from E.66 that for β = 0 a transformation of Γ0(N) does not change

the dependence on α of the metric components. This can be seen at the level of

charges by the fact that the map l→ al is compensated by the rescaling of the angle

α→ α/d.

We note further that, since β is vanishing, the UV cusps turn out to be fixed points

of Γ(N). This is consistent with the fact that A is the unique generator of the

homology in this regime.

The irregular cusp 1/2 of the modular curve of level 4 is described by the superpo-

tential

W (z) = µ
(
e2z + e−2z

)
with the identification z ∼ z + 2πi. This theory has a Z2 symmetry generated by

σ : z → z + iπ
2

, but 4 vacua determined by the condition e2z = e−2z. This model

belongs to Â3 family and is asymptotically a σ-model on the CP1/Z2 orbifold. The

tt∗ equations are the Toda ones with N = 4 and a basis of U(1) eigenstates is given

by

e
α
2π
z e(1+ α

2π )z e−(1− α
2π )z e−(2− α

2π )z

with charges respectively

α

4π

1

2

(
1 +

α

2π

) 1

2

(
1− α

2π

) 1

2

(
2− α

2π

)
.
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We conclude by saying that the solution of the tt∗ equation is singular in the UV

cusps:

ϕi(t;α)
t→0−−→ −2

(
qi(α)− 1

2

)
log t. (E.75)

A solution in terms of regular trascendents can be given only on the upper half

plane, which is a simply connected space.

The discussion for the ÂQ−1 models for 1 < Q < N is pretty much the same of

the previous paragraph. So, we focus on the free massive theories corresponding to

the case of Q = 1. These IR cusps are Landau-Ginzburg models described by the

derivative

∂zW (z; τ) = µ cot
(z

2

)
. (E.76)

This function is periodic of 2π and has simple poles and simple zeroes respectively in

2kπ and π+2kπ, κ ∈ Z. Moreover, it is odd with respect to the parity transformation

ι : z → −z. Since the target space is not simply connected we need to pull-back the

model on the abelian universal cover. A natural basis for the homology is given by

the cycles B,B′ in figure 6. From the residue formula and the parity properties of

∂zW (z) one gets the transformations of the superpotential

B∗W (p) = W (p)− 2πiµ,

B′∗W (p) = W (p) + 2πiµ.
(E.77)

Proceeding as in D.4 we can construct the unique theta-vacua of this theory:

|φ, ψ〉 =
∑
n,m∈Z

e−i(mφ+nψ)BmB′n |0〉, (E.78)

where we denote with |0〉 some vacuum state of the covering model. Setting to 0

the corresponding critical value, the whole set is simply

Wn,m = 2πiµ(n−m). (E.79)

We want to derive the tt∗ equation in the parameter µ. The chiral ring operator

Cµ(φ, ψ) acts on the theta-vacuum as differential operator in the angles
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Cµ |φ, ψ〉 =
∑
n,m∈Z

e−i(mφ+nψ)2πi(n−m)BmB′n |0〉 = 2π

(
∂

∂φ
− ∂

∂ψ

)
|φ, ψ〉. (E.80)

We define the ground state metric

g(t, φ, ψ) = 〈φ, ψ|φ, ψ〉 = eL(t,φ,ψ), (E.81)

where L(t, φ, ψ) is a real function of the angles and the RG scale t = |µ|. We can

normalize the state so that the topological metric is 1. Thus, the reality constraint

implies

L(−φ,−ψ) = −L(φ, ψ). (E.82)

Moreover, by the commutation relations

ιB = B′−1ι,

ιB′ = B−1ι,

(E.83)

we have also

L(−ψ,−φ) = L(φ, ψ). (E.84)

The tt∗ equation for g(t, φ, ψ) reads

(
∂µ∂µ̄ + 4π2

(
∂

∂φ
− ∂

∂ψ

)2
)
L(t, φ, ψ) = 0. (E.85)

We recognize in this expression the equation of a U(1) Bogomolnyi monopole on

R × T 2. Abelian tt∗ monopoles have been studied in [31, 41]. The solution can be

expanded in Bessel-MacDonald functions as

L(t, φ, ψ) =
∑

m1,m2∈Z\{0}

A(m1,m2)K0 (4πt|m1 +m2|) exp (i (m1φ−m2ψ)) , (E.86)
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where the coefficients A(m1,m2) can be determined by imposing appropriate bound-

ary conditions. One can easily see that the tt∗ reality constraint E.82 implies

A(−m1,−m2) = −A(m1,m2), A(m1,m2) ∈ iR, (E.87)

while the parity condition E.84 requires

A(m2,m1) = A(m1,m2). (E.88)

Combining these two conditions one gets the further constraint

L(t, ψ, φ) = −L(t, φ, ψ). (E.89)

According to the discussion in section E.4, in order to have the abelianity of the

solution one should consider trivial representations of the loop generator. If we

demand the loop angle to vanish, namely φ = ψ, we simply find the trivial solution

g(t, φ, φ) = 1. (E.90)

E.7 Conclusions

In this chapter we have shown how the tt∗ geometry of the modular curves is rich

of interesting phenomena and outstanding connections between geometry, number

theory and physics. These Riemann surfaces parametrize a family of supersymmetric

FQHE models in which the usual setting degenerates in a doubly periodic physics

on the complex plane. In the subclass of theories of level N , the elliptic functions

playing the role of superpotentials haveN vacua andN poles in the fundamental cell,

with the corresponding residues which add up to zero by definition. The cancellation

of the total flux between the magnetic field and the quasi-holes guarantees the

enhancement of symmetry that makes possible to face analitically these models.

In particular, the presence of an abelian symmetry group with a transitive action

on the vacua allows to diagonalize the ground state metric, as well as to find the

necessary topological data to write the tt∗ equations. This requires to pull-back

the model on the abelian universal cover of the target manifold, where we have

seen that the physics is non-abelian. On this space the symmetry group is enlarged

with the generators of loops around the poles, which are responsible for the non

trivial commutation relations between the generators of the algebra. Hovewer, the
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abelianity that we have required in the classification can be recovered at the quantum

level. In particular, the ansatz of a solution with vanishing loop angles is consistent

with all the tt∗ equations, which can be recasted as Toda equations in the canonical

coordinates.

Studying the modular properties of these models, we have underlined that the non

trivial modular transformations of the superpotential are a natural consequence of

the geometry of the modular curves. A critical value as coordinate on the spectral

cover can be defined only on the upper half plane, since the F-term variations are

rational functions in projective coordinates on the modular curves. This has been

studied in the easiest cases of the platonic solids inscribed in the Riemann sphere,

but for surfaces of higher genus it is more convenient to parametrize the critical value

in terms of the fundamental units of the modular function field. The congruence

subgroups have a not trivial effect also on the components of the ground state metric,

since they change the representation of the abelian symmetry group.

The known results and theorems about the cusps counting and classification have

been recovered in a physical language when we have classified the critical limits of

this family of theories. One of the main point is that the width of a cusp allows to

determine the UV or IR nature of the corresponding RG fixed point.

Our investigation has also revealed the algebraic properties of the modular curves.

As we pointed out, the most remarkable connection with number theory is that the

Galois group of the real cyclotomic extensions acts on the regularity conditions of

the ÂN−1 Toda equations. This follows from the fact that the ÂN−1 models play the

role of UV critical limits and belong to the same orbit of the Galois group.

F Modular Transformations of logEu1,u2(τ )

In section E.5.2 we have setted the notations

qτ = e2πiτ , qz = e2πiz,

z = u1τ + u2,

with u1, u2 ∈ Z/N , and defined the modular units

Eu1,u2(τ) = qB2(u1)/2
τ (1− qz)

∞∏
n=1

(1− qnτ qz)(1− qnτ /qz), (F.1)

which are the Siegel functions up to the root of unity e2πiu2(u1−1)/2. These objects
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satisfy [58]

Eu1+1,u2(τ) = −e−2πiu2Eu1,u2(τ), Eu1,u2+1(τ) = Eu1,u2(τ), (F.2)

and transform under γ =

(
a b

c d

)
∈ SL(2,Z) as

Eu1,u2(τ + b) = eπibB2(u1)Eu1,u2+bu1(τ), for c = 0,

Eu1,u2(γ(τ)) = ε(a, b, c, d)eπiδEu′1,u′2(τ), for c 6= 0,

(F.3)

where

ε(a, b, c, d) =

{
eiπ(bd(1−c2)+c(a+d−3))/6, if c is odd,

−ieiπ(ac(1−d2)+d(b−c+3))/6, if d is odd,
(F.4)

δ = u2
1ab+ 2u1u2bc+ u2

2cd− u1b− u2(d− 1),

and

u′1 = au1 + cu2, u′2 = bu1 + du2. (F.5)

With these definitions, we want to compute the difference

χu1,u2(γ) = logEu1,u2(γ(τ))− logEu′1,u′2(τ), (F.6)

for γ ∈ SL(2,Z) and generic characters u1, u2 ∈ Z/N . From F.3 we know that

there is a power of Eu1,u2(γ(τ))/Eu′1,u′2(τ) which is equal to one. This number is

12N for Γ(N) and 12N2 for Γ1(N),Γ0(N) and the whole SL(2,Z). Therefore, the

difference χu1,u2(γ) must be equal to 2πi times a rational number. Given that the

upper half plane is simply connected, this number is independent of τ . Moreover,

since logEu1,u2(τ) is single-valued on the upper half plane, it is also indipendent

from the branch of the logarithm. A natural choice, suggested by the q-expansion of

the Siegel functions, is the principal branch on C with the negative real axis deleted.

From now on we will use this determination. Because Eu1,u2(τ) changes by a phase

under an integer shift of the characters, we can assume without loss of generality

the canonical normalization 0 < u1, u2, u
′
1, u
′
2 < 1.
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Let us first consider the case with c = 0. These transformations belong to the coset

group Γ1(N)/Γ(N) ' ZN and are generated by γ(τ) = τ + 1. Using the expansion

of the Siegel function in F.1 we easily obtain

χu1,u2(γ) = 2πi
1

2
B2(u1). (F.7)

From now on we assume c 6= 0 and write γ(τ) = aτ+b
cτ+d

= a
c
− 1

c2τ+cd
.

Using again the E.46 we have

logEu1,u2(τ) = 2πiB2(u1)τ + log(1− qz) +
∞∑
n=1

(log(1− qnτ qz) + log(1− qnτ /qz)) .

With τ in the upper half plane and the characters canonically normalized, the con-

ditions of absolute convergence for the standard series of the principal logarithm are

satisfied. Therefore, using series expansions like

log(1− qz) = −
∞∑
m=1

qmz
m

for the logarithms in the expression, we obtain

logEu1,u2(τ) = 2πi
1

2
B2(u1)τ −Q(z; τ),

where

Q(z; τ) =
∞∑
m=1

1

m

qmz + (qτ/qz)
m

1− qmτ
.

Then, let us put

τ = −d
c

+ iy, with y > 0, γ(τ) =
a

c
+

i

c2y
.

Since it is indipendent of τ , we can calculate χu1,u2(γ) in the limit y → 0, i.e.

τ → −d
c

and γ(τ)→ i∞, by applying the Abel limit formula. Setting

zγ = u1γ(τ) + u2, z′ = u′1τ + u′2,
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and keeping only the immaginary parts, since χu1,u2(γ) is pure immaginary, we have

to evaluate the expression

χu1,u2(γ) = 2πi
1

2

(
B2(u1)

a

c
+B2(u′1)

d

c

)

− lim
τ→− d

c

(ImQ(zγ; γ(τ))− ImQ(z′; τ)) .

(F.8)

Let us start with ImQ(zγ; γ(τ)). As γ(τ) → i∞, qzγ and qγ(τ)/qzγ approach 0,

therefore

lim
τ→− d

c

ImQ(zγ; γ(τ)) = 0.

Now it is the turn of Q(z′; τ). We can decompose it in two pieces :

lim
τ→− d

c

ImQ(z′; τ) = lim
τ→− d

c

Im
∑
c - m

1

m
Qm(z′; τ) + lim

τ→− d
c

Im
∑
c|m

1

m
Qm(z′; τ)

= L′ + L′′,

where

Qm(z′; τ) =
qmz′ + (qτ/qz′)

m

1− qmτ
.

The symbols L′ and L′′ denote the sum respectively for c - m and c | m. We

introduce

r = e−2πy, M = N |c|, ζ = e−2πid/c, λ = e2πi(− dcu′1+u′2).

It is shown in [59, 60] that the partial sums of these series are uniformly bounded.

Therefore, we are allowed to take the limit under the sign of summation. Let us

consider first L′′. Using the notation above and taking the immaginary part, we

have
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L′′ = lim
r→1

∑
c|m

ru
′
1m − r(1−u′1)m

1− rm
1

2m
(λm − λ−m).

Taking the limit under the summation sign, one gets

L′′ =
∑
c|m

(1− 2u′1)
λm − λ−m

2m
=

∞∑
m=1

(1− 2u′1)
1

2|c|m
(λ|c|m − λ−|c|m)

= (1− 2u′1)
1

2|c|

∞∑
m=1

1

m

(
e2πi(−dε(c)u′1+u′2|c|)m − e−2πi(−dε(c)u′1+u′2|c|)m

)
,

where ε(c) = |c|/c. If t is real and not integer, it holds the Fourier expansion

∞∑
m=1

1

m
(e2πimt − e−2πimt) = −2πiB1 (〈t〉) ,

where B1(x) = x− 1
2

is the first Bernoulli polynomial. Thus

L′′ = −2πi(1− 2u′1)
1

2|c|
B1 (〈−dε(c)u′1 + u′2|c|〉) = −2πi

c
B1 (u′1)B1 (〈du′1 − u′2c〉) .

Now we turn to the last piece L′. Taking the limit under the summation sign, we

obtain

L′ = lim
τ→− d

c

Im
∑
c - m

1

m
Qm(z′; τ) =

∑
c - m

1

m
ϕ(m),

where

ϕ(m) = Qm(z′; τ)|τ=−d/c =
λm + (ζ/λ)m

1− ζm
.

Since ϕ(−m) = −ϕ(m) = ϕ(m), we note that ϕ(m) is pure immaginary and an odd

function of m mod M = N |c|. Now, for each class x ∈ Z/MZ and 2x 6∈ MZ, we

define
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f(x) =
∞∑
m=1

a(m,x)

m
(F.9)

where

a(m,x) =


0 if m 6= ±x mod M

1 if m = x mod M

−1 if m = −x mod M.

(F.10)

Then, L′ can be rewritten as

L′ =
1

2

∑
x∈Z/MZ,

x 6=0 mod cZ,
2x 6∈MZ

ϕ(x)f(x). (F.11)

In [59] is shown that

f(x) =
−iπ
M

[
1

1− e2πix/M
− 1

1− e−2πix/M

]
. (F.12)

Let ω = e2πi/N |c|. Using this expression L′ becomes

L′ =
−πi
2M

∑
c - x

λx + (ζ/λ)x

1− ζx

[
1

1− ωx
− 1

1− ω−x

]

=
−πi
2M

∑
c - x

[
λx

(1− ζx)(1− ωx)
+

(ζ/λ)x

(1− ζx)(1− ωx)

− λx

(1− ζx)(1− ω−x)
− (ζ/λ)x

(1− ζx)(1− ω−x)

]
.

Changing x to −x in the last two terms, we find

L′ = −πi
M

∑
c - x

λx

(1− ζx)(1− ωx)
+
∑
c - x

(ζ/λ)x

(1− ζx)(1− ωx)

 .
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This expression can be further simplified. We decompose the sum by introducing

the variable

x = y + k|c|,

0 < y < |c|, 0 6 k 6 N − 1.

Let us denote with S the partial sum in the variable k of the first term in L′. One

gets

S =
λy

1− ζy
N−1∑
k=0

λk|c|

1− ωy+k|c|

=− 1

M

λy

1− ζy
N−1∑
r=0

rωry
N−1∑
k=0

(λωr)k|c|.

The sum on the right is 0 unless (λωr)|c| = 1. Using the definitions of λ and ω in

terms of u′1, u
′
2, d, c, we see that (λωr)|c| = 1 if and only if

r = Ndu′1 −Ncu′2 mod N.

Letting consequently r = N〈du′1 − cu′2〉+ sN with 0 ≤ s ≤ |c| − 1, we have

S = − 1

|c|
λy

1− ζy
∑

0≤r≤N−1,

r=Nu′1d−Ncu′2 mod N

rωry

= − 1

|c|
λy

1− ζy

|c|−1∑
s=0

(N〈du′1 − cu′2〉+ sN)e2πi y
Nc

(N〈du′1−cu′2〉+sN)

= − 1

|c|
λy

1− ζy
e2πi y

c
〈du′1−cu′2〉

|c|−1∑
s=0

sNe2πiys/c
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= N
λy

1− ζy
e2πi y

c
〈du′1−cu′2〉

1

1− e2πiy/c

= N
e2πiy

(
〈du′1−cu

′
2〉−du

′
1

c
+u′2

)
(1− e−2πiyd/c)(1− e2πiy/c)

.

In order to write the final result in a more compact way, we introduce the symbol

[x, u′1, u
′
2]d,c =

e2πix
(
〈du′1−cu

′
2〉−du

′
1

c
+u′2

)
(1− e−2πixd/c)(1− e2πix/c)

. (F.13)

Noting that the second sum in L′ can be obtained from the first one with the

substitution u′1 → 1− u′1, u′2 → −u′2, we get

L′ = −πi
c

 ∑
x∈Z/cZ,
x 6=0

[x, u′1, u
′
2]d,c +

∑
x∈Z/cZ,
x 6=0

[x, 1− u′1,−u′2]d,c

 .
From the property [−x, 1− u′1,−u′2]d,c = [x, u′1, u

′
2]d,c, one obtains further

L′ = −2πi

c

∑
x∈Z/cZ,
x 6=0

[x, u′1, u
′
2]d,c. (F.14)

Putting all the pieces together, we finally have

χu1,u2(γ) = 2πi
1

2

(
B2(u1)

a

c
+B2(u′1)

d

c
− 2

c
B1(u′1)B1(〈du′1 − u′2c〉)

)

− 2πi

c

∑
x∈Z/cZ,
x 6=0

[x, u′1, u
′
2]d,c.

(F.15)
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