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Chapter 1

Introduction

1.1 DNA and Cancer

Cancerous cells divide without control, growing also in tihhsence of the proper

signals and ignoring the pressure from neighboring celi&® Jearch of a cure against
cancer progression is one of the big challenges in medionanly because of two

relevant issues [1]. The first is that several factors apfmehe related with (and be

the cause of) the disease. These include:

 The alteration in the DNA sequence of cancer-related ggrjes tumour sup-
pressor genes (e.g. p53, RB and APC), which encode for pratestiaining
cells’ ability to survive and divideii) oncogenes (e.g. BRAF, c-fos, cerbb3),
whose mutation causes oncoproteins to become hyperactivgpfing the cell
to grow ignoring stopping signals.

* The inactivation of one or more genes encoding for protdiassynthesize or
repair the DNA [2]. This leads to the introduction of a higmmher of random
mutations during cellular replication, which remain uraieed and accumulate,
and eventually hit cancer-related genes short-circudjmgptotic mechanisms.

» The silencing of “master” genes regulating cell divisi@j, [which endowes
daughter cells with mangled chromosomes (wrong in numhey, mixed or
containing extra segments)These aneuploid cells can accumulate chromoso-
mal aberrations with generations, finally altering the treéeamounts of thou-
sands of genes and eventually the normal dosage of tumoresgmy and on-

LIt is worth to point out that the search for a restricted sadrafogenes, tumour suppressor genes,
or “master genes” has failed so far. For example, in the 2008 oncogenes and 15 tumour suppressor
genes were already identified, inducing scientist to notuebeca priori the idea that each tumour is
unique in the pattern of its genetic disarray.
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coproteins. Itis not clear if aneuploidy is related to migta$ in genes or it is
itself a cause of cancer [4].

» The epigenetic modifications, such as DNA methylation astbhe-modifica-
tions [1,5].

The second and most life-threating reason is that primamotus often evolve in
metastases, for which no effective cure exists (they arsecafl nine of every ten
deaths from cancer). Metastatic cells are in fact able terdsibod and limphatic
vessels, spreading out the malignancy in different parthefbody. This renders
uneffective the treatment of the primary tumour.

The most common strategies for the cure of cancer are suergnotherapy, ra-
diotherapy, immunotherapy and others. The choice depantteedype and the stage
of cancer and on the status of the patient. Obviously onlgliped tumours can be ef-
ficaciously removed by surgical procedures (known examgiedreast and prostate
cancer), which besides need to be extremely precise to agoidtrence phenom-
ena. The preferred alternative to surgery has become tduayatherapy [6, 7, 8],
not only for the treatment of leukaemias and lymphomas, Wwhi@ spread in the
body and thus untractable by surgery and radiotherapydouhé cure of almost all
kinds of cancers. In addition, chemotherapy is often ustat afirgical intervention
to lower the risk of recurrence.

Most chemotherapeutics in use today rely on a cytotoxioactivhich is a direct
consequence of their reversible or covalent binding tau@DNA [9,7,10,11]. This
affects the propensity of DNA to interact with proteins [13], eventually inhibiting
vital processes such as replication, transcription, reggaénzymes action, and it may
lead ultimately to cell apoptosis (Figure 1.1) [12,14, 1§,17]. Figure 1.2 reports a
(partial) list of of drugs that have been assayed for thedsppnsity to interact with
transcription factor/DNA systems [12]. Although effeiggainst virtually all kinds
of tumours, genotoxic chemotherapeutics approved so theiglinics act indiscrim-
inately on wealth and malignant cells. Thus, understandire molecular level the
mechanism of action of these drugs is a key step in the desigrand more effective
pharmaceuticals.

1.2 Structural determinants of drug/DNA adducts

Most drugs exert their action by binding to DNA. Thereforeithrational design
requires a detailed understanding of which interactioesrasponsible for affinity,
reactivity and selectivity towards nucleic acids, as wsltlze comprehension of the
molecular recognition events. Such a knowledge is the quésge for the inves-
tigation of molecular routes triggering cellular respanse genotoxic agents (like
ATM/p53 activation — Figure 1/1). For these purposes, $tinat information on
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Figure 1.1: Responses provoked by replication- and transcription-blocking DNi&rles
Replication-blocking DNA lesions are repaired by global genomic rep&R; which is part
of the Nucleotide Excision Repair (NER). If not repaired, they block Didglication during
S phase, which can lead to collapse of the replication fork and the formdtiethal Dou-

ble Strand Breaks (DSBs). Bulky DNA lesions can also block transcripfieanscription-
blocking lesions are repaired by Transcription-Coupled Repair (T@Righ also is part of
NER. If not repaired, proteins required for survival might not basaibed and the cell will
undergo apoptosis (adapted from Ref. 17).

drug/DNA adducts is firstly required. To date1500 ligand/oligonucleotide X-ray or
NMR structures have been reported on Nucleic Acids and iPrGtataBases (NDB
and PDB respectively, TaUFlEL)_igands can bind DNA both covalently (to nucle-
obases or to phospate sugar-backbone) or non covalenty. ddn be accomodated
in the minor or in the major groove, with or without interdahg between base pairs.
Most compounds lie in the minor groove, where they form fatate packing interac-
tions with the walls of the DNA. Organic covalent binders alyualkylates purines
in the minor groove. The structures of about 35 adducts EtviNA and minor
groove ligands have been solved (Table 1.2), of which 6 aré RBRticancer alky-
lating agents [9, 12]. The dominance of non-covalent bisdemainly due to the
difficulties in obtaining pure crystallographic quantstief adducts. This contrasts
with the simple mixing procedures used for non covalent dermformation [18,19].

Molecular modeling of drug/DNA adducts

Computer simulations have become an essential tool for tigetsg the behavior
of biological systems, unraveling the subtle relationshyplving structural and dy-
namical features and activity of biomolecules at an atoewell of detail. However,

2For a short summary of DNA structure see Appendix A.
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Non-covalently binding drugs Covalently binding drugs
] . Ethidium bromide (EB) | | [ _|
I Non-specific —I: Amsacrine (NAMSA) g Benzo(a)py.rene (BaP)
i E H Monoadduct Pluramycin® (PLR)
2 —| Moderately specific to AT | Tilorone (TIL) | i forming at G Ecteinascidine 743%
kS " . —— = (ET 743) AGC', CGG'
5 Mepacrine (quinacrine, Q) S FR900482°(FR
| @ || Moderately specific Hedamycin (HED) 2 (FR)
< to GC Nogalamycin (NOG) g
2 ] GCA, TG! 5 || Monoadduct CC 10655 |
§ - - <) forming at A
l_ Actinomycin D (ACT) GC! >
Specific to GC Doxorubicin* (DOX) p—
Daunorubicin* (DRB) o
— Mitoxantrone (MTX) £ Sulphur mustard (HD)
2 £ Diadduct Nitrogen mustard (HN2)
% Echinomycin (ECH) GC' | =>_forming atG > A Quinacrine mustard (QM)
= i‘ Specific to GC Bis-Doxorubicin g i: Melphalan (MFL)
5]:3 (WP631) CG! 2 Cisplatin (cisPt)
) = Tallimustine®” (TLM)
=] 5
Specific to GC Chronomycin A; (CHR) o
& Binding depends on Mg (I} Mithramycin (MTR)
-% o £ Distamycin A (DST)
El 8 % Netropsin (NT) |
s 2o - Microgonotropens (MGTs)?
L|E 5 5[ Specificto AT 1 Hoechst 33252; Hoechst 33342]
SE _g 4’ 6-Diamidine-2-phenylindole
z (DAPI)
Calicheamycin derivative?
(CLM) TCCT1

Figure 1.2:DNA-binding targets: mode of interactions and their region and sequeece s
ficity (taken from Ref. 12).! Sequence preference. A series of related drugs with di-
stamycin A moiety and a polyamine tail, which interacts in the major groove and exhibits
preference to GC Methyl-derivative of aryltetrasaccharide moiety of calicheamycin. The
drug lacks the enedyne component, hence, it does not cleave DINAome studies, anthra-
cycline antibiotics covalently bound to DNA in the presence of dithiothreitolrdll) ions

or formaldehyde was assayed.Interactions in the minor groove® A cross-linking agent
related to mitomycin C7 Preferential binding to A.
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Biomolecule contains Number of hits

DNA 2567
DNA and ligands 1477
Proteins 45946
Proteins and ligands 11045
DNA and proteins 1350

Table 1.1:Number of hits corresponding to structures containing DNA, proteins and lig
ands. The search has been performed on the PDB database overad 401805 structures
(december 2007), after removal of sequences with similarity larger than 95

the development of modelfofce field3 for the simulation of DNA has revealed itself
much more challenging than for proteins, because of sefagtdrs. These include:
1) the polyanionic nature of oligonucleotides, which regsiieevery accurate treat-
ment of the balance between the oligonucleotides’ confoomal energies and their
interactions with the aqueous solvent [20] (i.e. a very eafeutuning of bondegs
non bondedorce fieldterms);ii) the relatively low potential energy barrier associ-
ated to the torsion angles governing the conformation ofCtN& phosphate-sugar
backbone [21,22,23]. Reliabferce fieldsfor the simulation of oligonucleotides in
acqueous solvent have been developed since the mid 199@§[24, 27, 28, 29, 30],
and are under continuous development (pathologies sidt @hich are being cured
nowadays [31]). Despite these difficulties, molecular niiodeallowed to study
structural, kinetic and thermodynamic aspects of oligtentaes alone or interacting
with proteins and ligands [32, 33,34, 35, 36, 37, 38]. Amdmgtiiologically relevant
iIssues which have been addressed there are:

» Conformational properties of DNA duplexes: the structstability and flexi-
bility of A, B, Z-DNA in solution [39, 40, 41, 42], the transiths between dif-
ferent oligonucleotide conformations [43,44,45]; sequeegifects on the struc-
ture [46,47,48], the population of different conformatibaubstates [49,50,51,
52]; the opening of base-pairs [53,54,55,56,57], the udimgand stretching
of DNA duplexes [58, 59], the minor groove deformability [6the ion and
water distribution around DNA [61, 62].

« Electrostatic properties of DNA [63, 64,65, 35].
« Protein/DNA interactions and molecular recognition [66,68, 69].

* Interactions, selectivity and binding of small ligand€X§A [70,71,72,19,73,
74,75,76].
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Such studies facilitate interpretation of experimentahdand allow for information
not readily accessible to experimental methods to be aiddi20, 35, 34].

1.3 Motivation of the work

The first and largest part of my thesis focuses on ligands hwhind to DNA, in
particular alkylating agents. Despite the latest methogichl advances and the phar-
macological relevance of alkylating drugs [77,78,79, &), &eir interaction with
DNA has been less characterized compared to non covalederdsin Only few re-
cent theoretical studies have appeared in the literatmau@ding some from our
groupE concerning the structure, the thermodynamics, the kisetitd the molec-
ular recognition of minor groove alkylating binders [82, 83, 85, 86, 71]. This con-
trasts with the relatively large number of studies on noratavt ligands (see e.g.
Refs. 87,76, 88, 37, 75, 89,74, 90,91, 92,93, 94, 70, 95, 96, Mbre importantly,
many issues are still not fully understood, such as the ibutitons of different inter-
actions and structural features to DNA sequence selggtiié routes of molecular
recognition by ligands and proteins and the catalytic rdlawxleic acids in bond
covalent modification. This information is essential faustural biology and drug
design, as the latter relies on the assumption that berleditets of drugs origin
from the interaction with its target.

My project during this PhD is thigtly placed within the scepadepicted above.
| firstly characterized the structure and the energeticsddiiats between the anti-
cancer covalent binder anthramycin [98] and DNA, for whietax structure is avail-
able [99]. This study follows the spirit of previous invegttions performed in the
group on other two anticancer compounds (the major groaveebicisplatin/[100,
101,102, 103, 104] and the minor groove alkylating agentcdtmycin [105, 106,
107, 83]). Subsequently, | extended my investigation tortimdecular recognition
events involving both the latter compound as well as anthicam Comparison has
also been made with the prototype of non covalent minor grdmmders, distamy-
cin A [108,109,110,111]. The focus has been on the calanaif free energies,
the evaluation of enthalpies entropic contributions and the role of the solvent, the
estmation of the weigths of various interactions. This iinfation has provided in-
sights on similarities and differences in the moleculaioggition process between
the different kind of DNA ligands.

The second part of the thesis focused on the hydrolysis ofrtifeenium-based
compounds, ICR [112] and NAMI-A [113,114,115]. These arg/ygomising for the
treatment of primary tumours and metastases, respecfiveby 117]. The identifica-
tion of most stable hydrolytic products is important as theyld likely interact with

3] do not include in this list MD simulations performed to re&fiNMR structures
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Compound bond type total number
duocarmycin
anthramycin
mitomycin
bizelesin
esperamycin covalent, minor groove 9
calicheamicin
tamoxifen (anti-estrogen)
epidoxorubicin (also intercalator)
psolaren (also intercalator)
netropsin
distamycin
lexitropsins (3)
polyamides (6)
hoechst33258
hoechst33342
proamine
bis-benzimidazole
tris-benzimidazole
propamidine
pentamidine non covalent, minor groove 29
furamidine
chromomycin
mithramycin
DAPI
AR-1-144
DB819
DB884
DB921
SN6999
SN7167
UCH9
cisplatin
oxaliplatin metal-containing 3
bisplatin

Table 1.2:Minor groove covalent and non covalent binders, and metal-basedddiwfs for
which the structure of an adduct with DNA has been resolved (from P&8bank, updated
december 2007).
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biological targets. This work has started thanks to theabaltation here in Trieste
with E. Alessio and G. Sava’s labs, who discovered NAMI-Ahe tid 1990s.

1.4 Outline of the Thesis

The outline of the thesis is the following:

 Chapter 2 introduces the theoretical background neededderstand molecu-
lar simulations and free energy calculations, which arentlaén tools used in
the work exposed here.

» Chapters 3 to 5 constitute the first part of my thesis.

— Chapter_3 focuses on the interaction between the anticafiodating
drug anthramycin and DNA. Following the spirit of previousnks here
in SISSA, | characterized both the covalent complex and timegovalent
adducts between two supposed reactive forms of the drugharidNA by
performing classical MD. Then | used Car-Parrinello quanilibhto gain
insigths on the reactivity of the two forms and to investigtite catalytic
role of DNA for the reaction.

— Chapter 4 addresses the problem of molecular recognitionis iEha
complex phenomenon, that goes beyond the simple formafiensta-
ble adduct. In fact, small molecules exploit not only birgliget sliding
into and unbinding from the minor groove until they reach efgmred se-
guence on DNA. In this Chapter is reported the evaluationed &nergy
profiles associated to the sliding of anthramycin and dungein into the
minor groove of their non covalent complexes with DNA. Thagh are
differentin size, selectivity and affinity, which reflectstwo significantly
different profiles associated to the process. A dissectidheoprofiles is
also undertaken, which allows for a understanding of thecgsuof simi-
larities and differences in the mechanisms of the two drugs.

— Chapter 5 describes the mechanism of unbinding from DNA dfrant
mycin and distamycin A, again starting from the non covatemhplexes.
The behaviors are compared between a covalent binder, vgpesdicity
to guanines is due to covalent linkage, and a non covaleahdighat
achieves its high selectivity towards AT-tracts througkafic h-bonds.
The routes of detachment turn out to be very different. ldde®inding
of distamycin goes through the formation of a relativelyoitantermedi-
ate. In contrast, the detachment of anthramycin appearsremaphasic
process triggered by local DNA structural changes and yingla role of
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waters. For both the compounds, the last contacts with DNAf@med
by the hydrophilic tails, and the main cost of detachmergeafiom the
disruption of hydrophobic packing interactions.

» Chapter 6 concerns the second Part of my thesis. It is a quamtechanical
study on the hydrolysis of NAMI-A and ICR. Despite the struatwgimilarity,
ICR is active mainly on the primary tumours, while NAMI-A is lgractive
against metastases. Significant differences are seen mythrelysis paths of
these two drugs, which could be relevant to understand #moreof their di-
verse pharmacological activity.

¢ |n the last Part | draw some conclusions of these works andtline future
perspectives.
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Chapter 2
Methods

The role of molecular modeling for life sciences has had anbomcrease over the
past few decades thanks to the constant expansion in congasfermances and the
development of fast and robust simulation algorithms. Inigalar, computer simu-
lations has been more and more being employed to investigateres not directly
accessible to experiments. Among these are multiple corg#tions of ligand-DNA
complexes [75], multi nanosecond dynamics at atomistiel I82, 31], and discov-
ery of unpredicted conformations of chemical compounds3]1The bridge between
molecular simulations and macroscopic world has deep bassatistical mechan-
ics. Indeed, thermodynamic quantities are determinednmpeer simulations asn-
semble averagesver a large number of microscopic configurations assumettidoy
system under study. Common techniquesamplethe configurations assumed by a
system at equilibrium are Molecular Dynamics (MD), Monte I6dMC) sampling
and Stochastic/Brownian dynamics. The work described mttiesis mainly benefit
of MD techniques, with both a quantum and classical desonf the system under
study. As the use of MD in Statistical Biology is based on tlgodic hypothesis and
the existence of shadow orbits, | will start briefly recajlthese assumptions. Then, |
will describe how to approach the many-body problem withechr&dinger and New-
ton system-evolution representations. Finally, | will ciése methods | used for the
calculations of free energies and for the evaluation ofarsous contributions.

2.1 Statistical foundations of MD: Ergodic hypothesis
and shadow orbits

The idea behind MD simulations echoes the way real-life Brpents are performed.
The equilibrium behavior of a complex system is studied Ip¥ang its time evolu-
tion in the absence of external impulses and thermodynaropepties are calculated
from averages over a sufficient long trajectory. Such a mhoeeis well founded only
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for the so-callecergodicsystems, which are assumed to fully sample the accessible
phase space (hyper)volume during the “observation” (is#mtilation”) time. This

is equivalent to assume that time averages are indepenaemtMD initial condi-
tions. Let consider a system of particles in a volumé’” and denote2(V, V, E)

the number of microstates with energy Within the ergodic hypothesis, if we per-
form a numbert{r°, p°} of MD simulations starting from different initial conditis

(r°, p°) in the space of coordinates and momemiaase spadethe time average of
any properties (r, p; t') over a time interval can be expressed as:

1 1 t . .
70 p) = lim tdt’f(r pit') = 20 g0y Limiooy Jo At £ (ropir®, p% 1)

2.1
t=oo b Jg #{r, p°} @1
The last term in eq. 2|1 can be rewritten as:
1 t . .0 Ot/
lim = dt/ Z f(rapar D3 ) (22)
t—oo £ Jg PR #{r9 p°}

Considering the limiting case in which we sum a functign®, p°) overall the
possible initial conditions, we obtain tlemsemblaverage:

w00 9%, p° drdp g(r°, p°
E{#’{;Ogi;}p ) —> IEQT(‘]\Q??/(TE)Z) : = (9(r°, p"))nvE (2.3)

whereQ(N,V, E) = ¢ [, drdpg(r’,p°) andcis a constant.
Thus, we have:

flr,p) = tlirgo%/ dt' (f(r,p;r°, 0% ) wve = (f(rp))vve (2.4)

where the last equality comes from the independence of drlsesmerages on
time [119]. It is generally assumed that complex systemesh 1 the majority of
those biologically relevant, are ergodic. Although thisiplausible assumption, it
should be pointed out that thexgodic hypothesiss not always true (for some ex-
ample see e.g. Ref. [119]). A further drawback affecting (imgple) all kinds of
MD simulations is the so-called Liapunov instability [120,9]. For chaotic sys-
tems, like almost all those simulated by MD, the trajectargxtremely sensitive to
initial conditions. This implies that any error in the intagon of the equation of mo-
tion, no matter how small, will always cause the simulatadharical) trajectory to
diverge exponentially from the “true” trajectory startifrgm the same initial condi-
tions. However, for the purpose of MD simulations, what ische is the equivalence

We assume here= 1, that is correct for quantum systems. In the classical Jimit 1/h* and
c = 1/N!'h3¥ for distinguishable and indistinguishable particles ezspely [119].
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of the numerical and “true” trajectories irstatisticalrather thardeterministicsense.
Thus, even if the numerical trajectory diverges from the wae, as long it conserves
the total energy within a given accuracy\ F, the sampled configurations will be-
long to a constant energy hypersurface for which |E* — E| < AE. This means
that the numerical trajectory will be, within the eridir, representative of some true
trajectory in the phase space, although it is not known aipsibich one. The true
trajectory, to which the numerical one overlaps for a carpariod of time, is called
shadow orbit At the time the Liapunov instability raises up, the numalricajectory
will get far from that specific shadow orbit, but there alwayifi be another one of
these to which it is superimposed.

2.2 MD in various Statistical Ensembles

2.2.1 NVE Ensemble

In the last section we introduced the ergodic hypothesisafeystem described by
the microcanonical distributiod&WV E. The dynamics of such system follows the
Hamiltonan (or the equivalent Newtonian) laws of motion:

o= L (2.5)
m;
b = Fi. (2.6)

However, the conditions of constant voluriie number of particlesV and total en-
ergy E do not fit those in which experiments are usually made. Thus necessary
to define schemes allowing for the evolution of systems undeditions of constant
volume and temperaturéV(l’'T'), or constant pressure and temperatuyé’("), cor-
responding to typical real-life situations. In order to devMD schemes for these
ensembles, two main strategies have been developed [148]based on the ex-
tended Lagrangian formalism, the other on mixing MD with edshC moves which
transport the system between different shells of constaerigy. Here | describe the
Nosé-Hoover thermostat [121, 122] and the Andersen barfitd], which are im-
plemented in the MD codes | used and belong to the extendedhgign picture.

2.2.2 NVT: Nosé-Hoover thermostat

A way to sample théVV'T ensemble within the framework of MD was introduced
about twenty years ago by Nosé [121] and reformulated by Eiod22], who modify
Newton equation of motion by adding two non physical vaeablthus introducing
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the following non-Hamiltonian dynamical system:

Po= 2 2.7)
m;
p, = F,—p, (2.8)
Q
. Pn
— b 2.9
i 0 (2.9)
N p'2
p, = ;m — LkT. (2.10)

where{r;}, {p;} are coordinates and and momenta of figarticles with masses
m;, the forcesF; are derived from théV-particle potential and. is a parameter to
be determined. The two nonphysical variabjesndp, in eq. 2.7 regulate the fluctu-
ations in the total kinetic energy of the physical variapksd can be thus regarded
as an effective "thermostat” for the physical system. Tharater() controls the
strength of the coupling to the thermostat: high valuesltésio a low coupling and
viceversa. These equations of motion conserve the follgirantity:

Py

2Q

whereH (p, r) is the physical Hamiltonian. Assuming thatis the only constant of
motion, the microcanonical partition function at temperat/’ can be written as:

C=H(p,r)+ + LkTn (2.11)

2

Qr(N,V,C) = / dVp d"r dp, dn e*N"§ (H(p, r) + Doy LkTn — C)

2Q)
o3NC/LET

P — dp €—3Np%/2QLkT/de dNI' 6—3NH(p,r)/L]gT
LKT / "

(2.12)

that, with L = 3N, is proportional to the canonical partition function foetphysical
system. Thus, the Nosé “extended” scheme gives confornsatibthe physical sys-
tems that belong to the canonical ensemble. Inh eql 2.12, ¢heéow*™” has been used
asdVp d"r dp, dn e3N" is the phase-space conserved measure for this set of eguatio
of motion (see Appendix B).

Nosé-Hoover chains

When there is more than one constant of motion a single Nos&dtidhermostat is

unable to get the correct canonical sampling for the physicsiem [119]. It has been
indeed shown that this is the case for small or stiff systefP4], where a single Nosé-
Hoover thermostat can give rise to high oscillations in #rapgerature. Examples of
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pathological systems are a catalytic site of a protein omg-thucleobase adduct in
guantum MD simulations. To allow the simulation of more gahesystems Martyna

et al.[125] devised a scheme in which additional dynamical vaeskare inserted in

the Lagrangian. This corresponds to couple the first thetah¢s another one, and
S0 on, generating a whole chain of thermostats (here the hers@-Hoover chains).

In fact, as the momentum of the extended variable enteritigarirst Nosé-Hoover

thermostat is distributed canonically, it can also be tlemtated. The chains take
into account for additional conservation laws, and gemsréite correct canonical
distribution. The equations of motion for a system coupted’t thermostats are:

o= 2 (2.13)
m;
. P
pi = F,— Epi ) (2.14)
flk - %7 k= ]-7"'7N07 (215)
Qk
N
5, = Zp—?—LkT _ P (2.16)
pm - m; Q2p771 ’ .
=1
2
o pnkq p77/c+1
= — — kT | — =—p,, , 2.17
P Qr—1 ) Qk+1pnk ( )
; = pg]NC’l kT 2.18
Py, = m - . (2.18)

The dynamics generated by these equations conserves ltheiifig) "energy™:

Ne 2 Ne
p
Hyue = H(p,r) + E —2g;k + LkTn; + E kTny (2.19)
k=1 k=2

2.2.3 NPH: Andersen barostat

At constant pressure, the volumreof the system fluctuates and has to be treated as
a dynamical variable. Andersen introduced a dynamicalreehi@ which the time-
average of any property is equal to the isoenthalpic-isol{ai P H) ensemble aver-
age [123]. Subsequently, Parrinello and Rahaman [126] géned the algorithm to
allow the simulation of solids under stress, where diffeessures can be applied
along the three box edges. The Andersen algorithm consadehgsical system of N
particles, with coordinate&r; } and momentdp; }, and introduces a new variabig
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and a set of scaled coordinatgs} which enter in the following Lagrangian:

N N
. - 1 . 1.
Lana(p™, 0™, Q,Q) = §mQ2/3 > b hi— Y ¢(Q1/3Pij)+§MQ2—@Qa (2.20)
i=1 i<j=1

wherem is the mass of the (identical particles is the potentiala a parameter
having the value of the pressure P of the system to be sinalllatel )/ is the mass
of the “piston” coupled to it. The corresponding Hamiltamia:

H2
HA”d<ION7 7TN7 Qa H) 2mQ2/3 Z T T+ Z Q1/3 + — + OZQ

2M
1<j=1
. (2.21)
wherer; = mQ*3p; andIl = M are the momenta conjugate o and Q,
respectively. A trajectory generated by this Hamiltonias lthe property that the
time average of a function of the original system variabigs™, p"; V') is equal,
except for a negligible error, to the isoenthalpic-isob@msemble average &f, at
pressure’ = a:

[dNrd"pdV § (H(xN,pY;V)+ PV — H) F(xV,p";V)

F = Fypy(N, P, H) =

NIT(N, P, H) ’
(2.22)
whereH (r", pV; V) is the original system Hamiltonian, and
1
I'(N,P,H) = i /dNr d"pdV é§ (H(xN,p";V)+ PV — H) (2.23)

The above relation is true providing that the following espondences between
the original and scaled dynamical variables are defined:

V() = Q), (2.24)
r(t) = QY%p(t), (2.25)
pi(t) = Q m(t). (2.26)

This mapping identifies the instantaneous value of the velofrthe system with
the introduced variabl® and allows to expresH 4,4 in terms ofH.

Ml 7Y, Q1) = HQ @ PrV.Q) 4 5y vaV . (2.27)
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Now, expressing’ through the scaled coordinates as

FN,p";V) = F(QY3pN,Q 32N, Q) = G(p", 7V, Q,11), (2.28)

it follows that the average of' is equivalent to the average 6f in the micro-
canonical ensembl®& £ corresponding t@ 4,,4:

F=G= [dp"N [ dx™ | d dI1 6 (Hana(p™, 7, Q,11) — E) G(p™, 7™, Q, 11
/1p/7f/62/ (Hana(p™, 7™, Q,11) — E) G(p", 7", Q,10)
= /d,oN/dﬂN/dQ/dHé(HAnd(pN,wN,Q,H) — E) F(Q*pN, Q7 3xN; Q)

1 (2.29)

The integration inp" is done over a unitary volume, since the coordinates are
scaled. Returning to the variable’$,p”, andV one obtains:

Jdit [ d¥rdVpdV (H(rN, pV;V)+ L oV - E> FxN, pV;V)

F:
[dII [ dNrdNpdV § (H(xN,pN; V) + %—FO&V—E)

(2.30)
which resemble$’y p, except for the integration id. Thus, we can write:

A [dUT(N,a,E — L) Fypu(N,a, B — 117)
[dIT(N,a, B — &)
and expanding the ensemble aver&ge  in the numerator as a power series of
12 /2M up to the first order one finds:

: (2.31)

F%FNPH(N,Q,E—HQ/QM). (232)

As the momentunil appears irH 4,4 only as quadratic term, the averdde/2M
is equal tokT'/2, whereT is the temperature of the scaled system (at fiXeand £).
The equations of motion for the original system are obtainea those of the scaled
one (derived fromH 4,,4) by using the correspondence rules 2.24:

, p;i 1 dlnV
o b Loamy 2.
ti mi+3rl dat ’ (2.33)
1 dnV
o, = F,— —pi— 2.34
p 5P (2.34)
M2V 2 p? 1 e~ dé(ry)
drr _O‘+(§ = 2m_§l<zj1”jTij /v (2.39)
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Summarizing, when the trajectory of the physical systeneiadpdetermined by
that of the scaled system through the correspondence rildsthe time average of
any propertyF’ coincides with itsV P H ensemble average.

2.3 Force calculation

Once the equations of motion have been devised to sampleffaeedt statistical
ensembles, all we need is to calculate the forces acting cm ‘garticle” (i.e. the
constitutive entity in the system). At the first level of apximation after the neglec-
tion of the subnuclear particles, these particles are ifiiethtas nuclei and electrons,
which are rigorously described by quantum mechahi¢sowever, for most of the
purposes of biological simulations, the quantum natureuziei can be neglected,
leading to the so-called semi-classical description oftenatn this framework, we
describe the Born-Oppeheimer and Car-Parrinello MD scherfibs. next level of
approximation consist in integrating out the electronigrées of freedom, describ-
ing the interaction among atoms though mean-avefage fields These are used to
evolve systems through classical MD.

2.3.1 The semi-classical approximation

In the non-relativistic limit, the time evolution of a systeof M/ atoms andV elec-
trons are described by the time dependent Schrodingerieqya7]:

0
i W = HT, (2.36)

where the wavefunctio® depends (in the space representation) or3thié + V)
coordinates, the nuclear and electronic spin states arichen in absence of external

2 For the sake of clarity, in the following we will often restrito closed-shell systems, for which
the sum over spins can be factorized out. Only when no additicomplexity is added the discussion
will be taken as most as general considering explicitly spintals instead of spatial orbitals.
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fields, the HamiltoniarH reads:

H=T+V =T, +TN+VeN+Vee+VNN

. M v Z[e
S ey
Sy e
i<j |rl—r]| 1<J |RI_RJ|

2

- Z 27;\4 -V H({n) (R1))

At room temperature the thermal wavelengths about0.1 A, while typical in-
teratomic distances, in liquids and solids, are of the ooderA. Thus, a good ap-
proximation is to neglect quantum correlations betweenenfanctions of different
nuclei,i.e to consider the nuclear wavefunction as an incoherent sapesition of
individual nuclear wave packets. In addition, nuclear reasse large enough that
such individual wave packets are usually well localizedeSentwo observations lead
to the conclusion that the quantum nature of nuclei can baysagglected in many
circumstances. In fact the majority of the so-calfest-principle or ab initio meth-
ods consider the nuclei &tassical particlesmoving in a (effective) potential due to
electrons. To achieve a classical description of nuclé&s, fitrst necessary to separate
electronic from nuclear degrees of freedom. Formally,¢ais be done by writing the
wavefunction as product of terms depending only on eleatronnuclear positions
("one-determinant” Ansatz [128]):

({r.) (R):) ~ (e} Ox({Ro}: 1) exp {ﬁ / dt’<m<t’>>} (2.38)

This separation leads to a set of self-consistent equat@rthe electronic and
nuclear wavefunctions, in which each system move inateragefield of the other
class of degrees of freedom:

- D) oo w2 { [ R UR ) Vi (n). (Ra) (R i) | 0
(2.39)

Zhg—zf = —Z 2M] ]X+{/dr@*({ri};t)He({ri}7{R[}) \I/({I‘i};t)}x
(2.40)
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Eqs! 2.39 and 2.40 define the Time-Dependent Self-Considiethiod (TDSCF),
first introduced by Dirac in 1930. A classical descriptiomatlei dynamics is achie-
ved by expressing in exponential form [129],

X({Rr};t) = ARy} t) exp [iS({Ry}5t) /A] (2.41)

whereA andS are real andd > 0. Substituting this expression in eq. 2.40 gives,
in the classical limit: — 0, the following set of equations:

N

03 (V19)? . B

E+Z 2, +/dr\Il H U =0 (2.42)
A2 & I

- (A2 =0. 2.4
o +;v ( M}) 0 (2.43)

Using the connectio®?; = VS eq.[2.42 is isomorphic to the Hamilton-Jacobi
equation of classical motion for actishand Hamiltoniar{ = 7'({P,}) +V ({R,}),
while eql 2.43 is a continuity equation for the density pimlity A% = |x|? of nuclei,
which move with classical velocitieg ;.S/M; = p;/M;. Thus, the motion of nuclei
can be described using Newton’s law:

dP;
dt
In particular, nuclei are driven by mean-fieldpotential due to electrons (and

containing also a contribution from their kinetic energypdadepending on nuclear
configuration at time. To get off the nuclear wavefuntion also from eq. 2.39 one
replaces the nuclear densjty({R};¢)|*> by a product of delta functiond ;d(R; —
R;(t)) (i.e. incoherent wave packets extremely localized) [12Bkmmarizing, in
the semi-classical picture the nuclei evolve classicalhg the only requirement is
to solve the Schrddinger equation for the electrons, whaseiunction depends on
time only parametricallyon nuclear positions at tinte

— vV, / drU*H, U = -V VF{R;(1)}). (2.44)

o YR

h— = — 4V =H U 2.45
ih— ;_1 i ViU + VU =H, (2.45)
MR(t) = —vf/dr\p*m\p. (2.46)

The set of equations 2.45 and 2.46 describe the so called riféistemolecular
dynamics" scheme. It is clear now that the motion of the nusldictated by the
Hamiltonian., which basically contains the quantistic information oa éhectronic
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system. Thus, the major task of quantum mechanics conceensalution of the
Schrédinger equation for the electrons, whose solutiamwatb know the dynamical
behaviour of the system.

2.3.2 Empirical force-fields and Classical MD

The large computational costs in the implementatioalafnitio molecular dynamics
end up into two major limitationg) the relatively small size of the systems that can be
simulated (hundreds of atoms) aindthe relatively short simulation timescale (tenths
of picoseconds). As many relevant biological processeallysavolve large systems
(thousands of atoms or more), and occur in relatively longesicales (nanoseconds
or more), it is necessary to develop effective parametimeedntials, which are faster
to integrate, albeit less accurate, in order to study thisl kif systems. Force-fields
based simulations originate from the assumption that tha-Bppenheimer potential
energy surface can be approximated by additive parametnaay-body terms that
can be obtained by fitting experimental and high-level quanthemical data into
simple functional forms. The term “force field” indicatesuan€tional form for this
approximation, which relates the configuration of the sys{éR.},: = 1,...,N)

to its internal energy U, along with the set of parametersl usehat function. In
this work, the AMBER parm94 force field [24] for description mfacromolecules
in solution has been used, which is particularly well-siifer nucleic acids model-
ing. Namely, two sligthly modified versions of the originali@ell et al. force field
have been employed. The first, called parm99 [25], was inted by Cheatham
et al. in 1999 to better reproduce the equilibrium betweene&®@o and C3’-endo
sugar puckers and the helical repeat of DNA, which is shghtiderestimated by the
parm94 force field. The second was introduced this year bgzP&tral. to improve
the description ofv/y conformers [31]. It is important to remind that changes in a
force field do not guarantee a systematic improvement oeeotiginal version. For
example, one drawback of parm99 with respect to parm94 sdagness in convert-
ing the DNA from A to B form, which could hamper effective sding in short MD
runs. The AMBER force fields belong to the so-called Classl,sehibe functional
form is the following:

U= Y Kolr—r+ 3 Ko =0+ 3 21+ cos(no— )

bonds angles dihedrals
+ Z 45@']’ (£> - (£> + #]
— Tij Tij ETij
(2.47)

Atom bond stretching and angle bending are represented@®hie terms, while
dihedrals or torsionals are described by a sinusoidal t&ton-bonded interactions
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comprise two terms, the first is a Lennard-Jones 6-12 whishrd®es atom-atom re-
pulsion and dispersion interactions, the second is the @aulelectrostatic term. In
eq. 2.47y andd are respectively the bond length and valence angigthe dihedral
or torsion angle and,; is the distance between atormand;. Parameters include the
bond force constant and equilibrium distanég, andr.,, respectively; the valence
angle force constant and equilibrium angi€;, and?.,, respectively; the dihedral
force constant, multiplicity and phase andlg, n, andy, respectively. The functional
form used for out-of-plane distorsions (e.g. in planar gus different in different
force fields [130]. For instance, in the AMBER force field [28, 231] this term has
the same form as that used for proper dihedrals, while in CHARI82, 133] an
harmonic term is used. Collectively, these parameters septehe internal or in-
tramolecular ones. Nonbonded parameters between atants; include the partial
atomic chargesy;, along with the LJ well-depttg;;, ando;;, the (finite) distance at
which the interparticle potential is zero. These terms & eferred to as the inter-
action or external parameters. Typicaly, ando;; are obtained for individual atom
types and then combined to yietgd ando;; for the interacting atoms via combining
rules. The dielectric constaatis typically set to 1 (corresponding to the permittiv-
ity of vacuum) in calculations that incorporate explicitamt representations [130].
Van der Waals and electrostatic interactions are calalilagéween atoms belonging
to different molecules or for atoms in the same moleculearsted by at least three
bonds.

Force-field optimization. Force field parameters are fitted to reproduce chemical-
physical properties of a class of model compounds repraseadf the biomolecules
of interest. To this end quantum mechanics geometry opaitioizs are used to obtain
bond and valence angle equilibrium constants and the dihptiese and multiplic-
ity, whereas vibrational spectra calculations are usedjisaforce constants [130].
Lennard-Jones parameters are fitted to reproduce obsersabh as enthalpies of
vaporization, free energies of solvation and densities ofecular liquids. Atomic
charges are optimized to reproduce the QM-determinedretatic potential (ESP)
on a grid surrounding the molecule. As ESP charges tend tondetermined, a
widely used approach is to use restraints during fittingdllgto Hirshfeld charges),
a method referred as Restrained ESP (RESP) [134]. Of courgghgas calculations
do no properly represent some of the condensed phase pesp#rtis a further refine-
ment based on available experimental data is necessarycliEBges are calculated,
in most the cases, at the HF/6-31G(d) level as this is knowovésestimate dipole
moments and interaction energies [24]. This overestimd#gads to partial charges
that include the implicit polarization proper for condetigdhase simulations.



2.3 Force calculation 29

2.3.3 Long-range interactions

In simulations of biological systems it is highly desiddeato avoid the calculation of
all non-bonded pair interactions, since the computationat would be proportional
to the square of the number of atoms. These interactionsaphndictates the dy-
namics of biomolecules, and cannot be merely truncatedraeg@iven cutoff [119]
when long-ranged. An interaction can be roughly defined-@mge if the associated
energy falls off slower than—¢, whered is the dimensionality of the system. Thus,
Coulomb ¢ ¢~1) and dipole-dipole{ ¢~%) should be considered long-range when
dealing with three dimensional systems. Indeed, cuttiegriteraction on a sphere of
radiusr, makes it is easy to see that the tail correction, proportmmﬁ r) dmr?
diverges if the potential function goes to zero with— oo faster thaW‘3 T For-
tunately efficient methods to handle the evaluation of lomgge interactions were
developed. Among these, the most used are reaction fieldoaetnd lattice meth-
ods [135]. The first class assumes that beyond a given destiéwecinteraction can
be treated using an “average field” approach, derived frorosaopic electrostatic.
The second class of methods, much widely used, is represbgtthe Ewald sum-
mation algorithm [136], which efficiently handles long-geninteraction in periodic
systems (and thus require Periodic Boundary Conditions - PBX(betused for the
system being simulated).

Ewald sums

Within PBC each patrticle interacts with all the other N-1 jzdet into the simulation
box and with all the N particle images in an infinite 3D arraypefiodic cells. The
electrostatic potential enerdgy“ " of the infinite system, therefore, takes the form:

oo — A 2.48
3 Z ey + 1] 2.48)

where L is the length of the periodic box (assumed cubic forpéicity), N is
the total number of atoms, andare the direct lattice vectors. The prime on the
summation indicates that the sum is over all the imagesndi # j if n = 0. The
convergence of this series is extremely slow, and thus alaegg number of images
is required to achieve a reliable estimate5f**!. A simple recipe to cope with this
problem consist in splitting the electrostatic energy io parts, a short-range and a

8 The LJ interactions, instead, can be cut at a given cutqgffcgilly 10-12 A), since they decay
very rapidly. Methods have been developed that treat themdzeyond the cutoff radius. as being
homogeneous (i.e. with LJ parameters averaged over allitetdm types) [119]. These interactions
are thus effectively treated as short-range interactiath, tlve addition of a constant correction term.
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long-range term. This means to find some functiossuch that the Coulomb potential
can be rewrittenf = |r;; + nL|):
1 px) | 1-p)

= + (2.49)
X x X

If 5 is properly chosen, the first term will be negligible beyondien cutoff
z., and the latter will be a slowly varying function af that can be expressed as
Fourier Series with a low number &fpoints. Ewald [136] made fo#(x) the natural
choice of the complementary error functierfe(z) = (2/+/(7)) [~ exp(—u?)du,
such thatl — (z) = 1 — erfe(x) = erf(z). Thus, in eql 2.49 the termxfc(x)
is evaluated cutting the interactions at a given cut-offijlevthe long-range term is
Fourier transformed in the reciprocal space, where it besoshort-ranged and can
be thus accurately estimated by summing over a limited nuwireciprocal vectors
(both the sums in real and reciprocal space becomes in fachextially converging).
The parametet: tunes the relative weights of real and reciprocal sumspagh the
final result is independent of it. An optimal choice makesHEweald sum converge
as N3/2, which can be further improved t& In N with the use of Particle-Mesh
methods (as the Particle-Mesh Ewald, PME [137] or the RerBarticle Particle-
Mesh, PPPM [138]), making advantage of the Fast Fouriersfoam (FFT) [139]
algorithm. For a detailed derivation of the electrostatiergy in the Ewald method
and a brief discussion on Particle-Mesh Approaches seerfgig€.

2.4 The electronic structure problem

In the previous section | described the recipes that are tesedaluate interactions
in dynamical systems. Concerning the force fields, once agprp@rametrization is
available, nothing more is requested that solving clakkieaiton equation of motion.
Within the semi-classical approximation, the knowledgéhefelectronic structure is
needed to calculate forces acting on the nuclei. In theviatig, | describe the main
methods used for solving the electronic structure problem.

2.4.1 Time-space separation

Within the TDSCF scheme derived in the previous section rgglsvant noticing that
'H. depends on time onlgarametricallythrough the positions of nuclei. Whenever
the Hamiltonian does not depend explicitly on time, it isgbke to formally separate
the variables and reduce to a time-independent eigenvatieem. In fact, we can
cast the electronic wavefunctighas simple product:

U({ri}; {Rr},t) = v({ri}; {R1}) f(1), (2.50)
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whereR; are instantaneous positions at timend: and f satisfy the following
set of equations (obtained substituting the above exmnessieq! 2.45):

d
ih f(t) = Bf(t), (2.51)

Hep({ri}; {Rr}) = Ev({ri}; {R1}). (2.52)

A particular solution of the Time-Dependent Schrédinger Equation (TPSE
thus the product of a sinusoidal wave in time and a functioisfyang the eigenvalue
equation 2.52, which is called time-independent Schréetieguation (TISE):

V({r}: AR} ) = v({ri}; {Re}) [fe /0] (2.53)

whereE = (H.) is the energy of the electronic system in the nuclear cordigur
tion {R;}. At this point we have avhole serie®f solutions because generally there
will be multiple values ofE' for which eq. 2.52 has solutions far. As the time-
dependent Schrodinger equation is linear in time, the gésetution will be simply
given by a linear combination of the various independenitgmis:

W= fult) en({ri} {Ri}), (2.54)

where f,(t) = f, e 'P+¥/" and is the eigenfunction corresponding to energy
E,. Thus, system time evolution is entirely described by theodecoefficients
f(t). In fact, the occupation of eigenstates at any time is giwenfb(t)|* (with
S (0] = 1), while transitions are describeth the cross-termg, fi.....

2.4.2 Methods for solving Time Independent Schrédinger Equa-
tion

Eq.[2.52, describing the behaviour of the electronic suksysis still too compli-
cated, thus approximations have to be introduced to tatkld common approach
consist in writing the total electronic wavefunction as aduct (symmetrized or not)
of single-particlewavefunctions. The work presented in this thesis has pdofiiten
Density Functional Theory [140] (DFT) and Hartree-Fock Jr#th Mgller-Plesset
(MP) 2m¢ order corrections. Both of these methods include electroaicelation
effects, and allows treatment of relatively large systenth & reasonable computa-
tional cost.
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Hartree-Fock Methods

The Hartree-Fock method takes into account the Pauli pri@dor electrons writing
the total electronic wavefunction asmgle (antisymmetric) Slater determinant of the

spin-orbitalsy;(x) = ¢;(r) o(s) [141], whereo(s) = a(s) or 3(s):

Yi(x1)  Pa(x1) - Yn(xa)
Uy = 1 2Pl(:x2) 2/12(:X2) wNEXQ) . (2.55)

I . :
Vi(xy) Ya(xn) o Yn(xn)

Minimizing the expectation value of the Hamiltoni&ty with respect to the set
{4} subject to the orthonormalization conditiofi§|;) = | dx, ¢} (x)1;(x) = d;;
gives, after diagonalization through a unitary oper&fothe canonical Hartree-Fock
system of equations:

Fip; = €i¢i7 (2-56)
with
V2 Z[e al
F=-— R — — K. 2.57
’ 2 +EI:|I'1—RI|+;(JJ 2 (2:57)

The so-called Fock operatdf; is an effective one-electron operator describing
the kinetic energy of an electron, the attraction to all thelei, and the repulsion
between electrons, through the Coulomb and exchange operato

N
Jj(x1) di(x1) = Z/dX2¢Z(X2)¢k(X2)g12 ¢i(x1), (2.58)
k=1
N
Kj(x1) ¢i(x1) = Z/dx2¢2(xz)¢i(xz) 812 P (x1) , (2.59)
k=1
with
8ij = ; (2.60)
v — 1

The exchange operator has a non-local character, and isrtheéhat accounts for
the exclusion principle of Pauli. The expectation valuehaf Fock operator

g1 = (| Fi|on) (2.61)
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can be interpreted as the energy of thd MO, which in the limit of frozen
orbitals is equal to minus the ionization enerfjyof the I-th electron (Koopmans’
theorem [142]). The total energy

N
E= Zfz Z i — Kij) + Vi (2.62)
U 1
is not simply the sum of MO energies, because the Fock operatdains terms
describing the repulsion of each MO &li other electrons, and thus the sum owger
counts the electron-electron repulsion twice, which haveetcorrected by the second
term. Moreover, this total energy cannot be exact, as tlotrele-electron repulsion is
only accounted for in an average fashion, due to the appitiam of a single Slater
determinant as the trial wave function. The absence of ladive among electrons
can be included within a perturbative scheme, like the ondalfer-Plesset.

Mgller-Plesset perturbation theory

In the Magller-Plesset scheme [143, 144] the unperturbedilttaman H, is taken
to be a sum over Fock operators. As this sum counts twice trexgge) electron-
electron repulsion, the perturbatidh, becomes the exaédf.. operator minus twice
(V.e) (also calledluctuation potential

N

Hy=) F= Z(h +Z ) Zh +2(V..) (2.63)
i=1 i=1

Hy = Ve = 2(Vee) (2.64)

The zero-order wave function is the HF determinant, whiteftrst (MP1) order
correction to the energy is given by the average electreot&n repulsion changed
in sign. Electron correlation enters at the MP2 level, anblves only a sum over
doubly excited determinants (if canonical HF orbitals ased) [144]:

MP2 _ ii JJ dridradi(r1)d;(ra)gua [da(r1)ds(ra) — du(r1)da(rs)] . (2.65)
: Ei+E€j—€E4—&p

i<j a<b

The MP2 correction typically recovers 80-90% of the cotrelaenergy, at a
cost roughly twice as that for solving HF equations in piitcalculations (this be-
cause only two-electron integrals corresponding to twoldoation of two occupied
and two virtual MOs are required in €q. 2.65). Moreover, faell-behaved” sys-
tems, MP2 usually gives better results than MP3 [144]. ldicig higher terms in
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the perturbation is not very common, as other methods beaumgpetitive [144],
like Configuration Interaction (CI), which has the advantag®eaing intrinsically
multi-reference.

Density Functional Theory

Density Functional Theory (DFT) is a rigorous method to fihd ground state of
many particle system [140]. The main idea lies in assumptat the ground-state
properties of a quantum system of particles can be described starting from its
densityp(r)

p(r) = N/ |W(ry,re, ...rN)|2 dradrs...dry . (2.66)
This has two main advantages over the other techniques:
* density is an observable that can be easily measured amalizesd.

* the dimensionality of the problem is reduced froi & 3, as the density is a
function of space.

The Hohenberg-Kohn theorems. The use of the density as fundamental quantity
is based on the two Hohenberg-Kohn theorems, enunciatée iearly sixties [140].
The first theorem demonstrates that, given a Hamiltonianacherized by a general
external potential’,,;, the ground-state densip(r) associated to it is unique. As
V..t Univocally determines the Hamiltonian of the system, itdwk that the ground
state wavefunction, and thus all the observables are fumal of the density. The
second theorem provides a variational principle for thaugtbstate density: given
any trial densityp > 0 for which [ p(r)dr = N, it follows that E[p] > E[p]. From
this result, one can get a variational equation to obtairgtibend-state energy. Let
apply the Hohenberg-Kohn theorem to a systenVadlectrons in which the external
potential is due to the nuclei. The energy in terms of thetede@ density reads:

Elp] = T.[p] + Veelpl + Venlp) + Vun = Flp] + / drp(r)Vea (2.67)

whereF[p| = T.[p] + Vee|p] = (¥ |T. + V.| ¢) is a universal functional indepen-
dent from the external potential..[p] = Von[p] + V-
Applying to p the stationary principle

5B [ [ o3|} <o, e
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we obtain the Euler-Lagrange equation for the multiplier

OF|p]
dp
Although DFT is formally a rigorous method, the applicatiointhe variational

principle requires in practice an explicit form of the fuctal F. Kohn and Sham

suggested to decompose it in parts whose only the most iangareed to be treated
exactly [145].

= Ve (r) + (2.69)

Kohn-Sham equations. The main idea of the Kohn-Sham method lies in the
possibility of mapping a system @Y interacting particles into an equivalent one of
non-interacting bodies, characterized by the same grotatd density [145]. For
such systems, the density can be written as a summation iogge-particle contri-
butions:

al 2
= o) (2.70)
=1
and the kinetic energy functional has an analytical exjpoass
a 1
_ KS 2 KS
Tolp] = Zl <soz- —5 V| ¢l > (2.71)
The functionalF'[p] can be rewritten as:
Flp] = Tolp] + Vulp] + Exclp] (2.72)

whereVy = 3 fdr"’ = r’l) Is the classical part of the particle-particle interaction
and the ‘exchange-correlation’ functiondl.. is defined as:

Eyelp] = T'[p] — To[p] + Veelp] — Vi [p] (2.73)

Thus all the unknowns of the problem are put iatg, which sums the corrections
in the kinetic energy and of the non-classical part of theigarparticle interaction.
The echange-correlation term describes the lowering inggrgained by a system of
interacting electrons with respect to the Fermi gas, andhesfore a negative sign.
Formally E,. can be written in terms of an exchange-correlation energypasicle
£z¢, Which is itself functional of the total density:

Budlp) = [ drplw)eacls (2.74)
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Equation 2.69, turns out to be:

dTo|p]

— yKS 2.75
7 (r) + — ) (2.75)
with
KS / p(I‘/)

VA2 = Vou(r) + /dr Py + Vielp] (2.76)

where we have defined the exchange correlation potential

5E10[p]

= 2.77
‘/ﬁtc(r) 5p ( )

Eq.[2.75 says that we can solve the original problem by fintliegground state
energy for a system of non-interacting electrons in a affeqiotential. The single-
particle orbitals describing these electrons solve thecseisistent Kohn-Sham (KS)
equations:

1
[§v2 + Vis(r)]oK® = ;05 i=1,....N (2.78)

The total energy of the system is not the sum of KS eigenvalugiscan be ex-
pressed as

[ ;5 B % / drdr/&P(? + Euelp] — / drV,.(r) p(r) (2.79)

r—r

The method of Kohn and Sham shifts the complexity of the gnwbbn finding
a suitable analytical formulation of the exchange-coti@tafunctional. In practice
this is not possible, so once again approximated expres$iave been derived for
E,..

Exchange-Correlation functionals

Local Density Approximation. An approximation for the exchange-correlation
functional has been proposed already in the original papkidhenberg and Kohn [140,
141]. They recover the idea beyond Thomas-Fermi approiomat the kinetic en-
ergy for an homogeneous electron gas, and apply it to theawah of £,.[p]. The
exchange-correlation energy densityrims assumed to bkocal, i.e. only depends
on the value ofp in r itself (here the name Local Density Approximation, LDA):
ezelp] = €ze(p(r)). In addition,s,. is approximated by that of an homogeneous gas
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of electrons of density"™ = p(r) (in a uniform background of positive charge).
Thus

ere o] = €50 (p(x)) (2.80)
The simplification introduced by LDA becomes clear if oneid#se,.. into ex-
change and correlation contributionsande.. In fact, for a homogeneous electron
gase, is known exactly [140, 141, 146], and is proportional to thbic square of the
density:

4\

The situation is more complicated for the correlation tewhjch has been de-
termined analytically in the high and low density limit [1478], and by Quantum
Monte Carlo calculations for intermediate states [149].t&é (approximate) an-
alytical formulas have been derived by Vosko, Wilk and NugeM/N correlation
functional) [150] and by Perdew and Wang (PW) [151]. The maason behind suc-
cess of LDA is most probably a partial cancellation of errdnsfact, LDA typically
underestimateg’. but overestimateg’,, resulting in unexpectedly good values of
E... However, for molecular systems is underestimated by a factor of 10, leading
to errors larger than the whole correlation energy (overeged by a factor 2), and
bond energies up to 25 kcal/mol larger than experimentaieg]144]. In addition,
LDA exhibits heavy deficiencies in describing hydrogen-t®rwhich are crucial for
studies on biologically relevant systems [152,153].

1/3
DAl = 2 (ﬁ) p/3(x) (2.81)

Generalized Gradient Approximation. The General Gradient Approximation
(GGA) successfully improves the accuracy of DFT by intradgahe gradie@[ of
the density in the functional form df,...

EOGA]| = / d(r) (p(x), Vp(r)) (2.82)

Quite generally, GGAs functionals give good results fortladl main bond types
(covalent, ionic, metallic and hydrogen bonds) (see fomada [146] and Refs.
therein). For Van der Waals interactions, however, comm@A&and LDA fail. To
treat these weak interactions more specialized approdevesbeen developed [154,
155] but | will not treat them in detail here. The GGA functas used in biochem-
istry typically are derived by fitting parameters on the mies of sets of molecules.

4 Notice here the difference from the gradient-expansigmr@gmation (GEA), where one tries
to systematically calculate gradient-corrections to LDthe form |Vp|, V2p, |[Vp[2. In contrast
to GGA, GEA shown no improvement with respect to LDA, becaofsthe loss of some important
properties of the exchange-correlation hole [144].
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Nowadays the most popular and reliable GGA functional usebdiochemistry is
BLYP, which also has been used in the work exposed in thisgheéle acronym
BLYP denotes the combination of Becke’s exchange function® RB86], and the
correlation functional of Lee, Yang and Parr (LYP) [157]tbantroduced in 1988.

Becke exchange functionalThis correction was introduced by Becke [156] to
reproduce the exact asymptotic behaviour of the exchangeygn The analytical
formula reads:

E,[p)P = EEPA + AP (2.83)

where

AEPS = =3 [ drps (v) jr55mrs (2.84)
g =V (2.85)

p3
x gives a measure of the local inhomogeneity of the system ttaagharameter

[ has been fixed to 0.0042 a.u. by a fit on known Hartree-Fockfdatae rare gas
atoms.

Lee-Yang-Parr correlation functional. The LYP functional [157] for the corre-
lation energy was derived from the Colle-Salvetti formulagd @omputes correlation
energies from HF second order density matrices. Its exjoressthe following:

ol

1 1 1 ,
EfYP[P] = —a/dr—l {p + bp_% [Cppg — 2tw + (—tw + —V%)] e
14dp~s 9 18
(2.86)

whereCr = %(3%2)3, ty = LIV +V?p. The parameters=0.04918,

b=0.132,¢=2533 andi=0.349 are obtained by fitting the functional formula on HF
calculations for the Helium atom.

co

Hybrid functionals. The main problem in DFT practical implementations arise
from the approximation inherent in the exchange-corratapotential introduces a
Self Interaction Error (SIE) that does not convenientlyaads as in HF theory [144].
This leads to serious drawbacks in calculations of therraotstry of molecules us-
ing the LDA or GGA standard functionals. Relative energiestates with differ-
ent spin multiplicity are often poorly described, radicafsatom transfer transition
structures are predicted to be too stable, and activationebmare severely underes-
timated [83,158]. These considerations have pushed Bedkeltmeexactexchange
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into the functional form off,.. Theoretical instrument for this proposal is the adia-
batic connection method [159], that gives a link betweemthreinteracting reference
system and the real fully interacting system:

LdE),
E..= /D WCM (2.87)
Here \ is an inter-electronic coupling strength parameter takimegsystem from

no Coulomb interaction at = 0 to full correlation at\ = 1. In the limit A\ = 0 we
have only exchange energxactlythe one given by the HF thed%/ Following this
idea people tried to decompogi,. as a combination of LDA, exact exchange and a
gradient correction term [160]. Coefficients have been bathutated by fitting of
some properties [161, 162] or derived from requirementshercorrect behaviour of
V.. [163]. Among these hybrid functionals the B3LYP [161], enyad in the work
exposed here, is probably the most used in biological caticuns:

EFYT = (1= a)BLPY 4 aB + bDAEP® + (1 — o) EXP4 + cEFY (2.88)

Thea, b andc parameters are determined by fitting to experimental dadadan
pend on the chosen forms f&14 and ES%4, with typical values being ~ 0.2,
b ~ 0.7 andc ~ 0.8. Hybrid functionals represent today the better choice imgeof
performance vs accuracy.

2.4.3 Basis Set approximation

In actual implementations of (Post)HF or DFT-Kohn-Shamescés, the MOs are
usually expanded in terms éf, basis functions of well-known behavior

My
©i=Y  CiaXa (2.89)
The mathematical problem is thus transformed into that biisg a secular ma-
trix equation, in which the matrix elements are calculatexnf arrays of integrals
evaluated for the given basis functions. Taking HF equat@’6 as example, and
expanding the eigenfunctions as above, one obtain the fafRoothaan-Hall equa-
tions (for a closed shell system) [144]:

FC = SCe (2.90)

5This energy would be equal to that calculated with HF wavetion methods if the the KS orbitals
were identical to the HF ones.
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wheresS is the matrix describing basis set functions overlaps;(= (x.|xs)) and
the matrix elements of the Fock operator are written as suomefelectron integrals
and products of densitymatrix with two-electron integrals

Fop = (XalFlxs) = has + Z Gapys Dys (2.91)

¥9

has = {Xalblxs) = /drlxaa)

TS D3 / drlxau)mf—jmm(n

2
(2.92)
Goprs = <Xa(1)Xﬂ(2)|g12|X7(1)X6(2)>:/drlXa<1)Xﬁ(2>|r1ir2|X6<1)X6(2)
(2.93)

oce. MO
D»ﬂ; = Z CyjiCsj (294)

Essentially two philosophies exist for the constructioradfasis set, one using
localized atomic orbitals (AO), the other delocalized glamaves (PW) for the ex-
pansion of MOs.

Localized basis sets

The basis sets are composed by localized and usually atmniered function@,
firstly introduced by Slater, that resemble hydrogen-likeefunctions [164]

Xentan(1,0,0) = NYi (0, 0)r" e ™" (2.95)

Slater Type Orbitals (STO) are certainly the best suite@lectronic structure cal-
culations. However, the evaluation of especially three fand center two-electrons
integrals is very expensive using such an exponential iomst So, for practical pur-
poses STO are almost universally replaced by Gaussian Tigip&ad (GTO) [165]

Xeatam (T, 0,0) = NYi (6, )22 le=¢r (2.96)

In fact, the product of two Gaussians located at differentexs have the (nice)
property of being a&5aussiancentered at the intermediate position, that greatly im-
proves the efficiency in calculating two-electrons intégr&bviously a single GTO
does not reproduce as well as an STO the proper behavior afdiaefunction (in
particular near to the nucleus and for largeso three times as many GTOs as STOs

SFor a recent and exhaustive description of AO type basisssete.g. the book by Jensen [144].
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are roughly required to reach a given accuracy. This theatetisadvantage is more
than compensated by the overall gain in computational tifie quality of a calcu-
lation depends obviously on the number of functions useldarekpansion. A double
zeta basigDZ) set, in which the number of basis functions is twice wisateeded
to contain all the electrons of neutral atoms, is considégedd” for organic mole-
cules. Most often only valence orbitals are doubled, whileecstates are described
with the smallest number of functions possible (minimumisast), which gives the
double zeta valence split bagigDZ). Often polarization and diffuse functions are
added to the basis set to improve the description of eleictcorrelation and polar-
ization, and systems with loosely bound electrons (see Ré&4][for further details).
MOs are thus expanded as linear combination of a given nuof®mTOs with dif-
ferent exponents (primitives PGTO). As these are determined by an energy-based
variational procedure, most of them are “well-tuned” onecstates, which are en-
ergetically but not chemically relevant. To improve effitg contractedbasis sets
have been introduced. The idea is to combine a given setitpy@s into a smaller
set of (contracted, CGTO) orbitals, each one being a linearbaaation of a given
number of PGTO witHixedcoefficients. The acronyms DZ, VDZ, etc. always refer
to the number of contracted basis functions. Calculatiopsrted in this thesis have
been performed using the VDZ Pople-style k-nlmG basis sstri®ed in the next
paragraph.

Pople-stylek-nimGbasis sets. In this basis set theindicates the number of PGTOs
used for representing the core orbitals, while: indicates both how many functions
the valence orbitals are split into, and how many PGTOs ad te their represen-
tation. Two values{l) indicate a split valence, thre@i(n) a triple split valence.
Polarization functions are specified after the G. The maost iimsis set of this kind
is the 6-31G one [166], in which the core orbitals are a catitva of six PGTOs, the
inner part of valence orbitals is contraction of three, drelduter part is represented
by one PGTO.

Plane waves

Following the Bloch theorem [167] for periodic systems, a-paeticle wave-function
can be written as Fourier’s series:

1 .
k ik-r k igr
() = —=e™T > (g)e® (2.97)
VA
whereV is the volume of the celk vectors belong to the first Brillouin zong,
is a reciprocal lattice vector, is the first Fourier component of the plane waves ex-
pansion, and the summation is extended to infinite lattictors In the treatment of
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isolated clusters with a low symmetry, such as, organic oubds or the active sites of
enzymes, thé'-point approximationk=0) still guarantees a good accuracy, leading
to a relevant reduction of the computational cost. The satmh of isolated clus-
ters within a periodic boundary condition scheme needs s@ree as self-interaction
among replicas has to be cancelled. In our calculations,ave hsed the procedure
developed by Martyna and Tuckerman [168], which linked tkgression of the elec-
trostatic potential energy of a cluster to that of a infiryigeériodic system, allowing
thus to take advantage of the Ewald method (see Section @n8.2\ppendix C) for
isolated systems treated with a plane-wave orbital expangdihe algorithm is based
on the assumption that the electrostatic potenbiadan be written as the sum of a
short and long-range contributions:

®(r) = ¢'"(r) + ¢"""(r)

In a plane-wave expansion, the potential energy due ¢an be expressed as

= % % p(g)]* B(— G Z (&) [¢" (—g) + ¢ (—g)] (2.98)

wherep(g) and®(—g) are thefinite Fourier series of the density and the potential,
respectively, the finite Fourier series fffr) being:

f(r):/vdre_ig'rf(r) (2.99)

Requiring ¢*"(r) to vanish exponentially quickly at large distances from the
center of the clusterd(~ 2d,, whered, is the typical system size), we can express
this function as a Fourier transform plus an (exponentialyishing) error term:

Q_ﬁshort<g> _ / drefig-rqsshort(r)
\%4
— / dre—ig-r¢sh0rt (I‘) + 5(g) (2100)
Il space

= """ (g) + =(g)

Whereés’w’"t(g) is the Fourier transform af*"**(r). Thus, neglecting the error
term:

Qb( ) ¢sho7‘t( ) + Q_Slong(g)
_ ¢sh07 (g) + (Elong(g) + qglfmg(g) _ qBlfmg(g) (2.101)
_ (,]B( )+€Z;screen<g>
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The function

g7 (g) = 9(g) — ' () (2.102)

screens the interaction of the cluster with an infinite awéyperiodic images,
realizing the link between isolated and replicated systétasvalue is zero in this
latter case). Thus, the potential energy can be written as:

U= Z (&) [B(~g) + 57 () (2.103)

In this expressiom'*"9(g) is supposed to be known, whilg*"¢(g) can be eval-
uated efficiently over a grid using Fast Fourier Transfori@9]1 which scales a&
(NInN).

Pseudopotentials. The greatest drawback in using a plane-wave basis-set comes
from the impossibility, from a practical point of view, of sleribing core electrons
within a reasonable computational expense. Indeed, tivp sipatial oscillations of
their wave-functions near to the nuclei would require ameswrely high number of
plane-waves for an accurate characterization. On the bted, the core levels are
well separated in energy from valence electrons, and, astldvel of approxima-
tion, do not play any role in the chemical properties of molacsystems. Thus, the
core electron orbitals can be frozen in the KS equations ahgdtbe valence elec-
trons are described explicitly. The core-valence elecinberactions are implicitly
included into the nuclear potential, which becomes an ttiffe-potential” or “pseu-
dopotential”. Pseudopotentials are usually derived frérelactron (AE) atomic cal-
culations, and several recipes have been proposed to datthe lwork presented
in this thesis "norm-conserving" pseudopotentials derfvech the Martins-Troullier
method [169] have been used. Pseudopotentials have ttyghgsfollowing condi-
tions:

* The valence pseudo-wave-function should not contain adial nodes.

* The valence AE and pseudopotential eigenvalues from thialrdS equations
must be the same:
PP = )E (2.104)

where/ is the angular momentum.

* The pseudo and AE atomic radial wave-functions must beldqua greater
than a chosen cut-off distaneg,;.
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These three conditions ensure that the pseudo-atom belilea/é¢ise real one in
the region of interaction with other atoms while forming ehieal bonds. Other con-
ditions are the following:

* The integrated electron density within the cut-off radfas the two wave-
functions must be the same. This requirement guaranteesaihgferability
and the norm conserving rule of the MT pseudopotential.

o At r = r.u, the pseudo wave-function and its first four derivativesusthde
continuous.

» The pseudopotentials should have zero curvature at tgaori

With these conditions, the general form for a pseudopakewtve-function is:

AE
PPy~ i (r) > e
P (T) - { Téep(r); r S T eut (2105)
wherep(r) = ¢o + Zle c;r?, and the coefficients are obtained by imposing the
first three conditions.
The functional form of the pseudopotential is

Viseudo = Vaal(r) + > [Yim) Vi(r) (Yim| (2.106)
m,l

wherelY, ,,,) are spherical harmonics. The "semilocality" of this funetibform
(local in the radial coordinate, non local in the angulargnémplies an increase
in the computational cost. This difficulty can be overcomeubing the method of
Kleinman-Bylander [170], which implies addition and subtian of an "ad-hoc" ra-
dial functionV,(r) to the pseudopotential, leading to a new functional formergh
the local and non-local parts can be completely separated.

2.5 Born-Oppenheimer approximation

We have seen that the Ehrenfest molecular dynamics schese2.45 and 2.46, al-
lows to propagate the electronic system by solving the timegendent Schroédinger
equation "on the fly", as the nuclear configuration changesruhdédorceV; (H. ).
Unfortunately there is a major problem with practical immpentation of the Ehren-
fest scheme: the time scale and thus the time step used ¢dteegs. 2.45 and 2.46
simultaneously is dictated by the intrinsic dynamics otefens. Now, typical vibra-
tional and angular frequencies in biological systems rseoWB000-4000cm ! (for
example bond frequencies in water a8500cm~! [171]), which correspond to a
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timescale ofry ~ 1074, This time interval is two order of magnitude larger than the
maximum time ste@\¢*** necessary to integrate correctly electron dynamics. Thus,
there is a bottleneck limiting the efficient implementatiohsuch a simultaneous
evolution of electronic and nuclear systems. A solutiorhie problem is the Born-
Oppenheimer (BO) approximation, which was proposed in thg days of quantum
mechanics (1927) [172]. In the BO scheme the strong dynarségaration between
electronic and nuclear motions is exploited to increasenthgimum time step used
to propagate the nuclei. Since atoms are about three orflensgnitude heavier
than electrons, the latter are supposed to foliostantaneouslyhe motion of the
nuclei, staying always in the same stationary state of thaildanian. This station-
ary state will vary with the configuration of nuclei becau$éhe Coulomb coupling
between the two sets of degrees of freedom, but non-raeiawsitions like those
from phonon-electronnteractions are negligible. This is obviously true onlyhé
energy separation between the ground and the first excidgel istlarger than typi-
cal phonon energies. In this case, one can solve the timeperdient Schrédinger
equation afixedpositions of the nuclei, move them under the action of theatiffe
electronic potential, and iterate the process. The equatiescribing the so-called
Born-Oppenheimer approximation (for the ground state)IwEﬁt

H. Uy = Ey¥, (2.107)
MR(t) = =V ming {(¥o|H.|T)} (2.108)

At opposite to Ehrenfest dynamics, now time dependenceeoéligctronic struc-
ture is onlyimplicit through the motion of nuclei. This allows for time step&g)** ~
7xn/10. However, the bottleneck of Born-Oppenheimer dynamicsasaheach MD
step the electronic wavefunction needs to be relaxed.

2.6 Car-Parrinello molecular dynamics

The drawbacks of both Ehrenfest and Born-Oppenheimer mialedtynamics schemes
stimulated the search for new algorithms that could overctimeir limitations. In
1985 Car and Parrinello developed a new scheme, based ontémeled Lagrangian
formalism and avoiding the optimization of the electroniawefunction by introduc-
ing a second ordefictious dynamics on the electrons. These latter are kept suffi-
ciently close to the adiabatic surface, allowing for an éase of the time step by a
factor ~ 10 with respect to Ehrenfest dynamics. The method is basedeonliker-
vation that(\W,|H|¥,) can be viewed not only as a function fR;}, but also as a

"Note that Born-Oppenheimer approximation slightly difénom the so-called "adiabatic" one for
presence in the latter of a diagonal correction term coimgithe expectation value of the nuclear
kinetic energy operator on the electronic wavefunctior#]14
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functionalof the wavefunctionl, and thus of the set of one-electron orbitéls }
used to build it. In this case, the force acting on these albdan be obtained from a
functional derivative of a suitable Lagrangian containjig|H|V,), like in classical
mechanics for the nuclear motion. The Lagrangiaoroposed by Car and Parrinello
has the form

Mo N '
L= Z §MIR% + Z ot <¢i
i1 i1

where the first term is the kinetic energy of nuclei, and= p are the "fictious
masses" assigned to orbitals; the second term representstibus kinetic energy
associated to them (the sum is on the occupied orbital ofilge (holonomic) con-
straints act in general on both the orbitals (e.g. to guasntthonormality) and on
the nuclei (e.g. if one would perform molecular dynamicgwgeometric restraints).
The dynamics is described by the Euler-Lagrange equatsswated taC

w,> — (Vo H,| Vo) + constraints (2.109)

d oL - oL 9, 0 .
TR MiR; = R, ~ OR, (Uo|He|Wo) + a—RI{constmmtS} (2.110)
I
d oL . oL 9] 0 .
Ead}: = uh; = I = ~o0r (Wo | He|Wo) + %{constramts} (2.111)

Note that if\mﬁi\ — 0 eq./2.111 reduces to a stationary problem, and the elec-
tronic system will stay on the Born-Oppenheimer surface @rods acting on or-
bitals), corresponding to the true equilibrium dynamicghér is the fictious kinetic
energyl, = SNt <¢z‘wz> more the electrons will be far from the minimum
energy configuration. In particular, a ground state wavetion optimized at time,
will stay close to its ground state if it is kept at sufficigntbw temperature. The only
guantity one can change to ensure this conditign isften called "adiabacity param-
eter" [128]. If x andr are chosen consistently the energy flow between electronic
and nuclear subsystems is slow enough to cause no dffftfnthus conserving the
"physical" energyt,,,,s:

M
1 .
Ephys = Biot = To =Ty + Ve = ) §MIR§ + (o He | W) (2.112)
i=1

8 T, actually performs two-frequendyoundoscillations around a constant value. The first fre-
guency is associated to the drag exerted by the nuclei, &hianti-phase with, oscillations, while
the second is a small-amplitude high-frequency oscilhaiigrinsic to the fictious electronic dynam-
ics. Note that having a nonvanishing masses, also the efecttampen nuclear motion, causing a
renormalization of the nuclear masses which can be impiiriahe case of light atoms.
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The choice of a reasonable fictious masseets two opposite requirements. In
fact, considering a simple harmonic model for the electr@yistem around the BO
surface, (discrete) excitations frequencies are given by

e — —2(@; 2) (2.113)

wheres* ande are energy levels of unoccupied and occupied orbitals,eesp
tively. If w” is the maximum vibrational frequency of the nuclear systenorder

max

to perform adiabatic dynamics it mustbg, | >> w;, .. As the only tunable param-
eter isy, one could decrease it arbitrarily to increase the frequenthe gapw,;,.
However, decreasing stretches the entire spectrymg; } and in particular increases
wS ... Which is inversely proportional to the maximum time stegpital values of
w are in the rang&00 — 1500 a.u., which allow for a time step of abott— 10 a.u.
(0.12—0.24fs). For calculations discussed here we uged 600 a.u. and a time step

of 5a.u.

2.7 Hybrid Models

Pure Quantum calculations are today restricted to thenattof at most a few hun-
dreds of atoms. Classical Molecular Mechanics, on the othadhcan deal with
systems containing0® — 10° atoms, but cannot take into account the quantum nature
of chemical bonds. Since most of times the relevant cheyngdta biological pro-
cess is restricted to a small subset of atoms, hybrid scheavesbeen developed that
model different parts of the system at a different level ofielong [173,174,175,176].
These schemes allow to evaluate the effect of the biologimatronment on chemical
processes, and represents thus an improvement over a quealtulation in vacuo.
In particular a widely adopted approach is to partition tiasteam into two regions
and to treat one at Quantum Mechanics and the other at Malekldchanics levels.
Such approach, as implemented in the CPMD code [177], hasuseehin the works
reported in this thesis, and is based on a single hybrid Hanmn:

H = Hqn + Hynr + Honymm (2.114)

whereH ), is the quantum Hamiltonia/ ), is the Molecular Mechanics Hamil-
tonian andH g aa IS the Hamiltonian describing the interaction between the t
subsystems. For the purpose of describing each term in &t4 2let start by con-
sidering the total system (QM+MM) as described uniformlgaantum level and by
(artificially) partitioning the system in the QM and MM regi®. According to the
Hohenberg-Kohn theorem, the total energy of the systemvisngoy the following
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functional:

ZiZ
Elpl=T Ver(r)p(r)dr+ = // plry)p(rz) 2 drydry +
= Tlol+ [ Ve 5 3 T+ B

(2.115)
whereT and E,. are the kinetic and exchange-correlation energy funckspna
respectively;V¢*! is the electrostatic potential of the nuclej; and R;; the inter-
electronic and internuclear distances &fydand 7 ; the nuclear charge of atomand
J, respectively. By partitioning the total electronic densiito the two contributions,
poM+mm = pom + puvu, the total energy can be rewritten as:

Elpqumn] = Elpou] + Elpau] + // pau(r) pMM(rQ)dhdrz

12
17
—+ Z #_i_Eg]C\ZL_i_TNL (2116)
Ry
IeQM
JeMM

whereEX" = Eyc[pon + prun] — Evelpou] = Evelpan] andT™F = Tpgar +
pvnt) =T [pon| — T [par] arise from the nonlinearity of the kinetic and exchange and
correlation functionals. In eg. 2.116, the tef¥po,,] is treated at the quantum level,
while each contribution t@[p,,,,] is approximated by using a force field, function of
the nuclear coordinates only. In particular, as force fieldsparametrized at a fixed
value of the electronic density, the kinetic energy funaiois an additive constant
which can be neglected. In this context, the endrgyis approximated by a Lennard-
Jones pair-additive potential:

12 6
~ Y dey ((;”) . (%) ) . (2.117)
1,JeEMM 1J 1J

The remaining three term of eg. 2.115 describe the nucleatrenic, electronic-
electronic, and nuclear-nuclear charge densities eldetiio energies. In the force-
field spirit, the total contribution to the energy is represel by the interaction energy
among effective point charges located at the nuclear positi

p(r1) (FQ) YAYE,
Vet (r)p(r)d — 2 drd —
/ i / / . r2+ Z Ry

I JeMM

2.118
19 ( )
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The chemical bonding cannot be described by solely Lendangs and point
charges electrostatic interaction energy, thus bondedstas in eq. 2.47 have to be
added to the MM energy. The most interesting part of eq. 2cbh@erns the interac-
tion between the two subsystems. Using Tof- and ENL the same approximation
as above, we can express the interaction energy as:

qI € nuc
E[pQM/MM]: Z /QmelL (r)dr

IeMM
orJg . orJ ‘
+ de ECA) I i £A
IgM Y <(RIJ) (RIJ) )
JeMM (2.119)
+ Z K (r—1e) + Z Ky(9 — 0g)?
bonds angles

+ ) %[1—1—008(71925—7)]

dihedrals

where bonds, angles and dihedrals involve at least one QM. attice that in
eq.[2.119 the terfi™% has been neglected while f&'X the force-field approxi-
mation has been used. In this formulation the electrospatiential provided by the
effective classical point charges polarizes the QM eledtroharge density. It should
be noted that the presence of a discontinuous QM/MM interfatoduces a series
of artifacts. One of the most serious is the so-callekl atom problem When a
chemical bond involves atoms on the two subsets, the QM sysitidl contain by
construction unsaturated valencies and has to be made cligmnert. Two ap-
proaches are mainly used to deal with this problem. The finssists of the use of a
monovalent pseudopotential situated at the position oMNeinvolved in the bond
crossing the QM/MM interface. In the CPMD code an analyticad+tocal pseudopo-
tential of the Goedecker type [178] is used. The second aghrimtroduces capping
atoms (usually hydrogens) to saturate chemical bonds anhtédace. It should be
pointed out that the latter strategy introduces additi@angfacts and a correction for
the interactions between the “ghost” atoms and the cldssiwv@onment is required.
Furthermore the approximation @f'* by a purley classical term, i.e. not involving
QM electronic degrees of freedom, results in the so-caledtron spill outproblem.
Due to the fact that the MM region contains no electrons,dhafshe QM part are
no longer repelled by closed-shell cores of the atoms belgniy the MM region.
The effect of the missing Pauli repulsion is to artificialcélize electrons on MM
positive point charges. In order to avoid this artifact ayaspotential-like approach
can be applied by replacing the classical point charges @Gdufmtential with a suit-
able functionv;(|r — Ry|), which ensures the correttr behaviour for large: and
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goes to a finite value for — 0. The first term of eq. 2.119 is thus replaced by the
following quantity:

Egsimm = Y. @ / pime )y (|r — Ryl)dr (2.120)

IeMM

In particular an appropriate form fef (|r — Ry|) is

4 7"4

oA
vi(fr = Ryf) = F—, (2.121)

5 _ 45
Tc[ T

wherer,; is the covalent radius of atom This functional form resembles that ob-
tained by smearing the MM point charges into Gaussian chdiggebutions of finite
width. In the context of plane-waves, the QM/MM scheme davyigbove cannot be
used for practical purposes without an additional apprexiom. Indeed, the quantum
charge distribution is distributed on a grid8f ~ 100? points, so that an exact evalu-
ation ofEG‘;f, MM would involve N, x N, operations, withV,,,, > 10°. Therefore,
this |nteract|on term is split into a short and a long-rangd,dn a way reminishent
of the Ewald method [136]. The direct evaluation of the inéé@n eq. 2.120 is done
only for a subset (NN) of MM atoms. The latter is defined in saatry as to include
all non neutral atoms belonging to charge groups with at l@as atom inside a shell
of thicknessR,. around any QM atom. The rest of MM atoms belong to the second
shell. For those, the electrostatic interaction with the @dtem is calculated using
for the charge density of the QM system a multipolar expanaround the geometri-
cal center of the quantum systath= 1/Ng, Y, r; up to the quadrupole order. In
particular, the electrostatic interaction Hamiltonian t& expressed as:

elec - Z q; /drp Uj ’I‘ - I'JD + le (2122)
JENN

whereH,, is defined as:

=C Z QJ+ZDa q] a+ ZQaﬁ Z qJ5 o 5 (2.123)

JENN JENN j JENN T

with 7% = r¢ — 7 C, D* and Q" are the total charge, the dipole and the
guadrupole of the electronic charge distribution, respelst The potential entering
into the Khon-Sham Hamiltonian is given by the functionalikgive of H,.. with
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respect to the densifpy;:

) . (2.124)
+§Z[3(ra—fa)(rﬂ—f@)—5aﬂ|r 1Y e

af jENN J

The forces on the atom arising frofi,,.. are obtained by taking the derivatives
with respect to the atomic positions. These are for(ld¢, N N and classical atoms
not belonging to thévV NV set:

R [ OILADIE L ED AP I ]

Nowm rEnN Tk k:ezNN

for j € QM (2.125)

rT— 7“;7
F’] = q]‘/drp(r)gj(’r_rj’)ﬁ’
j

for je NN (2.126)

Fj7 B < ZDa]a_27ZQaﬁ )T +—+ ZQMT]
75 “ap
for j ¢ NN, QM (2.127)

whereg;(r) = dv;/dr. This two level coupling scheme can also be refined in-
troducing an intermediate third layer in which the chargesity of the QM system
is replaced by variational D-RESP charges [179]. In the wagosed in the thesis |
have used the implementation of QM/MM realized in the code OHA7], which
has been interfaced to the AMBER [24, 25, 131] force field. Taweds available for
free with the CPMD package (www.cpmd.org).

2.8 Free Energy calculations

The calculation of free energies and the molecular-levetdption of rare events are
probably the fields where biomolecular simulation has mest@hstrated its power,
often giving insights which are not directly accessible xpeximents [72,180, 181].

A number of elegant and powerful methods [182, 183, 184,186,187, 188, 189,

180] have been developed allowing to characterize the théymamics of processes
like chemical reactions [104, 190, 191, 192], ligand bigdjh93, 194, 195, 196, 197,
198], “alchemical” mutations [70, 76,199, 200] and confatimnal changes between
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relevant states of biomolecules (e.g. B and Z conformatiadri3NA [201,202]). It

is well-known that thermodynamics is intimately relatedtatistical Mechanics: the
achievement of a reliable estimate of the free energy chaogempanying a process
depends on how well the phase-space is sampled in a computgason. Thus,
enhancing the sampling of thermodynamically unlikelyestas the primary scope of
methods for the calculation of free energies. This repreggrarticular challenge in
biology, due to the ruggedness of free energy profiles of ¢exnmacromolecules.
In the following | review the methodologies used here to glalte the free energies
of drug sliding within the minor groove and unbinding fronigainucleotides. These
schemes rely on the definition of few coordinafes}, calledcollective variables
(CVs) orreaction coordinateswhich are believed to be relevant for the process under
study. This means that they are slow, i.e. change very (illeng the course of a
standard MD or MC run. Thus, enhancing their sampling withalto simulate the
rare event and to accurately calculate the associatedriiergyeA F' as a function of
the CVs, which takes the name of Potential of Mean Force (PI&3]l Among the
various ways to enhance the exploration of the phase spaeeamsist in adding to
the original potential energy functiari(x) a biasing term in the CVs space, which
forces the system to visit interesting configurations. TdieWing scheme depicts
the passage from the absolute to this reduced represemtatio

x={z;},i=1,..,3N F:—%an

wheres = kgT, N is the number of particlesyqy is the number of collective
variables Z is the canonical configuration partition function, aAds the probability
to find the system in a state corresponding to a given valuetlseofeaction coordi-
nates. For ergodic systems, this is equal to the distribdtiaction alongs:

_ [ dx§ (s —s(x)) e PV

P(s) = lim ! dté (s —s(t)) = p(s)

t—o0 0

(2.128)

where the dependence©bn the coordinates has been explicited. At this point
itis important to say that also in the casis a “good” reaction coordinate, estimating
AF as a PMF is an intrinsically ill-defined approximation. lede considering a
reversible change of variable — ¢, the PMF as a function of these two CVs will
not be the same. In fact, due to the invariance property gbtbleability distribution,
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whose integral is indipendent from the chosen coordiate

1 d
P(s)ds = P(q)dq = F(q) = F(s) + 3 In (d—q) (2.129)
S
This relation confirms that the choice of the CVs is fundamientall the pro-
cesses being studied within a PMF approach.

2.8.1 Umbrella Sampling

The Umbrella Sampling method [183] realizes a non-Boltzmsampling in the
phase space by introducing a modified distribution functiongeneral, the free en-
ergy difference between two systems, the “interesting” ‘aeference” one, with
internal energied/(x), Uy(x) and inverse temperaturgsand 3, can be written
as [183,135]:

de [e—ﬁU(x)+50UO(X)} e_ﬁOUO(x)
In

AF* = §F — ByFy = — >

=—1In <6_AU*(X)>O

(2.130)
where the subscripi means that the average is on the reference system, and

F* = pF andU*(x) = pU are thereducedfree and internal energies, respectively.
Now, AU* will be large (ande=2Y" small) for the configurations corresponding to
the interesting system (i.e. those for which the reduceetmal energy is close to
U*), unless this is very similar to the reference one. Inddselaverage ensemble is
performed on this latter, which very rarely will sample cguafiations of the interest-

ing system. Thus, we are lacking almost one half of the sangpleeded to obtain a
reliable estimate of™. This can be better understood if one rewrites 2.130 as:

AF* = —In / d AU* py (AU*) e 2V (2.131)
with po (AU*) being the probability density ahU* in the referencesystem. By
definition, py will be peaked at a value adkU* given by the difference between the
average energies of the two systeris;) — (U;),, and will decay to zero for small
AU*. However, the exponential in Eg. 2.131 will give the largemsttributions just
for small AU*. Therefore, the most important contribution to the intégvil be
poorly evaluated in every finite-length simulation, rendgrthe estimation of\ F*

9 This equation can be derived from the expressiof @f) using the relation

5 (s" = s(x))

5 (q(s") —a(s(x))) = |dq/ds|
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inaccurate. Torrie and Valleau [183] introduced a bias tagea configurations in a
wider AU* range, through a new non-Boltzmann probability function:

) w(x)ePolo)
wiX) =
P delU(X)G_BOUO(X)

w(x) = w(AU*) is a weighting function chosen to sample configurationsezorr
sponding to significative valueAU* in the integral 2.131. Notice thatl of these
significative values should be sampled, correspondingtio the reference and inter-
esting systems. In other words, the requirement for thetigig function is tdflatten
the profile of the distribution function in order to cover tfamge between them like
an umbrella (hence the name). The unbiased average of aeyvabk O can be
easily recovered from the biased ensemble:

(2.132)

0y — L8 00w w(x)e ) (0/w),
Jdx [1/w()]wlx)e P~ (1fw),

where()  indicates averaging over the distributiop. From the biased sampling
one can also recover the unbiased probability density

(2.133)

(AU")/w(AU”)
(1/w(AUY)),,

The improvedy,, evaluated through eq. 2.133 in a wider range than from a Boltz
mann sampling, can be used to calculate with a greater axctina reduced free
energy difference\F*. As rule of thumbp,, should extend the range of energies
sampled by at least three times.

In terms of PMF, the enhanced sampling of the configurati@eegan be obtained
by adding tolU/(x) a biasing potential/,,(s(x)) that depends og only through the
CVs.

The unbiased probability distributigi{s) can be derived from,,(s) through the

following relation:

po(AU™) =P (2.134)

[dx 6 (s —s(x)) e Vw6 =AU
— 5
_ i) ] A3 (s = s(x)) e 2 (2.135)
Z Zw

Pu(S)

where
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Thus, the unbiased PMF(s) is given by:

ﬂ@:—%mm$n—M@@»—m (2.136)

Note thatf,, is a constant independent @fwhich can be safely neglected when
calculating free energy differences.

Error evaluation

We derive an expression for the standard deviatiof(@f) andp,,(s) in afinite-length
simulation (considering a one-dimensional profile for dinify). In an umbrella
sampling simulatiom,,(s) is estimated after discretization of the CVs space as:

1 m
pu(s) ~ — ;ww (2.137)
wheresy, ..., s,,, are the values assumed by the collective variable,ane: 1
if sy € [s,s + As| and zero otherwise. Assuming that theare uncorrelated, if

p = pw(s)As is the probability that, € [s,s + As], the probability to observé
out of m entries within the intervals, s + As| is given by the Poisson distribution
(m — o):

i ,—V

ve

Ppm (1) = (2.138)

i!
with v = pm. For this distribution, we havét) = p and<%> = p* + %@ :
hence the variance qn,(s) is:

o (pu(s)) = f?;”fs) = m;AS > Xalsk) (2.139)
k=1

A constant variance is obtainedif (s) itself is a constant, which implies (eq. 2.136)
Uw(s) = —F(s) for each value of the CVs (up to a constant). The variance on the
free energy will be:

o2(F(s)) = T Pul) _ L ! (2.140)

10 For example

v v 7

7 " i Ve eV yil e
m— oo v
— )= — =— > v IR vie’] =
<m> Zm i m; (i —1)! m "T=»

i=1

and a similar derivation can be made <c(%)2>
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which is also independent enif one requiresr?(p,,(s)) to be constant.

2.8.2 Weighted Histogram Analysis Method

A single biased simulation is usually not enough to obtaielable F'(s) over the
required range of. Indeed, we have seen that to have afft~(s)) we would know
the free energy itself, and this can be only be done apprdiiela or iteratively
within a limited interval. To cope with this problem, a numhbg, of simulations
can be performed each with different bias potentials, dogesidjacent windows in
the CVs space. The results from each window then need to basethand glued
together into a single PMF. Among the various algorithmsppsed, the Weighted
Hystogram Analysis Method (WHAM) [184, 185] has proven to kepefficient and
almost free of information-loss. The main idea, which goaskito the hystogram
method developed by Ferrenberg and Swensden [204, 205istam constructing

p(s) asweightedsum of the unbiased distribution functions extracted frachewin-
dow

pl5) = A mls)onls). (2.141)

The weigths are functions &f and are chosen as to minimizé((s)), subject

to normalization) _, m;(s) = 1. Thus they are determined using the Lagrange
multiplier method:

J

om;(s) _UQ(p(S)) - A (2; mi(s) — 1)] —

— (2.142)
57Tf(s) A? Z m(8)o% (pi(s)) — A (Z mi(s) — 1)]
— 2 4%m,(8)0(py(s)) — A = 0

which, after writingh/24% = 1/ 3. [0%(pi(s))] " (from normalization), gives:

2 —1
7i(s) = [0°(p;(s))] _ (2.143)
2. 10(pi(s))]
Thus, the most accurage will have the largest weigth when composing the total
distribution function. In a real simulation is clearly ugkfo express the weigths in

terms of the known biasing potentidls,:. From eq. 2.135, one has

02(,02-(8)) _ [eﬂ[Um(s)—fm]]2 02(pwi(s)) : (2.144)
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which by insertion of eq. 2.139 gives:

mje—ﬂ[ij (8) = fuj]

Trj (S) - Zz mie—ﬁ[Uwi(s)_fwi} (2145)

wherem; is the number of sampled points in thi¢h window. Thus, the weigths
depends on the parametgfis, that in turn are function of the;:

e Blwi — % _ /ds pj(s)efﬂij(s)

Ny
=A / ds e PUwi(s) Z 71(8) pr(s) (2.146)
k=1

Ny
= A [ dse PVwi(®) > ke Tk Pwk(S)
> mieBllwi(s)= fuil

Thus, egs. 2.145 and 2.146 have to be solved with a selfstensiprocedure.
The variance of the free energy can be obtained straigtlafioiy from eq. 2.140:

2 1 3 mi(s)o’(pi(s) _ 1 1
SR o DA Y ) R 2 R = R el

Notably, the error on the free energy can be made as congtdhé aumulative
histogram in the denominator of eq. 2.147 is uniform, and independent on the
form of the biasing potential (no approximate knowledgehs tree energy on the
explored range is required). The only need is to hayés)’s from adjacent windows
whose tails are overimposed in order to get a uniform histogrthis can be always
done by adjusting the sampling on a given window or introdg@ new one to fill a
hole in the overall probability distribution.

2.8.3 Metadynamics

The main idea behind metadynamics [189] is to drive the ewmiun the space of
CVs by adding to the thermodynamic force, coming from the &rergyF'(s), a
force due to a history-dependent biasing poterfiig(s, ¢). The bias potential is con-
structed as a sum of Gaussians deposed along the traje€tbwy GVs up to time.
The method can be seen as the finite temperature extensiba Wang and Landau
algorithm [206], and is related in the spirit to taboo sed2€17], local elevation [208]
and adaptive bias force [187]. The most important propefripetadynamics is that
the biased trajectory proceeds by filling valleys in the feeergy surface [189], so
that the system tends to escape from every stable stater aAfteng enough time
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the sum of the Gaussians deposed along the trajectory witliteobalance the free
energy landscape, allowing to estimate the free energy. itse

lim Fg(s,t) = F(s) (2.148)

t—o00

It can be shown that the above relation is true under ratheergé assump-
tions [209]. In real cases, the time needed for considenip@£48 to be valid can
be estimated by visual inspection of the trajectory of the CWhen theF(s, )
counterbalances the free enefgfs), the CVs have a diffusive behaviour. If one uses
simultaneously 2 or more CVs is not necessary to kaquwiori the reaction path in
metadynamics. The force due to the history-dependent palteaturally drives the
system through the Lowest Free Energy Path (LFEP), i.e. th& fikely reaction
path [210]; after the crossing of a barrier the system néyugmes towards a new
and possibly unpredicted metastable state. For this retagomethod has found a
large use not only for predicting free energies, but alscafmelerating rare events
and investigating molecular mechanism of biological psses. Obviously, as for all
the methods based on dimensional reduction, the chosen C¥sdascribe some-
what the process of interest. Nevertheless, many apmitatve shown that choos-
ing general and flexible CVs allows discovering unknown statates and reaction
mechanisms [211,212]. The work exposed in this thesis has 8ene choosing as
CVs the distance between the centers of mass of moleculapgend coordination
numbers. Here I first describe the “discrete” version of fige@thm, which has been
introduced by Laio and Parrinello in 2002 [189], along witimge of the modifica-
tions introduced later to enhance its efficiency and acgi3, 209]. The so-called
“continuous” version, which has been used in the work exgasé¢his thesis, can be
simply derived from the discrete one by discarding the eatsdn of the thermody-
namic force (speeding-up the algorithm).

In discrete metadynamics the CVs are evolved step by step. [Adimensional
Gaussian of widthis = (Js1, ..., dsn,,) @nd heightw is deposed at positios(x, ¢)
every timemetasteprs. Thus, at time the free energy underlying the dynamics of
the CVs is given by:

G Ney 7[sz~<x)—sz~<x<jrc>>]2

F(s(x),t) = F(s(x)) + Fo(s(x).t) = F(s(x)) +w > _ [] e Vabs;

=1 =1

! (2.149)
where the numbet!, of Gaussians deposed at tirhis given by the integer clos-

est tot /7. In order to simplify matter the CVs space can be renderecoappately

spherical by rescaling all the CVs to their thermal fluctuations/(s; — (s;))?,

which can be evaluated at the starting minimum through amased dynamics. In

this way spherical Gaussians can be used, for which the wsdtie same in all the
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directions,ds; = ds, Vi. From eq. 2.149 it can be seen that the dynamics of the CVs
is driven by two forces:

« the thermodynamic force, evaluatedsat= s(x(t)):

fM, = th(s) . (2.150)

)

Following Sprik and Ciccotti [214], these forces are estaddhrough the Con-
strained Reaction Coordinate Dynamics (CRCD) algorithm, aduiriige nor-
mal Lagrangian of the system a restraining te@iﬁv Ai(si — si(x(t)). By
averaging over the time, in the absence of inertial termes,ctmponents of
the thermodynamic force are given if§f* = (\;). Thermodynamic forces are
evaluated in the time between two subsequent hill depaositio

* the history-dependent force at timevhose components are:

nG NCV |:s (x)—s; (x(]TGv)):|
\fés,b

(2.151)

=1 i=1

which discourage the system to visit the same region in the@2\se space.

Themetadynamicsef the walker in the CVs space thus is regulated by the follow-
ing discrete equation of motion (I removed the supersc¢ript simplicity):

|H11

s(t+71¢) = s(t)+Js- (2.152)

L P

f = fh4¢¢ (2.153)

Equation 2.152 was introduced firstly in Ref. [189]. Subsedyethree correc-
tions were applied in order to enhance accuracy and redsisgrstic errors:

1. To improve efficiency, the Gaussians are shifted witheeso the position of
the walker. In fact, if the thermodynamic force at time evaluated at the same
point where the Gaussian is placed, the total force felt byntalker will be the
same as in the previous metastep. In order to compensatkeeimaddynamic
force is better to depose the Gaussian at a distésfrem s(¢) in the direction
of the thermodynamic force.

2. To reduce the correlation induced by depositions withstanmt step, at every
iteration the metastep is chosen randomly from a uniforrmibigion with two
limiting values (e.gds and1.5 ds).
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3. When the metadynamics is terminatEd will present a bump in the region
around the last hill; the spread of this bump depends on thelation time
of the metadynamics. In order to reduce these spatial etioak in the free
energy the contributions of the Gaussians placed at the etiteaynamics
are weighted less. In Ref. [213] each term of the sum in eq.92tb% been

multiplied bytanh (M> wherer, is larger than the typical time required

to sweep the “filled” CVs spacg, is the metastep number ang, is the total
number of metasteps at tinne

With the modification listed above, egs. 2.152, 2/153 and2kecome:

f
s(tt+7¢) = S(t)+As-’T, As € [0s, ads|, a>1 (2.154)
f
Si<x>fszﬂ<x<jfc>>fasi|% :
f "G Nev - V26s;
fi = fih— Z I (2.155)
7j=1 =1
Si(x)_si(x(jTG))—ési% ?
N ng Ney ) B e
F(s(x)t) = +wz H tanh( > e
j=1 =1
(2.156)

In the continuous version of metadynamics the system isaridtcained between
two successive metasteps in order to evaluate thermodgrfances; these latter in-
deed are not calculated at all. This is equivalent [209] wavthe CVs continuosly
(at every MD step, altough this is not done in practice forsogs of efficiency).
The system evolve under the action of the history-depenfdecgs only, which act
directly on the cartesian coordinates:

t Noev  [s00-s,00/0]
fG(t):_gﬂ/ dt’He [ V2os; } (2.157)
0

where the parametef. controls the Gaussians deposition rate it} is the
trajectory of the system. ‘It has been shown [209] that thersttucted Free Energy
does not vary for constant ratld% along a quite large interval for; (in classical
MD the invariance has been demonstrated upte= 5 ps). The reconstructed free
energy is given by:

Ncv {5 —s; (x(t ))r)

Fa(s,t /dtH e

(2.158)
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and it is an approximation of the(s) in the CVs region explored up to tinte

Efficiency and Accuracy. It can be demonstrated [209] that the error on the cal-
culatedF'(s) is proportional to the height barrier; furthermore, with the improve-
ments achieved with eqgs. 2.154,2.155,2.156, a single wyedacics run has shown
to already give a very good estimate of the profile, with anreapproximately con-
stant in the region where the number of accumulated Gausgasignificant (con-
ventionally this means that(s)/w > 5. Obviously the width of the Gaussian also
influences the efficiency and the accuracy of the method. tfincpéar, using hills of
width larger than typical thermal fluctuations can lead tor{f some thermodynamic
state corresponding to narrow minima. Finally, the acqumdhe evaluation of the
thermodynamic force enters in the overall error.
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Chapter 3

Characterization of
Anthramycin/DNA adducts

3.1 Introduction

Pyrrol[1,4]benzodiazepine$BD’s) cytotoxins [215] exert a powerful antitumoral
activity [98, 216] by covalently binding to the minor groowé B-DNA. All PBD’s
share a condensed three ring moiety featuring a right-tthivdst between the phenol
and pyrrol rings (rings A and C in Chart ), which allows themstougly fit into
the backbone of B-DNA. In spite of their low molecular weig”RBD’s are quite
sequence-selective, recognizing codes 7 base pairs (bps) long [217,218]. Drug
binding is believed to proceed by formation of a non-covaedemplex (Step I) [219]:

K
DNA+ PBD == (DNA e PBD)oncon

followed by a covalent linkage (Step Il):

(DNA e PBD)poncon 25 (DNA — PBD) oy,

The molecular recognition process is supposed to be driyefmdn-specific) non-
bonded interactions and sequence-specific structuralressgtrather than by specific
H-bond patterns [18]. However, the molecular details o$ fhiocess are not yet
fully understood. APBD derivative, anthramycin [99] (Chart ), is one of the very
few organic minor groove covalent binders for which the X-structure of the co-
valent complex with an oligonucleotide is available. Thisglcovalently binds to
the exocyclic amino group of guanine through tfigl carbon [99, 220], showing a
modest sequence selectivity for guanines embedded in Pu-&quences (hamely
AGA-5 >AGG-5~GGA-5>GGG-5") [217, 219, 218, 221]. The investigation of
DNA/PBD complexes may provide useful insights on the factdfscting both re-
activity and binding of minor groove covalent binders. Intfalthough anthramycin
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\*/ / 7 TSconH, \‘b\/\cow

hydroxyanthramycin anhydroanthramycin

Chart |

is cardiotoxic [98,222], a number of its derivatives havevsh improved antitumoral
activity. In particular, the dimer SJG-136 [223, 224] isramtly in Phase | clinical
trials in both UK and USA. In additiorRBD’s have also being used as components of
a gene targeting strategy [225, 15] aiming at designing oubds able to target a spe-
cific cancer-related gene. Prompted by the biological aratmhlcological relevance
of PBD’s, we performed molecular dynamics (MD) simulations orhiibie hydroxy
and anhydro putative reactive forms of anthramycin (Chart omplex with DNA.
Previous computational studies 8BDs have been performed without inclusion of
explicit waters and counter-ions [222, 226, 227, 228], \whace very important to
accurately simulate nucleic acids and their complexes38635], as well as their
reactivity [229]. The main aim of our investigation is to aist insights on Step | of
the reaction. The drugs are initially positioned in frontloé reactive guanine ‘Gf
d[GCCAACGTTG GC]d[GCCAACGTTGGC], based on the X-ray structure of the
covalent complex [99]. Our simulations show that both thegdr docked in front
of the reactive site, induce structural deformations onDNA frame at its central
region, while for the covalent adduct the most significastaitions are seen at the
binding region. Interestingly, anhydro-anthramycin eficby one base pair step to-
wards the centre of the oligonucleotide afte 0 ns, where it is stable for the rest of
the simulation; this process causes both an energetic antistal relaxation of the
complex. Instead, the hydroxy form oscillates around tlaetree site for the whole
dynamics. Our MD simulations are complemented by a quanhemcstry investiga-
tion of environmental effects on the reactivity of the drungl& 10 in the two adducts.
By using a hybrid QM/MM method [176], we show that the DNA frainéuence
significantly the electronic distribution on the reactantsparticular, it appears to
polarize the anhydro form of the drug in a way favourable todtkylation reaction.

3.2 Systems and Methods

3.2.1 Classical MD simulations

The following system have been investigated in agueousisnlu
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Covalent complexWe built our model ANT-DNA hereafter) starting from the X-
ray structure of two anthramycin molecules covalently éidko the oligonucleotide
d[CCAACGTTG'G], [99]. To asses the structural impact of binding, we remowe on
of the two drugs present in the experimental structure. md krtifacts associated to
terminal effects, we added one CG base pair (bp) at each end.

Non-covalent complexestydroxy-anthramycimd[GCCAACGTTG GC]d[GCC-
AACGTTGGC] (ANT eDNA) and anhydro-anthramyad[GCCAACGTTG GC]J-
d[GCCAACGTTGGC] (Ml eDNA) complexes were builti) cutting the bond be-
tween theC'11 of the drug and theV2 of deoxyguanine, and manually pulling out
the drug perpendicularly to the minor groove, until disenR-C'11 was~ 3.5; ii)
adding theOH group onC'11 in the case oANT eDNA, or removing anH atom
from N10 in the case ofMI eDNA (see Chart l)jii) optimizingin vacuothe geome-
tries of the drugs at the B3LYP-6-31G(d) [156, 161,157] levetalculations with
Gaussian [230].

Reference systems:INA, which is the 12-mer d[GCCAACGTTGGC]d[GCCA-
ACGTTGGC] in the B conformation, and was constructed withrhegenmodule
of the AMBER package [231]ii)) hydroxy-anthramycinANT) and iii) anhydro-
anthramycin Ml ). Because we observed a slidinglbfl along the oligonucleotide
(see Results), we constructed an additional complex betwWwdenand the 14-mer
d[CAACGTTG*GCCAAC]J[GTTGGCCAACGTTG] (Ml eDNAC). This latter has
been built takingMI eDNA as template (so that the mode of binding of the drug is
the same as ilMI eDNA), removing the first two d[GC]d[GC] bps and adding the
d[CAAC]d[GTTG] duplex at the end near to the drug. The simolatfIMI eDNAC
allowed us to check whether such a sliding occurs also ifigantl is located in the
central part of the oligonucleotide.

The DNA-containing systems were neutralized by addingsadiounter-ions.
All the systems were immersed in water boxes allowing forlaesd shell extending
for at leastl2 A around each solute atom (see Table 3.1 for detailed infoomg

The oligonucleotide (except for the nucleosideiGANT-DNA ) was parametri-
zed using the refined Cornadt al. force field [24, 25, 131], while TIP3P [232] and
Aagvist [233] models were used to represent water and soinsrespectively. The

\ANT—DNA \ANT.DNA\ IMI eDNA \IMI oDNA(C)\ DNA \ ANT \ IMI
box (A%) [58 x 72 x 58(60 x 62 x 66|64 x 59 X 66| 66 x 67 x 78 |56 x 55 x 56|45 x 36 x 35|47 x 47 x 46
waters 6000 7700 8000 8900 5500 1900 2900
Na+ 22 22 22 26 22 - -
time (ns) 21 19 19 20 21 6 10s

Table 3.1:Box dimensions, number of waters, number of counterions, and simulated time
for the various system.
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structural parameters of the drugs were taken from the g&#][database, or con-
structed with thggarmcalmodule of the AMBER package [231], while RESP [134]
charges were obtained using tieeputility of AMBER after minimization of the elec-
tronic structure with Gaussian [230]. The nucleosiderGANT-DNA was parametri-
zed using the same scheme. Periodic boundary conditioresswged, and the electro-
static interactions were calculated with the particledmewald method (PME) [137],
using al12 A cutoff for the real part, as for the van der Waals interattioNPT sim-
ulations at300K and1 atm were performed using the Nosé-Hoover [121, 122] ther-
mostat and the Andersen-Parrinello-Rahman [123, 126] presoupling scheme. A
time step ofl.5 fs was set for all the simulations. H-bond lengths were comstth
using the lincs algorithm [235], and the translational aothtional motions of the
center of mass of the solute were removed every 25 MD steps.

Before starting the dynamics, all the systems underwent gggraptimization in
two steps: the first with an harmonic restraintiof= 150 kcal /mol imposed to the
solute; the second without any restraint. Then, the systeens heated up linearly
to 300 K in 100 ps of NVT MD (namely the temperature was increased by each
5ps), and, as a last step preceeding the productive dynarifs;s of NPT runs
were carried out. Multi-ns trajectories were finally cotlett (Table 3.1), for a total
of ~ 140 ns. Although it has been show that the sampling of counter-rmonsion
requires very long times [52], according to recent pubiisst [236, 62, 34] the time
intervals spanned in our simulations provide good statisti DNA conformational
and helicoidal parameters.

All the simulations were performed using the GROMACS packia$y, 238].
The structural parameters of DNA were calculated with thegpam Curves [239,
239]. The minor groove widths were defined as the distanceselee sugaC'4’
atoms, subtracted by two carbon van der Waals radii [99]. dpeler twist and a
buckle angle between the pyrrol and the phenol rings of thg drere also defined,
according to Ref. [99]. The relative energies of non-bondeedractions were esti-
mated using the terms in the AMBER force field [231, 25, 131]e Tiolecular Sol-
vent Accessible Surface Area (SASA) [240] of various moleswas calculated with
GROMACS [238], using a probe radius of 1.4 A. The variationtie hydrophobic
SASA, which is proportional to the non-polar free energya¥ation, was evaluated
asASASA = SASA..piec — SASApN 4 — SASAy-4. All contributions to the bind-
ing are calculated limitedly to the bgs7 — C'18...G'11 — C'14, directly involved in
the binding and covering the sliding path of anhydro-antty@n (a test calculation
shown that the interaction of the drug with the rest of thgatucleotide amounts to
less tharb% of the total - data not shown).
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3.2.2 QM/MM simulations

The QM/MM scheme allows to investigate at a quantum levelrdeetive site of
the system, taking into account the electrostatic effetth® biomolecular frame,
and to dissect between various sources of polarization.hi;mwork we used the
scheme developed by Rothlisberger and co-workers [176]leimgnted in the pro-
gram CPMD [177]. The drug/DNA adducts were partitioned inrguen and classi-
cal regions. The first (QM hereafter) comprised the drug &ednucleoside of the
reactive guanin&/10 (56 +— 59 atoms), and was treated at the DFT level [241, 242],
using the BLYP [243, 157] exchange-correlation functionigde guanine was cut at
the C'1’ carbon, and the valence of this atom was saturated with twpieg hydro-
gens [244]. The remaining part of the system (MM hereafte$ weated using the
AMBER [231, 25, 131] effective potential.

The QM part is contained within a rectangular box6660 < 7000 A3, and was
treated as an isolated system [245]. Quantum calculaticeare werformed using
plane waves decomposition of up to a kinetic energy Ry, along with pseudo-
potentials of the Martins-Trouillers type [169]. The elestatic interactions between
QM and MM atoms were calculated using a hierarchical schei#8][ In this ap-
proach, the short range electrostatic interactions betwez=QM and MM part were
taken explicitly into account within a sphere of radiu8 A around every QM atom
using an appropriately modified Coulomb potential that eessthrat no electron spill-
out occurs. Beyond this first shell and within.6 A, the electrostatic interactions
were calculated using the D-RESP charges for the QM atomdielioatermost re-
gion, a multipole expansion scheme was employed. ThisftieiGal method is fully
Hamiltonian and ensures high accuracy in the core regioreffrtlent computation
in the region further away from the QM part.

The starting structures were taken from the last MD snagslaotd then slowly
guenched to reach a temperature closé f6, in order to relax the constraints on
QM atoms. Subsequently, the systems were slowly heated 8@0t&’, and NVT
simulations were carried out f@&rps, coupling the systems to a Nosé-Hoover ther-
mostat [121, 122]. A time step &fau (~ 0.12 fs) and a fictitious electronic mass
of 600 au were used. To estimate the amount of polarization withinQ region,
Boys orbitals [246] (BO’s) were calculated during the QM/MMnsilations, and,
based on their position, we estimated the ionicity of sel&tonds. To this aim, fol-

lowing [247], we defined a bond ionicity of the A-B bond as,Bl= [ 4] cost

|daz]
d_)A is the position vector of the BO along A-B with respect todgg> is the position
vector of B with respect to A, and is the angle between the two position vectors.
With this definition, BI's identify electron lone pairs andche used to visualize the
polarization of selected bonds. For example, a value gfzBhuch lower than 0.5
indicates a strong polarization of the electronic chargeatds A.

, Where
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3.3 Results and Discussion

3.3.1 MD simulations
Covalent complex

We summarize here our results from@ns MD simulation of theANT-DNA cova-
lent complex in aqueous solution, and compare its featurdstinose of the X-ray
structure [99] in order to validate our computational setlibe RMSD between the
average structure of the 10-mer d[CCAACGTT&d[CCAACGTTGG] and the X-
ray structure is3.3 A. The average RMSD of the whole DNA frame with respect to
DNA is 1.6 A: consistently, binding by the drug does not induce any egipble bend-
ing of the DNA axis (Figure 3/1), in agreement with experita¢findings [99, 220].
The structural determinants (Figures. 3.2, 3.3) and thecBxfa of the complex agree
well with the experimental ones, except around the regian-G1....120- A5, from
where we removed a second drug bonded'#2 in the X-ray structure (See Meth-
ods). It turns out that the bonding by the drug affects the OiN#ne essentially in
the binding region. The H-bond pattern between the drug haddligonucleotide
however differs significantly with respect the experimdntMD simulation, one to
four direct H-bonds are formed and broken during the dynamics (averageer
1.7), involving mostly theO H 4,,; group, that interacts with botlV Hg1; andO¢s,
and the acrylamid tail of the drug (Figure 3.8 and Table 3.32j addition, one to
three water-mediated H-bonds are established betwe€m5 4, and 0279, O4(,,
N3417. These waters push the drug tail towards the strand congpiii7. As a con-
sequencet N15 4,,; links to N 4,7 and looses the contact with2o andO4,,,. Note
that these bridging waters are not present in the X-ray siracThree of thesdirect
H-bonds are also present in the X-ray structure, that etshsidi H-bonds (Table 3.3).
This discrepancy might be due to the effect of packing foméke crystallographic
structure, which are particularly important at the end$efdligonucleotide [18]. Ac-
cording to our results the role of the H-bond pattern coring¢he drug and the DNA

| IMIeDNA1 IMIeDNA2 ANTeDNA ANT-DNA  DNA Ml ANT
dru 3 2 3 1 - 6 9
90 36+1.0 22408  43+11  36+09 2.3+1.1 5.4+13
DNA 9 8 13 8 14 B -
86+15  ThEld4  88+17 56+11 11.4+16

Table 3.2:Total number of persistent H-bonds (present for more &4 of the simulation
time) formed by the drug and the five bp&G7TsToG19G11)d(C18A17A16C15C14) involved
in the binding. Averages and standard deviations of the total number ahidsbare also
reported in the second row of each entry.



3.3 Results and Discussion 71

Figure 3.1:Superimposition between the MD-averaged structu@f (red) and those of
ANT eDNA (blue), IMI eDNA 2 (orange),IMl eDNA 1 (green) andANT-DNA (magenta).
The details show the sugar flips that arise upon non-covalent binding.

have a minor role in stabilization, as compared to Ref. [99%wEN\er, the aqueous
solvent, not detected by the X-ray experiment, might assigtificantly the forma-
tion of water-mediated H-bonds. We conclude that the MDcstme of ANT-DNA
reproduces most of the experimental data, apart from thg-DNIA H-bond pattern,
which may differ mostly from the X-ray structure becausemfionment effects.

IN3G11-.09.4n|02¢15..09 45| O2¢15..N10 4n|N3G11.. N 10 45| O279.. N 15 45|04 1. N15 4,

3.9 3.1 3.4 3.7 2.9 3.3
4.0=£0.3 2.9+0.3 2.9+0.2 3.3+0.2 5.3+0.4 49+0.9

X —ray
MD

Table 3.3: Comparison between X-ray and calculated acceptor-donor distanassirgy
drug and DNA.
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Figure 3.2: Average values of the minor groove width BNA (red), ANT eDNA (blue),
IMI eDNA 1 (green) ,IMI eDNA 2 (orange) ANT-DNA (magenta), calculated between C4’
sugars.

Non-covalent complexes

In this section, we provide insights on aspects of the mddeaecognition process
between anthramycin and DNA, through MD simulations of tba-oovalent com-
plexesiIMl eDNA andANT eDNA, and we compare them with the isolated reactants
in water solution ANT, IMI , andDNA), as well as that of the covalent addédtiT-
DNA, discussed above.

Structural analysis and dliding of anhydro-anthramycin. The structural stability
of the systems has been firstly analyzed in terms of devigfimm their averages,
as well as from those of canonical B-DNA and A-DNA. Figure 3w\ws that the
RMSD of the oligonucleotides assumes two different valuesséveralns in the
non-covalent complexes, while it is almost constariDMA andANT-DNA . Consis-
tently, while forDNA andANT-DNA the RMSD is 4 A with respect to B-DNA and
5 A with respect to A-DNA for the whole simulation, the non-edent complexes as-
sume for severaks conformations having lower RMSD relative to A-DNA than to
B-DNA. The most interesting event observed is a sliding ofdhey in IMI eDNA
along the minor groove, towards the central part of the oligdeotide (from sité. -
configurationiIMl eDNA 1 - to 2 - configurationiM| ¢DNA 2 - in Figure 3.5), which
occurs afterlOns. Interestingly, shuffling and translocation have been oleskex-
perimentally for other DNA-binding drugs [248, 249]. Thaudrmoves by one base
pair (bp) step, so that'114,, is located in the vicinity of7’9 in IMI eDNA 2, and
keeps the new position for the rest of the simulation. In @stf INANT eDNA the
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Figure 3.3:Average values of selected helical parametarsist, b: rise) of DNA (red),
ANT ¢DNA (blue),IMI eDNA 1 (green),IMI ¢DNA 2 (orange) ANT-DNA (magenta).

drug is stable around its binding site for the entire dynangizf) ns). It is interesting
to test whetheANT would move back if initially located in the “slipped” post
of IMI . To this aim, we performed MD simulations in whi&NT is docked in the
non-reactive site (with the reactive carbon between ba8esnd T9). Two slightly
different configurations were chosen. Both MD simulatiorasyied out for2.5 ns,
show that the drug does not move back to the reactive sitenenMD, the average
distance betweefi11 4y andN 244 passes frons.3 Ato 5.6+ 0.3 A (average value
over the las® ns), in the other fron.4 Ato 7.6 + 0.3 A.

These results suggest that movementAT from one “site” to another are
most probably not kinetically driven. A key issue to be addezl is on whether
the sliding process is due (totally or in part) to the choiéeh@ model, i.e. by
having positioned the drug near to the end of the oligondicleaather than in its
center: in fact, nucleobases and ligands in such positiaghktrhe subjected to dif-
ferent electrostatic and dynamical stresses. To quartédyélevance of end-effects
on the properties of the biomolecular frame, we have contptaatures ofDNA,
l.e. the oligonucleotide in aqueous solution, in its cdnfd@ACGT],) and termi-
nal (d[TGGC}) parts. The RMSD'’s with respect to the average structurestatn
to be very similar {4 = 0.3Avs 1.3 &+ 0.3A), and the flexibilities, measured as
RMSF’s, are identical((9 + 0.3A). The differences in electrostatic forces acting
on the base atoms are very small, withis%. Furthermore, we have construct
two more models other thalMl eDNA. In the first, the system is the same, but
the initial conditions (in particular the docking of the dridone manually) are dif-
ferent; 20 ns MD simulation of the model in aqueous solution show that d-sli
ing of the drug occurs afterl0ns (note that this is quite long time in MD sim-
ulations with explicit solvent and counter-ions [250, 238, 34]). In the second,
which also has been simulated farns, IMI is docked in the centre of the 14-mer
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Figure 3.4: Mass weighted RMSDs of the oligonucleotidesAINT eDNA, IMI eDNA,
ANT-DNA, andDNA, calculated for heavy atoms after least square (LSQ) fit to the aver-
age structures in solvent. Running averages are reported as boldTime@set reports the
distance between reactive atofi®;1; andC'11 4, in the non-covalent complexes.

d[CAACGTTG'"GCCAAC]J[GTTGGCCAACGTTG] (Ml eDNAC). In this case the
same sliding process occurs afiérmns; in addition, flexibility, minor groove width
and electrostatic field acting on the drug, turn out to be \&@nyilar to those of
IMI eDNA (Table! 3.4 and Figure 3.6). Based on results from the straicturaly-
sis of DNA and from three independent simulations, we suggest thatithieg of the
drug is caused by a stabilisation of the drug in a positioectiian the “reactive” one,
and we proceed to a structural and energetic analysis ofrdoegs. Structurally, the
sliding of the drug is accompanied by a significant rearrareyg of the DNA frame
(mirrored by a decrease of kcal/mol of the internal energy): in fact, the average
structure of the complex before the slidiniyl( ¢eDNA 1) shows large deformations
with respect to those @NA andANT-DNA, in particular at the central region (Fig-

SySten\Step\ Cl12-C15 G11-Ci6 G10-Al7 T9-C18

IMI eDNA | 6.8+0.7 49+04 44+04 6.1+0.6
IMI eDNAC | 44£0.7 51+£04 44+04 40406

Table 3.4: Average values (A) of minor groove widths calculated between C4’ atoms at
d[TG*GCl,.
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Figure 3.5: Superimposition
of theIMI eDNA MD-averaged
structures before (greef) and
after (orange,2) 10ns. The
drug moves by 1bp step. The
mean distances between reac-
tive atomsN2411 and C11 4,
are respectivelg.3 + 0.2 Ain 1
and6.5 + 0.5 Ain 2.

ure 3.1). The plot of the average minor groove widths (Fi@u2® shows the presence
of a large unwinding in this region relative RNA andANT-DNA, which is corre-
lated to a flip of they glycosidic dihedral atz7 andG19 from anti (—120) to high

anti configuration 70 - Figure 3.1). The same findings come out from the analy-
sis of helicoidal inter-base-pairs parameters (Figuré. 3T®e oligonucleotide after
the sliding (Ml eDNA 2) becomes structurally similar ©NA and the minor groove
narrows, in particular in the central region of the oligoleatide. The other non-
covalent complexANT eDNA) assumes also a conformation differing from those
of DNA andANT-DNA particularly in its middle (Figures. 3.1, 3/2, 3.3). Howeve
the minor groove has almost the same width aBA, due to the presence of the
OH — 11 group of ANT (Chart I). Summarizing, both the non-covalent complexes
with the drug positioned in front of the reactive site exh#gnificant rearrangements

"
2.5 -~ IMI @ DNA N7
. E AN

100 150
Atom index

Figure 3.6:Left Comparison between RMSFs around the average structure at@[Tlz
in IMI eDNA and IMI eDNAc. Right Average electrostatic forces acting on the drug in
IMI eDNA (cyan) andMI eDNAc (orange).
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Figure 3.7: Variations of the non-bonded (electrostatic+LJ) energy of

the  drugd(G;1sT9G10G11)d(C18A17A16C15C14), drug-solvent, and  solvent-
d(G7TgTyG10G11)d(C18A17A16C15C14) moieties, upon sliding of anhydro-anthra-mycin
(dashed lines correspond to running averages performed on blbtR8 steps). The sliding
process is associated to a increase-of0 kcal/mol in the interaction energy between the
drug and the dodecamer.

in the center of the oligonucleotide with respecDNA andANT-DNA . Upon slid-
ing of IMI the conformational parameters recover values close t@thbBNA.
Some values of the helical parameters in Figure 3.3, likh higst and rise, and neg-
ative roll, are typical of BII-DNA backbone conformation [E®I/BII equilibria can
be influenced by ligands, in order to optimize contacts betwmartners and to allow
the formation of water-mediated H-bonds [251, 90]. In faa,find that the binding
of the drug affects these equilibria (data not shown), e¥endorrelation between
binding and conformational changes of the backbone is reyt &arationalize. For
example, binding either imposes freezing of certain pataragor allows a major
variability of others. In addition, the presence of a lowsifand rise) aC'G steps
(like in CsG~) in MD simulations has been recently correlated to unuayalback-
bones at the adjacent 5’ step [236]. We found indeed alongdlkbone some flips
of a/~ to stable states other than the canonicalg™, but they appear not to be cor-

\ANT.DNA IMI e DNA1 [IMI eDNA2 ANT-DNA

LJ —30+£2 —33+£3 —40+£3 —34=£3
COULOMB —12+3 —8£3 —11+3 —20%4

Table 3.5:LJ and coulomb interaction energies (kcal/mol) extracted from the nonedond
terms of the AMBER force field [25, 131].
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\ ANT-DNA ANT eDNA  ANT  IMI eDNA1 IMI eDNA2 [MI

31£7 22+38

PROPELLER (37.1) 26 £ 8 (34.4%) 297 22+7 26+ 9
13£6 12+6

BUCKLE (17.6) 10£5 (8.2%) 8§+4 8+4 9+£5

Table 3.6: Propeller twist and buckle of the drugs (degrees). In parenthesiepogted
available experimental results. Data labelled with the asterisk refers tolthenethyl ether
of the drug.

related with the low twist af’s G;. The lifetimes of these conformations are supposed
to be larger than typical MD timescales [52], yet our and pffirulations do observe
them [236], even if in almost all the cases reverse tranmstare absent. The origin
of their appearance has not been enlighted yet, althouglghtrbe related to the
force field parametrization. Also the drugs exhibit a sligistortion upon binding, as
shown by the average values of the propeller and twist amgjesrted in Table 3.6.
Despite the high standard deviations, twist seems to becanttlated with the de-
gree of binding, with the only exception b1l eDNA 2. The buckle instead does not
change significantly upon binding. The energetic analyastheen performed us-
ing the non-bonded terms of the AMBER force field [24, 25, 13t]dn approximate
estimate of the interaction energies. Although the numberag-DNA H-bonds is
reduced in going from to 2 the overall interaction energy increases by fewl /mol,
(Figurel 3.7). This mirrors a better accommodation of thegdntio the DNA minor
groove after the sliding, increasing the hydrophobic condaea byi% (Table 3.7).
As a result, the twist of the drug decreas&® (vs22° in Table 3.6), allowing a better

Figure 3.8:Drug/oligonucleotide H-bonds IANT-DNA (MD structure).
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\ IMI ANT GTTGG IMI oCTTGG ANTeGTTGG ANT-GTTGG

667 £ 18 (2)
709 + 17 (1)
—288 (30%, 2)
—246 (26%, 1)

SASA (19145 161+£5 764+ 17 746 £ 25 739 £ 21

—216 (26%, IMI)
—186 (20%, ANT)

ASASA —179 (19%)

Table 3.7:Calculated hydrophobic SASAs @A The hydrophobic effect plays a role in the
formation of the complex: a negative value ASASA upon solvation in water corresponds
to a gain in the non-polar part of the solvation free energy.

delocalization ofr orbitals on the drug. The entropy change associated toittiegl
process turns out to be very small, g9: the first shell of waters surrounding the
drug and the binding site does not change, as shown by a aadsubf the radial
distribution function of waters around the binding regiaat@ not shown)(ii) the
conformational entropy of the DNA (calculated with the Sitbi’s formula [252]) is
unchanged. Within the limitations of these simple estioradj we conclude that the
sliding of the drug is mainly due to a gain in non-specific iat#ions with the DNA
frame, accompanied by a release of the structural stressradated by this latter
under the presence of the drug.

Other features of IMIeDNA 2 and ANTeDNA. The LJ interactions account for

~ 70 —80% of the non-bonded energy for both the systems, while elstttios plays

a minor role (Table 3.5). Note that the LJ (Coulomb) intexatis slightly stronger
(weaker) inIMI eDNA 2 than in ANT eDNA, possibly because of the presence in
the latter of theOH 11 group, that prevents the drug to be very close to the DNA
backbone. Consistently, the relative decrease of the hindtmp SASA [240] upon
formation of the complex is larger itMI eDNA 2 than inANT «DNA (Table! 3.7),
corresponding to a larger relative gain in the non-polatrioution to the free energy

of solvation. Thus|MI establishes a more favourable non-bonded interaction with
the DNA frame tharANT . In the covalent complex the electrostatic energies become
comparable to the LJ ones (Table 3.5): in fact, the formatibthe covalent bond
shortens the distances between charged groups, induciiffgreit distribution of

the electronic density on the reactants. Interestingly,HRbonds between the sol-
vent andMI , ANT, DNA (calculated only for the atoms at the drug-DNA interface)
are only partially replaced in the non-covalent complexesble 3.2). Specifically,
drug-DNA H-bonds are formed betwe€éf 0, G11, A16 nitrogens,04;,,, and09,

O11 andN'10 on the drug (Figure 3.8). No water molecules are presentdetihe
reactive guaniné'10 and the drugs, as should be expected for extended aromstic sy
tems making favourable hydrophobic interactions with tiNAbackbone. However,
the presence of th@ H11 group inANT ¢DNA allows the entrance of water(s) in the
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Figure 3.9:Contour plots of the electrostatic potential (Volts) within the QM region, through
the plane defined by atom$2, N10, C'11. The plots report the difference in the electrostatic
potential calculateavith andwithout bioframe Note that only inlIMI eDNA (a) the largest
difference islocalizednear to the electrophilic carbon, while XANT eDNA (b) it is spread

in front of the reactive amino group of the guanosine. ™h&)-C'11 arrow indicates the
polarization of the bond, while the arrow betwe¥a andC'11 indicates the gradient iAV.

region between the drug and the DNA backbone (Table 3.2). Basehese results
we suggest that the formation of the complexes has an imgaetaropic contribu-
tion, and their stabilization, even in a highly charged egstike the minor groove of
DNA, is mainly due to hydrophobic contacts.

3.3.2 Reactant Polarization

DNA is a polyelectrolite and it may produce large electriddiseon the reactants.
In this section, we investigate the electrostatic effecthef biomolecular frame on
the electronic structure of the reactants (the drug andugngsine target) bg ps
QM/MM simulations onANT eDNA andIMI eDNA 1. Within this scheme the drug
and the reactive guanosine are treated at a quantum leviéd, tivé rest of the system
is parametrized using AMBER [231, 25, 131] effective potantlrhus the QM/MM
scheme allows to dissect the source of polarization intmuarcontributions, namely
those due to the DNA and the solvent, by switching off thearges. We also evaluate
the amount of reciprocal polarization of the reactants byopming additional QM
calculationsn vacuo

Our QM/MM simulations suggest that the biomolecular frarttera significantly
the electric field of the reactants, in particular the redietween the reactive atoms
N2¢10 and C1ly,.,, (Figure 3.9). The polarizing field created by the environtnen
turns out to be due almost completely to the DNA frame, sideatical results are
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[ bioframe no bioframe no solvent vacuo

Cl1 — H11 0.66 £0.01 0.68£0.04 0.66+0.01 0.68
< C11 — N10 0.57+0.01 0.54+0.01 0.58£0.01 0.55
—Z_C11-N10 0.58+0.01  0.55+0.01 0.59+£0.01 0.56
A C11-Clla | 0.51+£0.01 0.51£0.01 0.5040.01 0.51
® N2 - H21 0.57+0.01 0.59+0.01 0.57£0.01 0.59
=T N2 —H22 0.59+0.01 0.58+0.01 0.57£0.01 0.58
<ZE N2 - C2 0.36 +£0.04 0.37+£0.04 0.38£0.06 0.33
N2lonepair | 0.21£0.05 0.194+0.05 0.214+0.07 0.24
C1l1 - H1 0.66 £0.01 0.68£0.04 0.66=+0.01 0.67
< C11 — N10 0.57£0.01 0.57£0.01 0.58=+0.01 0.57
= C11 —Clla | 0.504+0.01 0.5040.01 0.50 4+ 0.01 0.51
A Ci1-011 0.63+0.01 0.62£0.01 0.62+0.01 0.62
® N2 -H21 0.57+0.01  0.59+0.01 0.57£0.01 0.59
5 N2 — H22 0.58+£0.01 0.58+0.01 0.59+0.01 0.58
= N2 - C2 0.37+0.04 0.38+£0.04 0.38£0.04 0.33 /”.2\
N2lonepair | 0.20+0.05 0.154+0.06 0.15=+0.06 0.24 Hai Hzz
GUA

Table 3.8:Bond ionicity of X-N2¢19 and X-C'114,,4 bonds. Last column refers to cal-
culationsin vacuoon the drug or the guanosine. Two rows with the same label indicate a
double bond, while the last row in each system represents the Bl assdidtee lone pair

of the guanine nitrogen. The figures on the right side depict the BO'sidered for the BI
calculations (see Methods).

obtained in calculations in which the charges of the soleeatswitched off (data not
shown). The DNA field is directed frodV2¢1, to C114.,, in IMI «eDNA 1. Thus, this
field may assist the alkylation reaction by renderiigl,,,, more electrophilic, i.e
creating electrostatic conditions very favourable for aleophilic attack. Instead, in
ANT eDNA the largest effect occurs in proximity of the amino groug-af). Thus, in
this latter case, the DNA field is expected to enhance theivégaeither of the drug
nor of the DNA. These findings are in agreement with expertaidindings [253,
254], indicating the anhydro form as the most reactive.

A measure of the polarity of chemical bonds is given by bomdcity indexes
(BI's). For the bond between atoms A and B, a BI<0.5 (>0.5) ingsahift of the
center of mass of the electronic charge towards A (B) (see ddisth Such analysis
can be extended also to investigate the polarization otreledone-pairs of a given
atom. In this case, the Bl is defined in such a way that largdrasridex, stronger
are the polarization effects on the lone-pair. Here we itigate the changes in BI’s,
averaged along the QM/MM trajectory, due to the inclusiothefelectric field of the
biomolecular frame. It is worth to notice that also littléfdrences between these val-
ues are significant, because of the restricted range ofvalube BO projection onto
the bonds [247]. ThéV10-C'11 = bond is the most polarized by the external elec-
tric field in IMI eDNA 1 (where the drug is located in front of the reactive gua%ne

INote that, due to the delocalizationobonds[247], these results should be taken as an indication.
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whilst in ANT eDNA the largest effect is seen on the,, lone pair (Table3.8). Con-
sistently, a large field is localized on tli&l1 atom in the first system (Figure 3.9).
Thus, inIMI eDNA 1 theC'11 atom is more electron poorer thamvacuq suggesting
that DNA renders the complex more reactive. These resuteeagith experiments,
which have shown a marked preference of anthramycin to loodle-stranded DNA
(dsDNA), rather than single nucleobases [98, 255, 99].

3.4 Concluding Remarks

Whilst a large number afs-scale simulations of non-covalent drug/DNA complexes
have appeared in the literature (see e.g. Refs. [74,75, 83678]), very few MD
studies have been reported on alkylating drug/DNA systémspite of their phar-
macological relevance [258, 104, 259]. Here we have inga&td by molecular me-
chanics simulations the non-covalent interaction betwaenforms of anthramycin
present in solution (hydroxy and anhydro) and the 12-meiGffBACGTTGGC]}.
Our MD simulations suggest that the formation of the covatemplex does not af-
fect DNA helical axis, in agreement with experiments [99awver, local structural
changes are evident in both the DNA and the drug, consigteuitth the “induced fit
mechanism” of binding proposed by Kiat al.[221]. The non-covalent complexes
are mainly stabilized by non-specific hydrophobic intdmaw, consistently with the
modest sequence selectivity shown by these drugs [212@08,5]. In this respect, it
is worth to note the remarkable difference observed in dycalproperties of the two
forms of the drug. Hydroxy-anthramycin remains in the saiteeduring the whole
length of our simulation. In contrast, anhydro-anthramymioves after 10 ns to-
wards an adjacent site, and the system keeps the new cotifigufar the rest of
the dynamics. Note that similar shuffling of minor groovedars has been already
detected experimentally [248]. To the best of our knowlethgevever, this is the first
time that such a behaviour is observed for minor groove atkyy drugs in a MD sim-
ulation. The sliding of the anhydro form is associated wiiteaergetic and structural
relaxation of the non covalent complex, and is seen in a tyadgkadditional simu-
lations of the complex. The DNA conformation of the reactteenplexes (i.e. with
the drugs in front of its target guanine) is distorted rekatd that assumed in solution
or in the covalent complex. In particular, significant ches@re observed in sugar,
backbone, and helical parameters at the central regioreadltonucleotide. These
values are associated with conformations higher in endrgy that of canonical B-
DNA. Interestingly, after the sliding of anhydro-anthrasity(non-reactive complex),
the above structural parameters become similar to those éfde DNA. We conclude
therefore that the oligonucleotide in the reactive comexore distorted than in so-
lution, in the observed non-reactive complex, and in thd finaduct of the reaction.
This requirement of a sizeable structural distortion of iMA frame and, to a lesser
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extent, that of the drug, could play a role for the experirayntobserved slower
reactivity of anthramycin relative to that of other alkytaf agents [98]. Classical
simulations are complemented by QM/MM calculations. Tres®v that the dsDNA
electric field polarizes the reactive carbon of anhydrdyaarhycin so as to render it
more electrophilic. On the contrary, in the complex with fgd/-anthramycin, the
DNA field is unable to increase either the drug electropitylior the guanine nucle-
ophilicity (although it clearly affects the electronicwtture of the reactants). The
field due the water solvent appears instead to play a nelgigite in both the com-
plexes. Thus, although the exact role of the electrostatid &if the environment can
be established only if one simulates the entire alkylateaction, our results suggest
that the DNA frame assists the alkylation reaction by palag one of the reactants,
at least in the case of the complex with anhydro-anthramyidums is consistent with
the experimental observation that the drug is able to catglédind G-containing
oligonucleotides but not guanine in aqueous solution [98, 29].



Chapter 4

Mechanism and thermodynamics of
drug sliding along the minor groove

4.1 Introduction

The design of sequence-selective anticancer moleculewimd to regions of DNA
involved in replication and transcription processes isyad®al of rational drug de-
sign [261, 262, 263, 264]. In this respect sequence-speetid-out codes have been
deciphered for the class of non-covalent minor groove bim{ié3, 265]. In contrast,
the important class of DNA-alkylating agents has receiesg httention, particularly
from a theoretical point of view, probably also due to thegiguof experimentally
determined structural data [19,9]. Itis commonly accefttietimolecular recognition
and formation of the non-covalent complex by these drugslaven by non specific
interactions and sequence-specific structural featucegyahe minor groove [19, 9].
Recently, molecular dynamics studies performed in the gf88®4] have provided
information at the molecular level on the non-covalentriatéon between the DNA
and two covalent binders, anthramycin [253,99,254,22d]carocarmycin [107,266].
Anthramycin alkylates guanines, showing a modest sequszieetivity for PUGPu
sequences [221], while duocarmycin binds to adenines avehysselective towards
AT-rich sequences which have to be at least 4 bps long [1®], Bbth compounds
are powerful cytotoxic agents interfering with transdoptand replication processes,
and some of their derivatives have entered clinical tess@h§223, 267]. The natu-
ral twist of 35 between phenol and pyrrol rings (respectively A and C in Chart
gives to anthramycin the ideal shape to fit into the minor geo®9]. In contrast,
the largest duocarmycin is formed by two moieties connecigén amide link and
to fit into the minor groove it needs a 4@vist around the amide link relative to its
conformation in water [266].

For the purposes of the present work, we focus on the putaacative imine form
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of anthramycin [hereafter IMI] [253, 99, 254, 221], and orodarmycin-SI [hereafter
DSI] [107,266]. Non-covalent complexes of both IMI and DStmDNA are mainly
stabilized through hydrophobic interactions [83, 84]. lwer, while IMI could form
a relatively strong H-bond network with DNA [84, 99], DSI ibla to form one H-
bond only [83, 107]. As seen in the previous Chapter, IMI tdroat to slide along
the minor groove of the d[GCCAACGTTGGLHuplex, leading to the formation of
a non reactive stable complex. Such a sliding is indepenaietihe initial location
of the drug, occurring when IMI sits either at the end or in thigldle of a DNA
duplex. The same kind of displacement has been observediaftking the molecule
to its preferred site, the triplet AGA [221], within a 14-mauiplex (data not shown).
Instead, the complex between DSI and the duplex d[GACTAATDBAs stable
during the whole dynamics [83].

As the non-covalent recognition of the preferred DNA segeemay involve a
sliding of drugs along the minor groove [248, 249, 268, 2&@wledge of the en-
ergetics of such process may provide useful informationigand selectivity and
molecular recognition. In this chapter this issue is adgkddy investigating quanti-
tatively the mechanism of sliding of IMI and DSI. The free ggyeis then dissected
at a qualitative level into its enthalpic and entropic ciimttions, the rank of which
has been shown to depend strongly on the chemical structdine drug and on the
DNA sequence [270,271].

It is found that binding of IMI to the reactive site is less dagd than at nearby
base-pair, whereas for DSI the non-covalent binding sitecodes with the reactive
one, in agreement with previous MD simulations [83, 84]. While PMF associated
to sliding of IMI can be roughly rationalized through a simplnalysis of drug/DNA
enthalpic interactions, solvation effects appear to behmmore relevant for DSI, as
a consequence of more stringent requirements for optimat @tug into the minor
groove. These findings suggest the need of consideringpteuliinding pathways in
drug design, and provide a rationale for the modest selgctifanthramycin relative
to duocarmycin [266, 217].

4.2 Systems and Methods

Free energy profiles have been calculated as a function gidbiion of the drug
along the minor groove, for the non-covalent complexes dfifith d[GCCAACGTT-
G*GC]-d[GCCAACGTTGGC] (hereaftdM| eDNA) and DSI with d[GACTAATTG-
ACJ-d[GTCAATTA*GTC] (hereafteDSleDNA). These are built starting from ex-
perimental structures [99, 266] by cutting the covalentdobetween the carbon of
the drug and the nitrogen of the nucleobase, and manualipgualut the drugs from
the minor groove, until the distance d[C-N] was about 3.3 ADSi moves toward
the nearest end of the duplex upon sliding, test calculatitave been to investi-
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Chartl: Schematic view of alkylation of guanine by IMI (left), and adenip®ISI (right).

gate the possible influence of end-effects [84]. To this emdadditional simulation
was performed on the 14-mer d[GACGACTAATTGAC]-d[GTCAATTATCGTC]
[hereafteDSleDNACc] in complex with DSI. The drug was placed with its reactive
carbon C13 in front of the base T24 (corresponding to TAA$heDNA). A 7 ns MD
simulation was performed on this system, and analyses werfermed on the last
2ns.

All simulations have been carried out using the GROMACS pgeK237, 238,
272]). AMBER/gaff force fields [24, 25, 131, 234] were used foe tharameteri-
zation of oligonucleotides and drugs [83, 84]. Drug struesuwere optimized by
means of DFT calculations at B3LYP/6-31G(d,p) [161,/157kleusing the Gaus-
sian03 package [273]. Atomic RESP [134] charges were detsed) therespmod-
ule of AMBER after wavefunction relaxation. Potassium iommdelled with the
AMBER-adapted Aagqvist potential [233], have been added téemehcharge neu-
trality (22, 20 and 28 ifMI eDNA andDSleDNA and DSIeDNAc, respectively).
Systems have been solvated with a cubic box of TIP3P watezculds [274] ensur-
ing solvent shell to extend for at least 12 A around the DNAideic boundary con-
ditions were used, and constant temperature-pressurd(IK3P=1 atm) dynamics
have been performed through the Nosé-Hoover [121, 122] amteisen-Parrinello-
Rahman [123,126] coupling schemés (L ps). Electrostatic interactions were treated
using the particle mesh Ewald (PME) algorithm [275] with alspace cutoff of 10 A,
the same as for Van der Waals interactions. The pairlist dsted every 10 steps,
and Lincs constraints [235] were applied to all bonds inv@\hydrogen atoms, al-
lowing to use a time step of 2 fs. Coordinates were saved ed®ktbfs, correspond-
ing to 1000 snapshots per ns. DNA minor groove width was deéfasethe distance
between sugar C4’ atoms, and it was calculated with the pno@rarves [276, 239].

The potentials of mean force (PMF’s) [277] associated t@diliding along the
minor groove ofiMl eDNA andDSIeDNA were calculated with the Umbrella Sam-
pling method [183]. The distance between the reactive atfrdsug and DNA base
(specifically the C11 atom of IMI to the N2 atom of guanine 1(he DNA and atom
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C13 of DSI to atom N3 in adenine 19 of the DNA) was chosen asimracbordinate.
This simple choice is well suited to describe movementsefifugs that are few bps
long, since both compounds cause no appreciable bendin®lAf[B3, 84]. In order
to sample the various conformations corresponding torgiffepositions of the drug
along the minor groove, we have imposed a harmonic conswhitb kcal/(molA?)
to the distance d[C-N], starting from 2.9 A to 12.1 A with a st&p0.4 A. Doing
so the total movement of 9.2 A (slightly less than 3 bps stépgartitioned into
23 windows. Initial configurations of each window were gexted starting from
the reactive one, and increasing the distance d[C-N] by stés2 A, after 70 ps
of equilibration for each d[C-N] value. The Weighted Histagr Analysis Method
(WHAM) [278,185] method has been used to recombine PMF obteirom differ-
ent windows. As can be seen from insets in Figures 4.1 andtie2error on the
calculated PMFs is almost constant, meaning that the meactbordinate has been
sampled in a fairly uniform manner.

Extended MD simulations of oligonucleotides in water [@R/]icate that some of
the DNA conformational and helicoidal parameters havexeglan times of 0.5ns.
Thus, at least multi-ns trajectories must be collected taiobwell-converged free
energy profiles [236]. Systems investigated here were ibgatied for~4 ns, albeit
the PMF landscape was roughly converged after 2 ns. A fudheck on the RMSD
of drugeDNA complexes indicates that convergence has been reached df the
windows after~4 ns.Therefore, 6 ns of MD simulation were performed on each w
dow (for a total of~140 ns), and the last 2 ns were used to estimate the PMF and for
a structural analysis of the complexes.

The PMF has been decomposed as the sum of individual comispeach with a
physical meaning, and evaluateid the force field terms. In particular, variations in
the drug-DNA electrostatic and Van der Waals interacti@eslute adaptation energy,
solute configurational entropies, and solvation free @asrgrere examined. Solute
vibrational entropies were calculated within the harmamproximation [279], using
the nmodemodule of AMBER 9 [280]. As customary [281, 39, 282], a subdet o
structures was selected to be analyzed (20 for each relewafiguration, extracted
every 0.1ns from the last 2ns). These were minimized in tlsemte of explicit
solvent, the latter being mimicked by a dielectric constant4r (r is the interatomic
distance in A). Then, up to 20000 steps of minimization withautoff for all the
interactions were performed, of which the first 100 are steegescent followed by
conjugate gradient, until the RMS of gradient drops bel®w*kcal/(mol-A). The
estimate of relative solute conformational entropies isanivial task [39,282,119],
in particular for very flexible systems such as oligonuatied. Moreover, it is not

Ivan der Waals interactions were roughly estimated by sumgrtia number of hydrophobic con-
tacts for each atom type pair. For each of these, the equitibdistance ¢ of the Lennard-Jones
potential was calculated and contact was counted wkedd-0.2 A).
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possible to guesa priori how the “spreading” of the dynamics among the various
basins of the free energy surface depends on the conform@teo the position of
the drug). Therefore, results on conformational entroptesuld be taken only as
suggestive.

Solvent contributions to free energy were calculated ugiagIM-PBSA method-
ology [283]; for each relevant configuration 200 snapshamnfthe last 2 ns of each
MD were saved. SinCAG,,;, = G — G — GPNA and the last two terms
in the right-hand side are the same for each configuratiomeftomplex,AG,,
is directly proportional toGg‘;ijl”. Based on this proportionality, only this latter
term was evaluated for each relevant configuration of thedwoplexes. The elec-
trostatic contribution to solvation was evaluated using Boisson-Boltzmann con-
tinuum method [284], as implemented in the modpitsa[285] of AMBER 9. Di-
electric constants for the internal and external parts weté¢o 1 and 80 respectively.
Grid dimensions were set as long as twice the tickness ofdiuges and a grid spac-
ing of 0.25 Awas used. The dielectric boundary is the mokacsilirface defined by
a 1.4 A probe sphere and by spheres centered on each atonadiittaken from the
PARSE [286] parameter set (H=1.0, C=1.7, N=1.5, O=1.4 A withlae of 2.0 A for
the phosphorus). The boundary dielectric constants werassthe harmonic sum
of solvent and solute Debye-Huckel values. Salt effectsewt included implic-
itly in the continuum model. The hydrophobic component di/gtion free energy
is assumed proportional to the change of the solvent addessirface area (SASA),
AG,, = YASASA + b wherey=0.00542 kcal/A and b=0.92 kcal/mol [286]. For
comparison, we performed MM-PBSA calculations also using@sd approach
available in thegpbsamodule of the AMBER 9 package [285,287]. In this method the
non polar contribution is cast into two terms, a repulsive ¢ravity), correlated to
the SASA, and an attractive one (dispersion), calculatexlitih a surface-integration

approach [288].

4.3 Results and Discussion

In this section a description of PMF profiles correspondmthe sliding of IMI and
DSl inside the minor groove of oligonucleotides d{GCCAACGTBE]-d[GCCAA-
CGTTGGC] and d[GACTAATTGAC]-d[GTCAATTAGTC] (IMI eDNA andDSle
DNA respectively), considering d[C-N] as reaction coordinalete that the standard
deviation is very small along the entire sampling interva0(2 kcal/mol, see insets
in Figures 4.1/, 4.2), which makes the estimation of the fres@y quantitatively re-
liable. Then, the solute enthalpic and entropic contrimgito the PMF are analyzed,
along with the effects of the solvent. Finally, the relevant end-effects [84] on the
energetics of the sliding process is assessed.
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Figure 4.1:(a) Potential of Mean Force (PMF) associated to IMI sliding along the DNA mi-
nor groove. Standard deviation is reported in the inset. (b) Schematic Vigxe oomplex in
the configuration corresponding to the free energy minimum. (c) Struabfitbsee relevant
conformations of the drug/DNA complex. The second and third structtn@s ¢the left) has
been rotated respectively by30° and ~100° about the helical axis, to center the drug for
visualization. Molecular surfaces of drug and DNA are depicted in ti@nesp red and blue,
respectively.



4.3 Results and Discussion 89

AG (kcal/mol)

3456 78 9101112

8 9 lb 11 12
Al9* G20 ) T21 V)
d(-,\- (A) 04

» o5

Figure 4.2: (a) PMF associated to DSI sliding along the DNA minor groove. Standard
deviation is reported in the inset. (b) Schematic view of the configurationsmoneling to

the free energy minimum. (c) Structures of three relevant conformatiahe @omplex. The
third structure (from the left) has been rotated(° about the helical axis to center the drug
for visualization. Molecular surfaces of drug and DNA are depicted insfrarent red and

blue, respectively.

4.3.1 PMF profiles

The PMF ofIMI eDNA features four minima (I-IV, Figure 4.1). In I, the complex
is in its reactive configuration, i.e. carbon C11@IMI faces@®@10 (d[C-Nk3 A).
As seen in the previous Chapter, | corresponds to the avetagguse assumed by
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the complex during the first 10 ns of a 20 ns long MD simulatiéinom I, a small
barrier of 1.5 kcal/mol has to be overcome at transitiorestato reach the absolute
minimum 1, where d[C-Nk5.6 A. In Il, C11@IMI sits slightly before the T9 plane
(along the direction 3~5’), and IMI sits at the same location as in the last 10 ns the
dynamics mentioned above. The barrier from Il to | (5.5 koal) is much larger
than that from | to I, which again is consistent with restiftsn Chapter 3. At larger
d[C-N] distances other two minima are found: lll (7.2 A) and (30.1 A), in which
Cli@IMl is located immediately beyond T9 and in front of O2 @ESpectively.

The PMF landscape ddSleDNA is remarkably different (Figure 4.2). Indeed,
sliding is hindered by a barrier e£4 kcal/mol which traps the drug in the reactive
configuration | (corresponding to the absolute minimum mRBMF, along the inves-
tigated path). This minimum is followed by three other oneigltier in energy by
~4 kcal/mol) virtually isoenergetic among them. In such mmaj the reactive group
of the drug (in particular C13@DS]) is in front of G20 (I, a yeshallow minimum),
T21 (111), and between T21 and C22 (1V).

The PMF ofIMI eDNA appears to be much rougher than thaD&leDNA; in
particular it features two configurations corresponding karger gain in binding free
energy than in the reactive conformation. Results obtaioethe two adducts are in
line with those extracted from unbiased MD simulations 8}, and help to explain
the higher selectivity of duocarmycins as compared to antlgcins [266, 217]. For
instance, iNnMI eDNA the reactive configuration should be markedly less popdlate
with respect to Il (and competitive with 11l and V). In coast, inDSIeDNA there
is a net gain in the binding free energy at the reactive cordigan, the PMF being
almost flat elsewhere.

4.3.2 Dissection of the PMF’s

The PMF can be interpreted as the change in binding free yn®fg, upon drug
sliding. To identify the relevant contributions to this pess, such a changes can be
expressed as a sum of individual terms [263, 37,289, 290} Hé&';, is decomposed
in a term due to solute conformation and interactions batvilee two moieties (so-
lute terms), and a second one due to the presence of watepantecions (solvent
effects):

AGb - AGsolute + AGsolv (41)
where:

AC;solute - A[_[adapt + AI—Iel + A]¥vdW - TASvib - TASr+t (42)
ACgsolv - AGsolv,p + AG"solv,np (43)

In eq.[4.2,AH,4.,; represents the enthalpic term due to DNA and drug structural
deformations upon binding, whil&d H., and AH ., are contributions from elec-
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| d[C-NJ(A)  AHqdapt AH,  #Contacts #H-bonds AG.om, AGaoivnp

3.2()) 0.0(22.7)  0.0(1.6) 15(4) 2.0(08) 0.0(342)  0.0}2.
<| 39(n +96(223) +3313)  12(3) 0.9(0.6) -38.7(50.2) -2.4]2.
2| 56() -7.0216) -24(1.1)  19(3) 1.2(0.6)  -8.8(47.3) .64.8)
S 650" -3.8(21.6) -1.0(1.8)  13(3) 0.6(0.5) -17.5(35.4) +2.QJ2.
S| 72(01)  -49(222) +1.2(1.1)  11(3) 1.000.2)  +11.4(36.7)+4.2(2.4)
T 82(l")  -1.4(21.8) +2.2(1.3) 9(2) 0.5(0.3) -16.4(31.6) +4.8[1.7
101 (V)  -1.5(22.4) -1.4(1.0)  15(3) 0.5(0.5)  -1.5(53.2) 2.K3.0)
3.0 () 0.0(18.1) 0.0(1.9)  63(10) 05(0.3) 0.0(36.0) 0.0)2
< | 43() +183(182) +6.3(20)  47(9) 0.0(0.0) -60.2(45.6) +7.8)2
Z | 6.0(I*) +18.6(18.1) +3.6(1.7)  63(11) 0.0(0.0) -41.3(29.6) +R.8)
Q| 70Q) +17.6(18.2) +2.2(52)  53(12) 0.8(0.4) -25.6(35.0 +1.3(2.4)
Q| 89(N) +19.9(185) +3.7(24)  56(11) 0.0(0.0) -34.5(40.0)  +2.B}
103 (I)  +15.7(18.1) -1.2(2.2)  58(10) 0.9(0.6) -44.4()1 +3.9(2.0)
11.9 (V) +14.1(18.5) +5.3(1.5)  54(11) 0.0(0.0)  -49.5@9. +2.9(2.0)

Table 4.1:Selected values of solut®H,,,,: (column 1), drug/DNAAH,; (c. Ill), number

of hydrophobic contacts (c. V), average number of H-bonds (¢.p@lar (c. VI) and non
polar (c. VII) contributions taAG,,,;,,. Energies are in kcal/mol and referred to configuration
|. Standard deviations are reported in brackets.

trostatic and Van der Waals interactions, respectiveM 4., and AH,, are es-
timated through the terms in the AMBER force field, whiteH, ;;;, is assumed
to be roughly proportional to the variation in the number géltophobic contacts.
TAS,; andTAS, ., are the free energy contributions from vibrational anddtan
tional+rotational entropy changes upon binding. The formas evaluated through
a normal mode analysis [279], whileA S, ; was assumed to be sequence indepen-
dent [271] and was thus not calculated. Inleq! 487,..,, and AG ., ., are re-
spectively the polar (electrostatic) and non-polar (hptiabic) contributions to sol-
vation, evaluated here with the MM-PBSA method. It is wortpdant out that whilst
the PMFs are quantitatively reliable, their dissectioro iehthalpic, entropic, and
solvation terms has been carried out using approximatetbasttongly sampling-
dependent methods. Thus, these contributions have to sdeoed qualitatively,
and are here used to gain insights into the sources of dregtséty. In the follow-
ing, all the values refer to the reactive configuration ofrégpective complex, which
Is indicated as I.

Solute terms

The analysis of enthalpic terms iNll eDNA is summarized in Tab. 4.1 and in Fig-
ures 4.3a, 413b, 4.3c¢ faX H,4,,:, A H,;, and number of contacts, respectively. Consis-
tently with previous unbiased dynamics [84], at | the DNA istdrted in the central
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C6G7 tract with respect to its structure in bulk solvent. THapation energy fur-
ther increases going from | to the maximumwhile drug/DNA interactions weaken.
Both the present and the previous works [84, 83] indicatettietvhole structure re-
laxes at Il (indeed, the conformation assumed by the oliglzmtide is very close to
that of canonical B-DNA in aqueous solution), whilst elestadic and Van der Waals
interactions strengthen. Actually, such interactionstheestrongest along the inves-
tigated path, while the adaptation expense is the lowestontrast, the (average)
number ofdirect H-bonds decreases. The subsequent increase in free endigysa
partially due to the steric clash between the drug acrylartad and the amino group
of G7. The latter hinders the sliding of the drug, causingtatron of its principal
axis with respect to the oligonucleotide, and slightly esipg the molecule to the
solvent ([ 4.4).Correspondingly, the number of contactshrea@ minimum in IH,
and the minor groove widens in the tract C6. .. T8 (averagehwddk with respect to
4 A at I1). Once the guanine amino group has been overcomeebgrtiy, a wide free
energy minimum is reached in proximity of T8 (IV). Here, theuigl recovers some
of the contacts with the DNA backbone. The (solute) entleatpintributions fairly
correlate with the PMF (Figures 4.3a, 4.3b,/4.3c), albeitat®ns are present, point-
ing to the role of solute entropic and/or solvation termsisTi& particularly evident
at PMF transition states: for example, the sum of the enithadpms indicates fi
to be lower than I, whereas in the PMF lilis slightly lower than It (Tab./4.1).
Concerning solute vibrational entropies, the calculatddesat minima of the PMF
turn out to differ scarcely,consistently with results oé gorevious Chapter. Despite
the limitations of the methodology used here [39], theseeslindicate that solute
entropy is likely to not vary significantly at different cogfirations.

In DSIeDNA, the free energy absolute minimum I, corresponding to thetiee
configuration, shows the lowe&tH ., (Figure/4.3e and Tab. 4.1) and the largest
number of hydrophobic contacts (Figure|4.3g and Tab. 4.hjlewA H,,; is very sim-
ilar to the values in Il and IIl (Figure 4.3e and Tab. 4.1). Thejor source of sta-
bilization in | is the extended pattern of hydrophobic catéaformed between the
drug and the DNA, in agreement with experimental sugges{ibd7, 266]. The drug
is significantly distorted when leaving the reactive confagion: the twist between
the two drug moieties increases fron20° at | to ~110 at I*, causing a significant
widening of the minor groovel( 4.4). Consequently, the bloglalang with the mi-
nor groove floor (see also next section and Figure 4.3), i€rmolvent exposed, the
electrostatic interactions weaken and the number of diNg/Bydrophobic contacts
decreases drastically. Additionally, the H-bond whichrierdiscontinuously at the
reactive configuration is here definitively lost. At,Iboth the DNA and the drug are
less distorted than in‘] and the number of hydrophobic contacts is the same as in I.
Surprisingly, the adaptation cost is essentially the sasni@ &. Il is characterized
by a small gain in electrostatic and adaptation energie®agpared to i and I1I*,
along with the recover of one H-bond. However, it featurss keydrophobic contacts
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than I and IlI*. Apart from the reactive configuration, Ill is the lowest leaipic
minimum; however, its free energy value is almost identtcathose at Il and IV
(Figure[4.2). In summary, the (solute) enthalpic analybsas that several points
lack correspondence with the PMF, indicating a key role dfagy and/or solvent
effects for the sliding process of DSI. Nevertheless, dptheontributions pinpoint
unambiguously the configuration | as the most stable ondy Wit/,4,,; playing a
more important role than itMl eDNA (maxAAH,4,,x = 18 and 7 kcal/mol for DSI
and IMI, respectively).

Finally, TAS,;, was evaluated at the minima of the PMF. The calculated values
show a range of variation comparable to that foundiidr eDNA: thus, also in this
case solute entropic contributions to the sliding processiaglected.

Solvent effects

It is well known that solvent is crucial for nucleic acid stture and stability, and
consequently it is important for binding of drugs to DNA. &wdl, the analysis of
AG e Clearly points to the role of solvent for the sliding of theotwvestigated
drugs, in particular for DSI. The development of reliableplitit solvent models
and fast finite-difference numerical procedures [285, 288, 288] has made feasible
the calculations of solvation free energya MD simulations. In particular, binding
free energies of ligands to DNA calculated with the MM-PBSAtinoel agree fairly
well with experimental values [75, 37, 282]. Electrostak€ ., , and hydrophobic
AG 5010, np cONtributions taAG,,,, that can be interpreted as the free energy cost for
drug desolvation upon binding, are evaluated using eitmer'standard” setup [39,
286] and the alternative approach available in AMBER 9 [286,287, 288] (see
Systems and Methods). It is worth to recall tha that bindglgare always associated
to an unfavorable — positive — change in solvation free gndrge profiles ofAG ;.
evaluated with the two methodologies are very similar, ialthee second approach
highlights the sequence dependence of non-polar contiiand is thus reported
here (Figures 4.3d, 4.3h)

The changes il\G,,, appears very large as compared to the PMF; large stan-
dard deviations are seen, as already reported by otherraBi 282]. Neverthe-
less, some interesting differences between IMI and DSI aeerwved:i) The cost
in desolvation upon formation of the compleX(-,.,., is the highest at the absolute
PMF minimum inDSleDNA (Figurel 4.3h), in agreement with the better fit of the
drug into the minor groove at |. Already at, Iwhere drug distortion results in its
enhanced solvatiom\G,,;, suddenly decreases, and reaches a rough plateau for the
other configurations. This behavior mirrors the PMF langscavhere the minimum
corresponding to the reactive configuration is the lowi@sin contrastAGy,;, does
not show any clear correlation with the PMFIMI eDNA. In particular, the deepest
minimum in the PMF is not associated with the highest valuA@6f,,;, (highest sol-
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Figure 4.3: Selected values of: a,@)Hyqqpt; b,f) AHg.; €,g) number of hydrophobic
contacts; d,h) electrostatic (squares, dotted-dashed line), hydioghuimbus, dashed line),
and total (circles, solid lineAG,,;,, along the reaction coordinate d[C-N], compared to the
PMF (dotted line, and rescaled in ¢), d), g), h) to allow for an easier casgpewith A H,;,
profiles). Data on the left (a-d) refer t¥l eDNA, those on the right (e-h) tDSleDNA.
Solvation free energies have been obtained using the method of Luo -avatkers.



Figure 4.4:Water density distributions extracted from the last 2 ns of dynamics at r¢lpeints of the PMF inMI eDNA (upper
panel) andDSIeDNA (lower panel). Densities are calculated with §ag.+iq; utility of GROMACS, using a 3D grid with step 0.5 A.
Water densities at values 3 times larger than that of bulk water are shown as blue wireframes.
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vation cost). Density plots of water (Fig 4.4) exhibit qtetiively the same trend of

the profile ofAG,,,. BothIMI eDNA andDSleDNA I* feature more waters inside
the groove with respect to I, and IMI eDNA 1ll has the largest desolvation cost,
consistently with its very poor hydration. Interestinglye number of hydrophobic

contacts in Il is lower than that of II, indicating that tmamber does not necessarily
increase with a lower degree of hydration. This might be dtiégast in part, to the

“bridging” of the two DNA strands by the drug, which prevemiater to access the

groove around the binding region.

Within the limitations of this analysis, it is suggestedtthalvent effects play a
key role inDSleDNA, consistently with the finding thahG,,..c does not corre-
late with the PMF. Instead, no clear correlation exists keetwthe PMF and\G,,;,
in IMI eDNA, which is also consistent with the rough correlation foursdween
AG souie and the PMF.

4.3.3 Evaluation of end-effects

All simulations reported here have been started with IMI &f8l positioned in
front of their reactive sites [99, 266] (nucleobases G10 Ab8 in IMI eDNA and
DSleDNA respectively&. When building-up the sliding windows as described in
Systems and Methods, DSI turned out to slide towards thex@'ed the strand con-
taining A19, while inIMI eDNA the drug moves towards the oligonucleotide center.
As a result, the regions explored by the two drugs are sligtitferent (although it
should be noticed that they are comparable, as can be searFigures 1 and 2),
and diverse influence of “end-effects” might hamper a thghocomparison between
the calculated PMF’s. In this respect, in the previous Chapteas been already
shown that end-effects play only a minor role on the dynarofd#/l eDNA. Here,
additional MD calculations were performed to assess thsiplesinfluence of such
effects on the interaction between DSI and DNA. Specific#tly features of the tract
DSled[GACT] » either embedded in the 11-mBSleDNA (DSled[G1A2C3T4],,
see Systems and Methods) or in the 14-m8teDNAC (DSled[G4A5C6T7], were
compared along the last 2 ns of the respective MD simulatidhs structure, the con-
formational flexibility, the hydration dDSled[G1A2C3T4], andDSled[G4A5C6T7],
turned out to be rather similar, along with the interactibagveen DSI and the tracts
d[GACT],. In fact:

1. The structures dDSled[G1A2C3T4], andDSled[G4A5C6T7], overlap very
well (Figure 4.5): moreover the widths of minor groove at biveding region
are comparable with or without the presence of three adhditioucleobases

2 Indicating such nucleobases with the asterisk the sequaneed[GCCAACGTTGGC]-
d[GCCAACGTTGGC] and d[GACTAATTGAC]-d[GTCAATTAGTC] for IMIeDNA and
DSIleDNA, respectively.
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Figure 4.5: a) Superimposition between structures (averaged over the two last 2ns) of
DSleDNA (blue) andDSleDNAC (red). The tracts d[GACT]and DSI have a very similar ar-
rangement in the two complexes. In particular, although the terminal basierRESleDNA

is clearly distorted relative t®SIleDNAc, the position of the drug in the minor groove is
essentially unchanged. The arrow indicates the opening of the minoreyio®S5leDNAC

b) Water density distribution extracted from the last 2ns of dynamicB&isDNA (left) and
DSleDNAc. Densities are calculated with the g_spatial utility of GROMACS, using a discrete
0.5Astep in a 3D grid. For each frame, the system has been rototrans|atethito the best
superimposition of DNA onto a reference structure; the density functioreis ¢alculated.
Water densities at values 3 times larger than that of bulk water are shoviureasibeframes.

(data not shown). Consistently the calculated RMSD is very m&A. Fur-
thermore, independently of the duplex length, DSI does ngiefifectly into
the minor groove. As a consequence of these structuralasities, in both
DSleDNA and DSIeDNAc the methoxyl-carbonyl ester of the drug is fully
solvated.

2. The number of hydrophobic contacts and H-bonds betweéamBd[GACT}
is almost the same (data not shown).

3. The DSI-Q,,; and DSI-H,.; Radial Distribution Functions (RDFs), which pro-
vide information on the solvation of the drug, are also ragimilar. Consis-
tently, the first and second solvation shells around the daugain virtually
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the same number of waters. This is not unexpected due to tetlent super-
imposition between the two tracts (Figure |4.5) and the caoatga hydration
of the DSI methoxyl-carbonyl ester. In particular, @i4(Chart 1), which in
DSleDNA is the drug acceptor (pointing to the minor groove) close#té du-
plex end, forms in both cases one H-bond with similar lifetininterestingly,
also tracts d[G1A2]and d[G4A5} do not show relevant differences in their H-
bond patterns. Finally, density plots of waters extractechfMD simulations
are also rather similar (4.5).

4. The values of the Root Mean Square Fluctiations (RMSF) ddliffet signifi-
cantly, apart for the terminal sugar moieties, which araalsly more flexible
in DSleDNA (data not shown).

5. The electrostatic energy between DSI and tracts d[GA@GTéxactly the same
in both systems.

Summarizing, end-effects seem to play a minor role on thexactions between the
two drugs and the DNA duplexes, although they do slightlyuierfice the structure of
water within the minor groove. These findings confirm thatisteindrance and op-
timal interactions with the groove have a prominent roleetedmining the preferred
binding sequence of duocarmycin.

4.4 Concluding Remarks

The PMFs associated to the sliding of IMI and DSI along the DiN#or groove
differ remarkably The reactive configuration is the mosofaable forDSIeDNA,
whereas inMI eDNA significant activation energy is required to reach the react
site moving from the absolute PMF minimum (corresponding tmn-reactive con-
figuration). Results are consistent with previous MD simatet of IMI eDNA [84],
showing that the reactive configuration becomes unstatdefafv ns, and with those
of DSIeDNA [83], in which the drug is stable in the reactive configunatfor the
whole dynamics. Moreover, there is an indication that tighér specificity of DSI
compared to IMI correlates with a higher cost for moving thegdrom the preferred
site, at least for the sequences considered here. Endseftea out not to play a
relevant role for the binding.

For both complexes, configurations associated with thelatesminima of the
PMF are those with the smallest adaptation cost and ther lpettking. This is con-
sistent with the usual assumption of negligidé?,,,,; upon binding of the drug in
the minor groove to the preferred sequence [263, 37, 271artApm this common
feature, various contributions to the PMF are found to hafferdnt relative weights
in the two adducts. IhMI eDNA the changes in enthalpic terms correlate fairly well
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with the PMF, particularly at the four minima, while theG,,, landscape is ap-
parently unrelated to the free energy profile.D8leDNA a rough anti-correlation
betweenAG,,, and the PMF profile is found instead, whereas enthalpy dantri
tions do not have an overall correspondence with the freeggn@ofile, except for
the coincidence of absolute minima.

In summary, this work suggest that, also for alkylating ageshape complemen-
tarity and packing are significant factors in determining greferred site of non-
covalent binding [37, 289, 290, 291]. In addition, insighte gained on the way
differences in chemical structure, size and flexibility maffuence solvation and
molecular recognition along the minor groove. DSI, due $datger size relative to
IMI, covers more DNA base pairs and needs to rotate aroundirtkege between
groups A and B to fit in the preferred sequence. The cost of auctation (which
has been supposed to be a key factor for reactivity) depemdlsxability and struc-
ture of the target DNA sequence. Furthermore, the lack ahwdtdocking results
in a larger drug exposure to the solvent, at opposite withrigmifor IMI eDNA, in
which drug desolvation cost is uncorrelated to sequeneetyaty. This is consistent
with the fact that IMI has a natural right-handed conformatallowing for a snug fit
into the minor groove at different sequences (indeed thetiveaconfiguration does
not correspond to a minimum i H,4,,), and features a lower sequence selectivity
as compared to DSI.

Finally, although speculative, different molecular regitign mechanisms can be
proposed for the two drugs investigated here. DSI mightyitshd to DNA at those
sequences characterized by the lowest desolvation cesh@i-preferred ones), and
then easily slide towards the preferred site, correspgnidira funnel in the PMF. In
this scenario, solvent effects could be critical for the @ealar recognition of DNA
by duocarmycins. In contrast, recognition of DNA by anthyam appears to be
more complicated, since no preferred route exists exigirdarg to results reported
here. Moreover, the reactive site can be reached only ummsiag a significant free
energy barrier.

Clearly, calculations of free energy barriers to form nomadent complexes at
different sequences, also with drugs other than those derexi here, are needed to
achieve a general picture of the molecular recognition. éi@s the findings re-
ported here help to rationalize the higher selectivity adcarmycins as compared to
anthramycins, and point out clearly the possibility of npl patterns for molecular
recognition.
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Chapter 5

Unbinding of distamycin and
anthramycin from DNA investigated
by metadynamics

The mode of binding of minor groove (MG) binders to their &f@NA sequences has
been well characterized at an atomic-detail level using baperimental biophysical
techniques as well as molecular simulations [292,2896%.37,271,15,293,19,263,
84,83,261,262]. In contrast the structural, thermodyeaand kinetic features of the
molecular recognition event are mostly lacking [294,2%%,297, 269, 292, 298],
despite their key role in rational drug design [264, 9]. Rettgn goes beyond
the formation of the final adduct: both non covalent [249, 268, 269] and co-
valent [296, 299] binders exploit mechanisms like shufflgliging within the MG
and translocation among different sites until a preferesglience is reached. In the
last years the development of novel methods to acceleredeekeents [180], along
with the increased reliability of force fields [24, 25, 3103@7, 30] and simulation
protocols [137, 275], allowed to investigate non-equilibr dynamics of complex
biological systems [301, 302, 303]. In particular, the relyeintroduced metadynam-
ics method [189] has been applied to investigate mechanshtreermodynamics of
biologically relevant processes [304, 305, 306], prowdinsights on aspects of the
molecular recognition events of proteins by small ligarg7] 193].

Here we have used such an approach to investigate the ungifrdm DNA of
two ligands, representative of the main classes of non eavalnd covalent MG
binders. We focus on the unbinding process because of itsriance in selectivity
and molecular recognition [297, 269, 308] and because ipcavide insights on the
mechanism ligands interfere with protein/DNA interaci@nd dynamics [298]. The
prototype of non-covalent binders is distamycin A [108]r@edter DST, Chart I).
DST is highly selective towards AT-rich tracts [111, 109§,amide nitrogen forming
H-bonds with N3(A) and/or O2(T) of DNA [9, 73, 309, 310]. Thikydating agent
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is the already studies (see previous Chapters) anthran8@ji®98], here considered
in its most reactive anhydrous form [84, 253] (hereafter,|®@hart I). In contrast to
DST, anthramycin shows only a modest preference towards Pw@iplets (the as-
terisk indicating the alkylated guanine) [221]. Both thes&haotics have shown to
exert an antitumoral action by interfering with transaopt[15, 9,311, 312, 313] and
replication [98,314,315] processes, and have been thetppats for anticancer drugs
which are currently undergoing clinical trials [78,80, 3367]. For both, experimen-
tal structural information is available of the adducts WRINA® [99,109,111]. In
addition, for DST experimental information on the kinetafsthe binding and un-
binding events is available in literature [292]; this ereabé test on accuracy of the
method used.

From our metadynamics simulation we extract the Lowest Erergy Path (LFEP)
[210] associated to the unbinding, which is equivalent tdramnnsic Reaction Path-
way (IRC) at a finite temperature and gives the minimum-codt patdetachment,
making it possible to identify relevant conformations (ass$ociated free energies)
of the process. Our simulations reveal a different mecihamm&IMI and DST un-
binding. In the first case only metastable states are obdd&mtveen the bound and
unbound configurations, and the overall activation freegnes~12 kcal/mol. The
unbinding occurs through a loss of contacts between thadigad one DNA strand,
followed by the detachment of the drug head (ring A in Charivhich leads to the
complete unbinding. In contrast the detachment of DST gat$seugh an interme-
diate which, along the LFEP, is reached after crossing advant ~18 kcal/mol and
it is characterized by the full hydration of the ligand hyplnobic moiety, with the
charged tail of the drug anchored into the MG. Importantlgnf this complex the
rearrangement towards the bound and unbound configuratrereqjually likely. The
reliability of our computational scheme is assessed by thfg of virtually the same
mechanism of detachment with different choices of the CVsairnile metadynam-
ics parameters. The activation free energies calculatelifferent simulations are
also within~1 kcal/mol in the case of IMI and-4 kcal/mol in the case of DST. Fur-
thermore, a good agreement has been found between cattaladeexperimentally
determined [292] activation free energies of DST.

Our results are consistent with experimental findings omtleehanisms of un-
binding of the Hoechst dye from DNA [269], helping at ratibma results on the
kinetic features of these processes at a moIecuIarEerediddition, the characteriza-
tion of the unbinding proposed here could be useful to aehgedeeper understand-
ing of the dynamics between binary ligand/DNA complexes prateins involved
in vital cellular processes (e.g. topoisomerases [15,8,312, 313, 319], or heli-

IDST has been found to bind to DNA as a side-by-side dimer &t Higg/DNA ratios/[9, 318].
Here we focus exclusively on the monomeric binding mode amdke a direct comparison with the
1:1 IMI/DNA complex.

Notice that no attempt has been made here to estimate bifrdimgnergies (See Methods).
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5.1 Methods

Systems. The DSTd[5-CGCATTA CGC-3'}, comple@ was built by taking the lig-
and from the X-ray structure of the adduct with the duplex@@CAATT GGJ, (PDB
CODE 1JTL [111]), while the 10-mer was built using thecgenmodule of AM-
BER [231, 280]. The initial structure of IMH[5’-CAACGTTG GCCAAC-3], was
extracted from a previous MD simulation [84], where the adduas built starting
from the X-ray structure of the covalent complex betweetn@mycin and the 10-
mer d[5’-CCAACGTTQG G-3'], (PDB code 274D [99]). Sodium counter-ions (18 in
DSTeDNA and 22 in IMleDNA) were added to achieve system neutrality, and the
structures were solvated in a monoclinic box with 10246 (R3NA) and 13611
(IMl eDNA) water molecules. Periodic boundary conditions wengliad. The initial
size of the box were 7680x 72 A? and 60<84x69 A® in IMl eDNA and DSTeDNA
respectively. With this choice the distance between thetsand its first image is
larger than 25 A during the whole unbinding process.

MD calculations. The recently refined AMBER force field [25,31] was used for the
parameterization of the oligonucleotide moieties. Theddreld parameters for IMI
were taken from Ref. 84; those of DST were calculated in a airfalshion. Structural
parameters were taken from theff force field [234] while the charges were calcu-
lated following the RESP procedure [134]: the ligand waslfirsptimized at the
HF/6-31G(d) level up to a convergence in energy of1&u. The presence of the sol-
vent, which was required to avoid formation of unphysicatimolecular H-bonds,
was simulated with the CPCM [323] implicit model using the Gaais03 [273] pack-
age. The electrostatic potential map generated by the @athstructure was then

3Bold bases are those covered by the ligand, while the dstieniicated the base forming the
covalent bond.
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calculatedn vacuoat the same level of theory, and atomic RESP [134] charges were
derived using theintechambemodule of AMBER. Sodium and water were mod-
eled with the AMBER-adapted Aqvist [233] and TIP3P [274] pdies, respectively.
Electrostatic interactions were treated using the partiebsh Ewald [137] (PME) al-
gorithm with a real space cutoff of 10 A, the same as for varVidaals interactions.
The pairlist was updated every 10 steps, and Lincs constrgB85] were applied to

all bonds involving hydrogen atoms, permitting a time stég fs. NPT conditions
were achieved by coupling the systems with a Nosé-Hoovet,[122] thermostat

(r = 1 ps) and the Andersen-Parrinello-Rahman [123, 126] barostat { ps).

Systems were equilibrated using the following computatiqgmocedurei) struc-
tural optimization of the solvent, using the conjugate gatalgorithm up to a con-
vergence of 10* kcal/mol; ii) energy minimization of the entire system, using the
same convergence criteria asijniii) linear heating of the system up to 300K (in
100p9) while putting harmonic restraints on the solute (k=5 k&&)/ iv) 5nsof con-
stant temperature-pressure (T=300 K, P=1 atm). Startingtstres for metadynamics
were taken from the lasisof MD, selecting those with the lowest RMSD with respect
to the average structure of the solute (calculated alsasraktns). DNA MG width
was defined as the distance between sugar C4’ atoms, and ialcatated with the
program Curves [276, 239]. All simulations have been caroedusing a modified
version of the GROMACS [272] package implemented with metadyics [305].

Metadynamics. This recently introduced method [189] allows to compute fee-
ergies and to accelerate rare events. It is based on a domahseduction: a set
of Collective Variables (CVs}; (: = 1,...,Ngy), function of the system coordi-
natesx, is evolved with a standard MD supplemented by a historyeddpnt potential
which prevents the system from visiting conformationsadsesampled. Namely, the
history-dependent potential is built-up by Gaussians wfegfisionalityN ¢y, heightw
and widthsys; (i = 1,...,N¢v), deposed at time intervatg; along the CVs trajec-
tory. In the limit of a long metadynamics run, the sum of theglty terms tends to
compensate exactly the underlying FES in the reduced sain@ting a reconstruc-
tion of this FES explored up to timeg209]. To investigate the unbinding mechanism
of IMI and DST the following CVs were chosen:

1. The distancé,;, between the centers of mass of the ligand and of the DNA
tracts d[@ TG G], and d[CATTA C]; (for IMI and DST, respectively). A sim-
ilar choice of CV has been applied in Ref. 193. A reflective walé theen
applied at a distance of 20 (IMI) and 22 (DST) Ain order to avie sampling
of conformations where the ligand is fully solvated.

2. The number of hydrophobic contaets,, between non polar carbons of the
ligand and the bases it covers in the starting structuregedds a coordination
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number:

Npph = Z % (5.1)

The parametersandb have values of 6 and 12, respectively, while6 A acco-
unts for the typical carbon-carbon distance (4/4.5 A) amdttiermal motions’
amplitude (1.5/2 A) [307]. A similar CV has been used in Ref87[324].

3. The numben,,, of H-bonds between the ligand and the bases it covers in the
starting structure, described also by Eqg. 5.1 and vatluess andb = 12, and
ro = 2.5A. A similar CV has been chosen in Refs. 304, 305.

Gaussian parameters weare= 0.1 Kj/mol, dscas = 0.5 A, dsppn, = 8 anddsy, = 1
in the case of IMlw = 0.3Kj/mol, §sc150.5A, dsppn, = 6 anddsy, = 3 for DST.
Gaussian widths were selected so as to be almost half of dren#h fluctuations.
The time interval between two successive Gaussian deposits0.5 ps in all the
simulations. Ad hocCVs were further built to avoid “walking” of the ligand in the
solvent after unbinding, forcing the re-binding at the saiteeof detachment: the an-
gIeS NJG5'N3T7-C1]M[, C2G9‘N1A22'C1[]V[[ in IMl eDNA and C244'02T6'N5DST:
N3gs-026-N5ps7 in DSTeDNA. Such CVs were kept inactive (i.e. Gaussian width
was set to zero), and only a wall was applied to fdree o] < 0.3, wherea is the
angle selected as CVs [193].

Free energies surfaces were calculated as a functiely §f,(n.,,) and @ears,nnp)-
In addition, simulations were performed in which the threes@Xére kept active. In
every metadynamics run the unbinding event was seen afeaw a4 (see Results).
Furthermore, the unbinding mechanism of each ligand tuoutdo be very similar
in all simulations, which means that the relevant slow mwiof the systems are cap
tured by our CVs. However, no attempt was made to estimatergritee energies,
due to the generality of the CVs itself. Indeed, when the lijexits the groove and
is fully solvated, it assumes different orientations rig&dy to the duplex before a re-
binding event occurs. As a consequence, an entropic hotavesged in the FES by
all those unbound conformations corresponding to veryegimsnts in the CVs space
(for example different head to tail orientations of the dgiges very similar num-
ber of hydrophobic contacts). For this reason, we only relpere the activation free
energies, which can be extracted reliably by stopping thensation over Gaussians
just after the complete detachment of the drug. For the sb&kiaty, we show here
only the free energy profiles as a functiondfy;s andn,,,, in the case of IMéDNA
and as a function of~,;s andny, in the case of DSEDNA. On these surfaces the
LFEPs, which allows a precise identification of minima, intediates and transition
states, were calculated by adapting a program developed Bgdng [210].
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Cluster analysis. A cluster analysis [325] has been performed on the ensenible o
conformations corresponding to relevant minima and ttemsistates of LFEP. In
each state a dominant cluster has been found which is largéze at least one order
of magnitude than the others. Representatives of each painduster are shown in
Figures 5.1 and 5.2. A dissection of free energy differenc&svarious energetic
contributions was performed through averaging over eaicitipal cluster.

5.2 Results

In this section we analyse the mechanism of unbinding of Il BST from their re-
spective DNA duplexes. For the sake of simplicity, we repere free energy surfaces
G(dcrs nnpn) for IMIeDNA and G (deass, nny) for DSTeDNA, along with associ-
ated Lowest Free Energy Paths (LFEPs) and relevant confimmsanf the complexes
(Figures 5.1 and 5.2). The C\fs:yss, nsn @ndny, are respectively the distance be-
tween the centers of mass of the ligand and of the DNA tracswviérs, the number
of hydrophobic contacts and the number of hydrogen bondslé¢ied through a co-
ordination number, see Methods). However, virtually saenemechanism has been
found using other collective variables (see methods)patih the free energy may
vary up to 4 kcal/mol. Let us start describing the unbindingcpss of the alkylating
agent IMI to DNA.

5.2.1 Ml

The initial structural model has been taken from the finalfigomation of a previ-
ous MD simulation [84] of the adduct IMIA[5’-CAACGTTGCCAAC-3'],. In this
configuration the binding site of IMI, located in d[5’-TT&3"],, does not coincide
with its alkylation site d[5’-TGG-3"],. The free energy surfad&(dc s, ppn) COr-
responding to the unbinding of IMI from the duplex, alongwaissociated LFEP and
relevant conformations of the complex, are shown in Figutg S here are two virtu-
ally isothermic global minima, which are separated by a sbaatier of~3 kcal/mol
(Table 5.1). In the first (Min1, the absolute one), locatediais = 0.54, ny,, = 188,
the drug is bound at the tract d[5’-TT&3’]; and it is stabilized by hydrophobic con-
tacts with both DNA strands and by electrostatic interantiflable 5.2); on average,
one H-bond is formed, involving bases G7, A21 and the hydrgxyup and N10 of
IMI, in agreement with the results from the unbiased dynarperformed in Ref. 84.
The structure of the complex in this minimum also correspdondhat of Ref. 84
after sliding of IMI from its alkylation site. Min2 differsmy for the local deforma-
tion of the DNA duplex in the IMI binding region, not for thelagive position of the
drug into the MG (compare Figure 5.3a with Figurel 5.5). Caroeslingly, these two
minima feature very similar drug/DNA interaction strengiid hydration properties
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Figure 5.1:Free energy surfacg(dcass, nnpn) associated to the detachment of IMI from
DNA. A Lowest Free Energy Path (LFEP) is also traced connecting asteminima and
transition states (whose representative structures are shown)rfé&esuare drawn one per
2 kcal/mol.

\ Minl TS1-2 TS1-3 Min2 Min3 TS3-4
dcars, napn | 054,188 0.61,186 0.69,133 0.68,199 0.86,117 1.47,35
AG 0.0 3.0 6.7 0.7 5.7 12.3

Table 5.1: Free energies (kcal/mol, Minl taken as reference) associated to rtetamman
figurations in the unbinding of IMI from DNA. These define the Lowestd~Energy Path
(LFEP).

(Tables 5.2, 5.3). A simple visual inspection of Figure ®veals that is very unlikely
that Min2 could be directly involved in the unbinding: frobthe system will evolve
most likely towards Minl. The two minima are separated byaadition state TS1-2
of about 3 kcal/mol. Figure 5.3a shows that in this conforamathe MG widens by
~1Ain the tract d[5-TGG-3'],, and the whole width profile virtually overlaps to



Unbinding of distamycin and anthramycin from DNA investigated by
108 metadynamics

that in Min2, suggesting that this opening is related to thedition from Min1.

The detachment process begins at TS1-3, higher in free eibgre 7 kcal/mol
with respect to Minl. The region of the MG covered by the drpgrs (Figures 511
and/5.3a) and a few water molecules enter the region betwdkarld the strand
containing the alkylating guanine (hereafter strandl |evbirand2 refers to the op-
posite one, Figure 5.6). Consistently, the free energy ofdti@h AG},,, (calculated
from the Solvent Accessible Surface Area [326] - SASA - redy to the unbound
complex, Out in Figure 5/1) undergo a change from the comnauevin Minl,
Min2 and TS1-2 (Table 5.6). In addition, the enhanced hyainatauses a weakening
of drug/DNA van der Waals interactions (Table 5.2), whichmhainvolves strandl
(Figure 5.4a).

After TS1-3 the LFEP leads to the metastable minimum MinSpeagted to a\G
of ~6 kcal/mol relative to Minl: more waters enter the same megind the ligand
lays now on strand2 (Figures 5.4a, 5.6). The relief of theicsteindrance due to
the DNA backbone permits a slight relaxation of the ligantich can be quantified
through the values assumed by dihedral angles betweenr®and pyrrol rings and
between the pyrrol and the tail CONKfrespectively Dihel and Dihe2 in Table 5.4).

At deas = 1.47, nyn = 35 we reach the highest transition state of the plot (TSS-
4, ~12 kcal/mol relative to Minl), in which the drug has still aakecontact with the
duplex through its hydrophilic tail while IMI head is compééy solvated (Figure 5.1,
Tables 5.2, 5.3). From this transition state the complekenging of the ligand takes
place (Out in Figure 5.1).

During the whole unbinding process the profile of the MG widitnificantly
changes; in particular two subsets can be identified: I, c@mg Minl, Min2 and
TS1-2, in which the groove is narrow in the tract d[5’-GTT-3and wide in the ad-
jacent tract d[5’-GGC-3'],; 2); Il, encompassing the remaining conformations, in
which the situation is reversed. Despite these structesatangements, the oligonu-
cleotide remains quite close to the canonical B-DNA confdioma and IMI also
undergoes only minor deformations during the whole prqdesde 5.4). In conclu-
sion, our results suggest that the detachment processpiaoesin the following way.
The drug first loses contacts with the strand containing likgading guanine G, al-
lowing waters to insert in between (Min3); then it experiena complete detachment
crossing a transition state in which the head of the drugi{&hart 1) leaves the MG,
while IMI tail keeps small residual interactions with thepdiex. In this conformation
the principal axis of the drug is almost perpendicular to dhe of the DNA. The
overall calculated barrier for the exit of the drugdd 2 keal/mol, and two metastable
states are found along the LFEP (Figure 5.1, 5.1).

Importantly, the detachment of the drug occurs with the sai@ehanism as above
when the active CVs aré- s andny, or dears,mnpn,mns, @and the overall barrier cal-
culated as a\G*(dcass, nip) is ~11 kecal/mol, very similar to that found described
here (Figuré 5.7).
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|  Mint TS1-2 TS1-3 Min2 Min3 TS3-4 out
Coulomb | -8.4(25) 73 (2.4) 4.8 (3.0) 7.9 2.4) 29(23) 2.3/l -01(0.0)
0J 381(34) -37.7(49) -222(35) -38.0(4.3) -19.4(24) 62122 -04(01)
AC,® | -0.06(0.13) -0.06(0.13) -0.04(0.13) -0.06(0.12) -0.0a8 0.00 (0.12)
TASh s | 45(9.8) 45(9.8) 45(9.8) 45(9.1) 2.3(9.8) 0.0 (9.1)
AGh,a® | 48(105) -48(105) -32(105) -48(9.7) -24(105 0@7)

a. Heat capacity changes are evaluated @, = 0.00032A A,,;, — 0.00014A A, kcalmol~t K—1, whereA A,,, andA A,
are the changes in the hydrophobic (non-polar) and hydiioggpblar) surface areas, respectively.

b. Evaluated ad\C}, (T' — 295) kcal mol—1.

c. Evaluated ad\C), T In(T/386) kcal mol~1.

Table 5.2: Interaction energies (kcal/mol, calculated between IMI and the tract d[5'-
CGTTGGC-3'}) and changes in the heat capadity, hydration entropy and hydration free
energy (referred to the unbound system, Out) at minima and TS of the LFEP.

| Minl1  TS12  TS13 Min2 Min3 TS3-4
#H-bonds | 09(0.6) 0.7(05) 05(0.8) 0.7(05 02(0.7) 0.0(0.2)
IMI 9.0(1.7) 9.1(16) 11.0(23) 88(L7) 124(22) 13.4(2.4)
d[5-GTTGG-3], | 6.6 (1.3) 6.7 (1.1) 7.2(1.1) 6.7(1.2) 8.9(12) 10.6(L.0)

Table 5.3: Average number of IMH[5'-GGTTGGC-3"}, H-bonds and number of waters
within the first hydration shell of IMI and d[5’-GGTTGGC-3’] calculated through relevant
configurations of the LFEP.

5.2.2 DST

The initial configuration has been built by manually dockihg ligand on the sym-
metric 10-mer d[GCBTTA GCG}, using as a template the X-ray structure of the
adduct DSTA[GGCCAATT GG], (see Methods). Figure 5.2 shows the free energy
surfaceG(dcas, nny) corresponding to the unbinding of DST, along with assodiate
LFEP and relevant conformations assumed by the complexb®twed conformation

is associated with a single broad minimum (Minl) centrediat, = 0.45, ny, = 57.
Here DST makes on average 4 H-bonds with the DNA duplex (Talélg involving
mostly the nitrogen-donors of the ligand and atoms O2 and tNBhe nucleobases.
The complex is further stabilized by Van der Waals inteatdi between the three
pyrrol rings of DST and the DNA backbone, and by favourabéetbstatic interac-

\ Minl TS1-2 TS1-3 Min2 Min3 TS3-4 Out

Dihel | 26.8 (6.3) 27.4(7.1) 30.2(7.0) 27.2(6.6) 31.0(7.1) 28.8(8 31.1(6.8)
Dihe2 | 11.8 (6.6) 12.8(6.9) 14.5(7.8) 13.3(7.2) 1509(8.7) 13.2)7 17.8 (10.8)

Table 5.4:Dihedral angles between benzene and pyrrol rings (Dihel) and éettive pyrrol
and the tail CONH (Dihe2) of IMI along the LFEP path.
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Figure 5.2:Free energy surfac€(dc s, nny) associated to the detachment of DST from
DNA. See Figure 5.1 for details.

\ Minl TS1-2 Min2 TS2-3 Min3 TS3-4

doms,npy | 0.45,57  0.61,40 0.69,40 1.13,24 1.38,19 1.84,53
AG 0.0 5.4 4.5 17.8 10.2 17.2

Table 5.5:LFEP relevant points (kcal/mol, referred to Min1) in the unbinding of DSTfro
DNA.

tions between the charged amidinium tail and the tract (5-3'], (Table 5.6). The
free energy of hydration is about -14 kcal/mol with respedhe unbounded config-
uration and is almost entirely entropic in nature, consityewith: i) the presence
of hydrophobic rings in the ligandi) the fact that the DST amide protons are all
H-bonded to the nucleobases atoms. The pyrrol rings A and Br{@Chare slightly
rotated with respect to each other to match the curvatur@efgtoove, while the
amidinium terminal is rotated with respect to the optimizatdicture of DST in the
solvent in order to maximize contacts with the duplex. Tordifiathe distortion we
define dihedral angles between pyrrol rings (Dihel and Difbethe dihedral angles
between rings A and B and B and C, respectively) and betweearthéinium tail
and ring C (Dihe3) (Chart I, Table 5.8). In the bound confoiorgtDihel and Dihe2
have values of-20° (in agreement with experimental [111] values observedHer t
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| Min1 TS1-2 Min2 TS2-3 Min3 TS3-4 out

Coulomb | -35.4(5.3) -20.6(28) -235(5.6) -208(3.7) -139(5.2) 182(L2) -0.1(0.1)

0J 753 (4.6) 595(45) 561 (24) -2L1(40) -12.2(2.3) 09(21) -0.1(0.2)
AC, | -017(012) -0.15(0.14) -0.12(0.11) -0.07(0.15) -0.048) 0.00 (0.06)
TAS,,q | 12.8(91) 11.3(106)  9.1(8.3) 53(11.3) 3.0(9.8) 0.2)5.4
AGhya | 136(Q7) -120(113) -96(89) -55(121) -3.1(105) 0.26.3)

Table 5.6:Interaction energies (kcal/mol, calculated between DST and the and tEact d[
CGTAATCG-372) and change in the heat capadity, hydration entropy and hydration free
energy (referred to the unbound system, Out) at minima and TS of the |9e€PTable 5.2
for details.

adduct DSTd[GGCCAATT GG]J,), while Dihe3 changes by180. Interestingly, we
also found that DST influences asymmetrically the MG width1[l which is larger
at the 3’ end of strand1 (Figure 5.3b), whereas it does natenfie the overall struc-
tural parameters of the duplex. The detachment procegds atahe transition state
TS1-2 A\G* = 5.4,kcal/mol). Here the drug is significantly distorted witispect
to Minl1; in particular the amidinium tail now points outsitltee MG floor, which is
reflected by changes of 8&nd 50 in Dihe3 and Dihe2, respectively (Table 5.8). The
tail reorientation causes a widening of the MG 4% A in the neighbouring region
(Figurel 5.3b), and the complex gaird 0 waters within the first ydration shell (Ta-
ble/5.7). Consistently, the average number of DST-DNA H-Ispitite van der Waals
and the electrostatic interactions decrease with respadirtl (Table 5.6).

The next relevant conformatin we encounter along the LFE®Rrslative mini-
mum, Min2, 4.5 kcal/mol higher in free energy than Minl. Htre values of Dihel
and Dihe2 are very similar to those found in Min1, while DilfaBher decreases by
~20° with respect to TS1-2 (Table 5.8). The number of drug/DNAdibs as well as
the overall interaction energy is virtually the same as id-PS A few additional wa-
ters enter the hydration shell of the ligand and the dupledeéd a lower desolvation
free energy is found as compared to Min2.

The successive relevant conformation is associated toighes$t state in free en-
ergy, TS2-3,~18 kcal/mol relative to Minl. Here DST loose contacts with MG

| Minl TS1-2 Min2 TS2-3 Min3 TS3-4
# H-bonds 39(1.0) 1.7(08) 1.7(0.8) 15(0.7) 15(0.7) 1.0(0.2)
DST 114 (1.9) 16.4(1.9) 18.0(L5) 189(3.2) 19.8(25) 22.3)3
d[5-CGTAATCG-3], | 54(0.8) 89(16) 125(0.7) 10.7(1.1) 125(1.1) 15.3Y1.3

Table 5.7:Average number of DSH[5’-CGTAATCG-3']; H-bonds and number of waters
within the first hydration shell of IMI and d[5’-CGTAATCG-3] calculated through relevant
configurations of the LFEP.
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floor but still bounds to the DNA backbone: as can be seen inrEi§.2, the lig-
and “follows” the strands of the duplex while its charged isstill into the groove.
As the main body of DST exits the MG this latter recovers thaeeaverall profile
it has in Minl (Figure 5.3b). The loss of hydrophobic corgdattween the ligand
pyrrole rings and the MG walls in Min3 is mirrored by a sigréiit decrease of van
der Waals interactions, while leaving unaltered the otloeribonded interactions (Ta-
bles 5.6, 5.7) and the number of waters within first hydrasbells. As for the ligand
conformation, only Dihe3 features a significant change watdpect to Minl.

TS2-3 is followed by the intermediate Min3, in which the masas of the ligand
is almost perpendicular to that of the duplex. Both the edstatic and van der Waals
interactions weaken with respect to TS2-3, while the nundfdi-bonds between
the ligand and the duplex does not change(Tables 5.6, 5§JorATS2-3, there is a
significant decrease of the solvation free energy gain wespect to Min2, yet the hy-
dration of the complex is quite similar to that found ther&isimight be traced back
to two compensating factors: the narrowing of the MG (Figure 5.3b), which causes
a decrease of the value of the SASA contrasting the incraas¢odthe unbinding of
the main DST bodyj) the burying of the charged amidinium tail, which compensate
for the complete solvation of DST rings and polar hydrog&egarding the structure
of the ligand, the rings are almost planar among them and3afs® recovers a value
very similar to that found in Min1.

From Min3 the ligand exits the MG (configuration Out) passingugh TS3-4
(AG* ~7 kcal/mol with respect to Min3 ang 17 kcal/mol relative to Min1, where it
is stabilized by electrostatics interactions with strafitdble 5.6, Figure 5.4b). Both
the duplex and DST gain a few water molecules in their hydneghells, and the free
energy of hydration is virtually zero.

On passing from Minl to Out the DNA remains close to the cacadriB-DNA
conformation, and there is a progressive decrease in thetyd free energy, con-
sistently with the largest buried area in Minl with respectite other relevant con-
figurations. Summarizing, the unbinding of DST proceedsiiee stepsg) a partial
rearrangement of amidinium tails occurs, with breakinggdhd/DNA H-bondsiji)
DST pyrrol rings are solvated, while the positively chargaitlanchors the drug to

| Minl TS1-2 Min2 TS2-3 Min3 TS3-4 Out QM®
Dihel | 21 (12) 16(15) 21(3) 4(22) -4(18) 9(4) -10(9) -19
Dihe2 | 22 (12) -26(25) 29 (18) 17(22) -20(16) -11(7) -17(10) 23
Dihe3 | 89 (27) 9 (22) -16(14) 26(42) 108 (35) -71(21) 81(24) -86

a. Taken from the structure optimized at the HF/6-31G(d)/MR€vel (see Methods).

Table 5.8:Dihedral angles between rings A and B (Dihel), B and C (Dihe2), ahaeas
ring C and the amidinium tail of (Dihe3) of DST along the LFEP path.
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Figure 5.3:a) Variations of the minor groove width in the region d[5’-CGTTGGCG;3]
calculated along relevant points of the LFEP associated to the detachmidfitfobm the
DNA duplex; b) Variations of the minor groove width in the region d-[5’-A0-3'] 2, during
detachment of DST.
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Figure 5.4:a) Interaction energies of IMI with the tracts d[5-CGTTGC-3'] (strand1) and
d[5’-CGTTG*GC-3'] (strand2) along relevant points of the LFEP. Arrows indicateficol-
rations where waters enter the region between IMI and strand1, wiegkeydrophobic in-
teractions; b) Interaction energies of DST with the tracts d[5’-CGTAAF&Jstrand1) and
d[5’-CGTAATCG-3'] (strand2). In contrast to IMI, DST interactiomsth the two strands are
almost identical in strength during the entire unbinding process.

MG, iii) a complete detachment occurs with the removal of the ligaihdrom the
groove. The largest activation free energy we foud;* ~13 kcal/mol, is required
by the transition from Min2 to Min3 through TS2-3. Howeveonsidering the neg-
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/ 4\
Figure 5.5: Close view of %/ \\
the difference between cor —
formations Minl and Min2
in IMl eDNA. The two struc-
tures globally overlap, al-
though the ribose sugar an
the nucleoside G8 are rotate
relatively to each other.

ligible barrier of 1 kcal/mol associated to TS2-1, we caruass an overall activation
free energy for the pyrrol rings detachment-o18 kcal/mol. In addition, the free
energy barrier for the complete DST detachment (from MinBlio4) is practically
identical to that found for the reverse path from Min3 to M{@®G* ~7 kcal/mol).

As for IMI, the detachment of the drug occurs with the samelmasm described
above when the active CVs atlg s, donssmnpn OF donrs rpn,nny (S€€ Figure 518).
The largest free energy barriehG* ~14 kcal/mol) corresponds again to the disrup-
tion of hydrophobic ligand/DNA contacts and to the solvatad the DST main body
(from Point 1 to 7 in Figure 5.8). However, some differenaethie free energy sur-
face G(dc s, nipn) are found with respect to Figure 5.2: the overall barrierhia t
latter is higher by~4 kcal/mol than that calculated as a functionigf,;;,n.;, and the
intermediate is shifted towards lower valuesipf,;; and less stable than Min3. The
larger discrepancies found in the free energy surfacesrapa@d to IMI are prob-
ably due to the larger number of internal degrees of freedo®ST. The enhanced
flexibility of the ligand renders free energy profiles ob&rtrhough alimensional
reduction(as those calculated here) much more “CVs-sensitive”, teegprery simi-
lar underlying mechanism.

Figure 5.6: View of the MG widening in configurations Min3 (left) and TS1-3 (right) of
IMI eDNA. The opening of the groove enhances the hydration of the regitweka the drug
and strandl, which appears to be an important pre-requisite for thef éxé compound.
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5.3 Discussion

In this work we have characterized the unbinding of anthr@mynd distamycin
starting from the non covalent complexes between the ligand the DNA. Although
catching the free energy changes in the process by dimexigsieduction is a deli-
cate task, especially for ligands featuring internal fl@iipas DST, the mechanism
appears to be much less sensitive to the choice of the CVsasttile this specific
case. DNA duplexes do not experience bending or other glbdsfairmations upon
unbinding of both ligands. This is the case also for the gugiel molecule anthra-
mycin, consistently with previous results indicating ttieg drug already possesses a
natural conformation to fit into the MG [84, 99]. In contratte more flexible DST
undergo some relevant conformational change along theepsod he barrier for the
removal of DST,~18 kcal/mol, turns out to be significantly larger than thattfoe
detachment of IMI £12 kcal/mol), consistently with the higher molecular weigh
the former. The calculated activation free energy for BSBNA compares well with
that (16.6 kcal/mol) extracted within the Arrhenius thebrgm stopped-flow experi-
ments|[292].

The primary source of destabilization in D&EINA is the loss of specific H-
bonds, which in turn causes a weakening of hydrophobicactams. Disruption
of these latter corresponds to the highest barretr3 kcal/mol) along the LFEP, in
agreement with previous suggestions [9], while electt@sfdays a relevant role in
the last step of detachment. These results indicate thad, fat this prototype of
sequence-readers based on H-bond matching [73, 327, 9hythrephobic interac-
tions provide the main contribution to DNA affinity [37,2261], while the charged
tail could be the main responsible for the targeting of nggatotential AT tracts. Hy-
drophobic interactions give the largest contribution te #ffinity also in IMleDNA,
whereas H-bonds or electrostatics do not play a key role.

Both IMI and DST anchor to the M@ia their hydrophilic tails before the com-
plete detachment takes place. However, the strength ofritegction is different
in the two complexes: DST forms an intermediate by intengctvith both DNA
strands, because its positively charged amidinium tailgements the negative po-
tential of AT tracts. In contrast, in IMDNA such a conformation corresponds to
a transition state because the neutral ligand’s tail is bt 80 establish such an in-
teraction. A further difference between the two compoumdggsrds the role of DNA
conformational changes and waters in the detachment moddse detachment of
IMI is triggered by a local deformation of the duplex and aresponding hydration
of the region between the drug and one DNA strand. On the agntior DST no
intermediate or metastable states where waters intergageén the ligand and one
DNA strand have been identified in our simulations. Thusewatolecules seem not
able to interfere with the tight packing between DST and DA #0 play an active
role in the unbinding.
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Breusegenet al. have performed kinetic measurements on DNA binding and
unbinding by Hoechst33258 (HST) [297, 269], represereatif the class of MG
binders containing benzimidazole groups. The comparidaier data with our
results, along with those of previous MD simulations of aathycin and duocarmy-
cin [328], seems to suggests the existence of common aspahts DNA molecular
recognition by MG binders. Indeed they found that dissommadf HST from DNA
is characterized by a rather complex behavior, necessgjtat intermediate that re-
guires structural changes with respect to the bound cortom [269]. Thus, two
different states are apparently involved while the drugasrad within the MG, that
can be interpreted either as a sliding of the drug along the(&Cfor IMI [84]) or
as the presence of an intermediate (as for DST). In addigisnn the case of DST,
they suggest that rates of binding and unbinding from thermédiate (here Min3)
are very similar, so that the overall dissociation rate is thuthe breaking of Van
der Waals contacts and hydrogen bonds in the bound stateowh this discussion
is in part speculative and requires a further thorough amglyt is still important to
pinpoint common features among the different classes of @dos.

Limitations of the present calculations. Although appropriate to investigate the de-
tachment, the CVs used here may be too general to distingoieh@many different
possible orientations that the drug would assume to enéegithove. Particular at-
tention may be payed in the future to identify CVs well suiteccharacterize the
binding process. In addition, no evaluation of the error Ibb@sn performed as we
stop estimating the FES after the complete detachment ofirihg (see Methods).
Nevertheless, the accuracy of metadynamics has been sbadepénd only on the
height and widths of the CVs and on their intrinsic diffusiarefficient, along with
the deposition time [209]. The choices we made for metadycsmparameters are in
line with previous studies, for which the average error reentshown to be less than
~2 kcal/mol [304, 307].

5.4 Conclusions

The mechanism of unbinding of IMI and DST from DNA has beerehavestigated
via metadynamics in the framework of classical molecularasgics. Our simula-
tions reveal that IMI unbinding occussa the detachment of the ligand from strand
containing the alkylating guanine, which leads to the ekihe IMI benzodiazepine
head. The process has an overall activation free energiebart2 kcal/mol, and
groove hydration appears to be relevant to the weakeningarid/DNA interactions.
Diversely, DST unbinding occurs through three steps:atjtithe amidinium tail
of the drug rearranges, determining a loss of ligand/DNAdAds contacts and in-
creased hydration and MG width; successively, the main loddye drug exits from
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the groove; the charged amidinium tail keeps the last ctstaith the DNA before
unbinding. Due to the stronger packing and electrostadiuilstation (associated with
the higher effective contact size within the minor grooveeell as the larger num-
ber of specific H-bonds, the overall activation free enegghaiger for DST than for
IMI (AGZT ~18kcal/mol, in good agreement with the experimental val(éje ac-
cordance confirms the reliability of metadynamics, herdiaggor the first time to
drug/DNA complexes, in the characterization of rare eveftse mechanism found
here for DST compares quite well with the one suggested dile Hoechst33258
on the basis of kinetics measurements. Furthermore, ody gitovides interesting
molecular-level features on the unbinding of represergatf two large and pharma-
cologically relevant families of MG binder, unveiling thaimilarities and peculiari-
ties.
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Hydrolysis of Ru-based drugs






Chapter 6

Hydrolysis of anticancer ruthenium
drugs NAMI-A and ICR

6.1 Introduction

Ru-based complexes are today one of the most promising ailieza to platinum-
containing anticancer drugs [329]. Among this class of conmals, (ImH)frans
RuCl,(DMSO-S)(Im)] (Im=imidazole, DMSO-S=S-bonded dimethyfsxide),
NAMI-A (Chart 1), is a powerful antimetastatic agent thateady passed phase | clin-
ical trials [330]. Despite its promising pharmacologicetiaty, nature of NAMI-A
chemical species responsible for the antimetastaticigcf81, 332] and the mecha-
nism of action [329,116] have not been unveiledvitro experiments have shown the
drug to readily undergo hydrolysis at physiological coiais (pH=7.4) [333, 334,
335], suggesting that NAMI-An vivo may form a mixture of hydrolyzed species,
whose nature strongly depends on pH. NAMI-A disappears 4%e20 min [333,
334, 335] due to both Cland DMSO hydrolyses; 45 minutes are required to com-
plete the first hydrolysis step, while the second occursiwithhours [334]. Un-
der acidic conditions (pH=3-6), Cldissociation is much slower and only a partial
DMSO dissociation occurs [331, 332, 333, 334, 336]. Hydsislyeventually leads to
formation of polymeric oxo- or hydroxo-bridged species43335], albeit this phe-
nomenon is less likelyn vivo due to the bio-ligands availabilitg.g, presence of
albumin precludes formation of such polymeric species [3BAMI-A metabolites
have shown to bind strongly to several proteins, includittgdrins, transferrins and
human serum albumin [337, 338, 339, 340, 341, 342]. In cenhtmplatinum drugs,
NAMI-A binds to DNA weakly [343], indicating that its antinistatic activity may
be not related to DNA damage. The compound (Inttd)jsRuCl,(Im);], ICR (or
KP418), (Chart I) and its indazole analogue KP1019 [116,344,346], albeit struc-
turally similar to NAMI-A, have promising anticancer adtivagainst colorectal can-
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cers [342, 345, 346], but no relevant antimetastatic effg§844]. ICR reacts with
DNA following a cisplatin-like kinetics, inhibiting its t@plate-primer properties for
nucleic acid synthesis [347]. Experimental data indichétin vitro ICR undergoes
step-wise hydrolysis of chloride ions [345, 348], but natand oxidation state of the
active ruthenium metabolites are still unknown. The hygbisl is supposed to be a
crucial step as only aged ICR solutions how the drug bindirigNié [349].

The biological diversity between NAMI-A and ICR may be pdfyiaue to their
different redox properties: reduction potenti&s (vs normal hydrogen electrode,
NHE) are 0.235 V and -0.275 V, respectively [350, 351]. Sudiffarence is caused
by the DMSO, which is a moderateacceptor and stabilizes Rull [332,333]. Because
of its positiveEm NAMI-A may be easily reduceth vivo by biological reductants,
even before undergoing dissociation. Indeed, the redwred déf NAMI-A and/or its
metabolites have been demonstrated to be of crucial impoetf831, 332, 333, 334],
having a robust antimetastatic activity on tumor models4[33In contrast, ICR
would need stronger reductants which may be more rare in lagial environ-
ment [331, 348, 352]. Consistently, ICR has proved to be mare than NAMI-A,
and its hydrolysis path is less affected by reductants [353]

Recently, Cheret al. have reported a theoretical investigation on NAMI-A and
ICR hydrolyses [354, 355], focusing onCtlissociation. Calculated structural prop-
erties and kinetic constants are in good agreement with hgahle experimental
data. However, dissociations of DMSO and imidazole havébeen studied, despite
the proved biological relevance of DMSO (partial) hydrady333, 334]. Further-
more, the hydrolysis of the reduced compounds has not beeidaryed, even though
it may be important for both drugs due to the high reducing groef solid tumor
tissues [348, 356].

In order to understand the mechanism of action of NAMI-A aOR lat the molec-
ular level, an extensive investigation of the hydrolysishpan both Ru oxidation
states, along with an evaluation of the reduction potesbathe two drugs and their
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metabolites is needed. In this work we tackle this issue apdrt a systematic study
of the hydrolyses of the two drugs up to the third aquatiomlaming DFT calcu-
lations and an implicit description of the solvent througl Conductor-like Polariz-
able Continuum Model (CPCM) [323]. Reduction potentials of NAMIICR, and
of their most relevant hydrolyzed species were estimatekinvihe same setup, to
explore the effects of biological reductants.

This study is a first attempt to rationalize the large amotiavailable experimen-
tal findings, that in some cases led to discrepant conclag@82, 348]. In addition,
it confirms the ability of computational studies to qualitaly predict the hydrolysis
of different substituents from metal-containing compasind

6.2 Computational Details

The hydrolysis of NAMI-A and ICR in both Rulll and Rull oxidatistates was in-
vestigated in the framework of the Density Functional TReg@+T), employing the
Gaussian03 package [273]. In order to consider all poshkijadieolytic paths, disso-
ciation of each ligand (namely C|DMSO-S and Im), was studied in the presence of
one explicit incoming water. To achieve a trade-off betwaecuracy and computa-
tional costs the following methodology was adopted [358]35

1. Fullin vacuooptimization without symmetry constraints of reactants (Ryd-
ucts (P) and transition states (TS) using the B3LYP exchaogelation func-
tional [157,161], with 6-31G(d,p) and Lanl2DZ [359, 360136asis sets on N,
S, C, O, H, Cland Ru atoms, respectively.

2. Harmonic frequency calculations at the same level ofrihépto confirm that
optimized structures were minima or transition staiig$p estimate zero-point
vibrational energies, thermal and entropic corrections.

3. Single point calculations with larger basis sets on ogahstructures. Namely,
6-311+G(3d) on Cl and S atoms, 6-311+G(d,p) on all the othermetal
atoms, and Lan2DZ(fXf = 1.235) [362] on Ru were used in order to obtain an
improved value of the internal energy [357, 358].

4. Single point calculations (same set-up ag)ion optimized structures mim-
icking hydration effectwia an implicit solvation model (CPCM) [323]. We
are aware that PCM calculations of small ions such asr@ay be problem-
atic. However, a very good agreement was found between iexgeatal and
theoretical solvation free energies of Gtalculated here [323, 363] (data not
shown).
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Free energies were then calculated adding to the intereadgmhe zero-point vibra-
tional energy, the entropic term (using Wertz correctiom) ¢he solvation free en-
ergy [364, 365]. Correction for the standard concentratias @lso considered [354,
355].

Activation free energies are usually calculated as thefice between the free
energy of the transition state (TS) and that of the reactid@rinediate RI, i.e. the
stable complex between the reactant and a water molec@esétine terminology is
used also for the product intermediate, indicated by Plweéler, Lauet al. have
cast doubts on the physical basis of considering reacti@nnmediates Rl and Pl as
reference states for calculating activation and reactieaénergies of hydrolysis pro-
cesses [358]. Indeed, they have shown that the free eneagyisblated reactant and
an isolated water molecule (hamed as R, and P for the reactdrraduct, respec-
tively) significantly differs from that of RI (and PI). Thisstirepancy is believed to
arise from the failure of implicit solvent models at reproohg the correct solvation
entropy in bimolecular reactions. To overcome this issuRgh [358] the entropy was
corrected by Wertz's approach [364, 365], obtaining alndesttical free energies for
Rl and R. Unfortunately, the same procedure does not providgstent results when
applied to the Pls, whose free energies are systematidglyghthan those of Ps. In
particular, all hydrolysis steps turned out to be endothefop to 10 kcal/mol) when
comparing the free energy of PI to that of RI. Considering tee &nergy differences
between reactants R and products P led to reaction freeieséngclose agreement
with experiments.

Therefore, we calculated the activation free energies farniag each TS to the
corresponding RI (which are likely to be affected to the saxterd by the inaccu-
racy of our computational model), while reaction free eresgvere calculated by
comparing P with R, as in Ref. [358]. We believe this protocabéomore suitable
to correctly calculate TS barriers, and to minimize the wutadety when comparing
different hydrolysis products (e.g. those resulting from 6f DMSO dissociation).
Notably, this scheme gave results in good agreement witvique theoretical and
experimental results (Tabs. 611, [6.@8de infra[350, 354, 355, 366]. We are thus con-
fident that our set-up may predict thermodynamic and kirtztta, not experimentally
available, and may be useful to rationalize both NAMI-A a@@RlIhydrolyses.

For the sake of clarity, products of different steps werelath as®PNa,b,cwhere
a,b,crefers to the ligand exchanged during hydrolysis, N indiicathe hydrolysis
step. Similarly, transition state structures were reba€l SNa wherea is the leav-
ing group, N indicating the hydrolysis step. We would likestoess that reactions
involving small groups or atoms are routinely charactetjaghile those in which
the leaving groups are as large as Im (or DMSO) present mamgss In particu-
lar, due to the large number of degrees of freedom the seardhdir TS may be
awkward. We indeed found accurate TS structures correspgtal CI- and DMSO
dissociation. Unfortunately, such a satisfactory acouveas not achieved for Im dis-
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sociation. Due to these difficulties, we considered as @eUS for Im dissociation
the structure corresponding to the highest energy whilaking the Ru-N,, bond in
the presence of one explicit water. This should allow a tptale comparison of the
Im dissociation barrier with activation free energies of @hd DMSO. Indeed, our
results suggest, in line with experimental findings [33Bhttim dissociation is not
likely under neutral conditions.

A final comment on the reactants concentrations is neceskdrgs been shown
that cell chloride ion concentration strongly affects theldolysis of other metal-
based drugs, such as cisplatin [367,368,369]. This may pbeocted to occur also for
NAMI-A and ICR, but our theoretical approach cannot considethsan important
aspect. Nevertheless, Reedijk and co-workers [333] havwerstiat CI- concentra-
tion affects both Ct and DMSO dissociations from NAMI-A in a similar manner,
suggesting that also other hydrolysis pathways may beaip@ffectedn vivo.

All possible hydrolytic patl@were characterized employing the approach dis-
cussed above, yet, for the sake of clarity, we only reporteztgetics, along with
selected structural and electronic properties of the nedsvtant complexes (for more
details, see Supporting Information). Remarkably, stmestiof NAMI-A and ICR
obtained with our computational set-up are very similarhose reported in pre-
vious theoretical studies [354, 355] and in fair agreemaeitt experimental results
[350,112] (Tah. 6.1). Discrepancies may be caused by thiesitt inaccuracy of the
computational approach as well as to crystal packing fqgoesent in the X-ray struc-
tures [354, 355]. To further test our computational setvup performed calculations
with larger basis sets with and without the inclusion of salvduring optimization,
finding virtually the same geometries as with the previowsse-urthermore, struc-
tural and energetic properties of NAMIYAwere calculated at the MP2 level [143],
founding a satisfactory agreement with DFT results.

Molecular properties were calculated using Baetaal.s theory of Atoms In Mo-
lecules (AIM) [370, 371], in order to analyze the electromsigy (p) at Bond Criti-
cal Points (BCP). Indeed, the electron density at such drpicents correlates well
with the strength of chemical bonds and interactions [372, 374, 375]. Topologies
were built using AIMPAC series of programs [376]. Chargesenealculated with
the full Natural Bond Orbital (NBO) analysis [377]. Both NBO andMAanalyses
were carried out considering the solvent effects. Follgwirevious works [378,379],
reduction potentialsgm) at standard conditions were estimated from the following
equation:

e

E,=—
nk

(6.1)

1For example, about 15 geometry optimizations were perfdromy for the first hydrolysis step
of NAMI-A I or more than 400 calculations for describing the entirerblydis paths for NAMI-A
and ICR in both oxidation states.
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where ' = 96485 C' (the Faraday constantl;,, is the reduction potential andthe
number of electrons involved in the redox process. To compadtuction potentials
with experimental datak,, were referred to the normal hydrogen electrode, NHE.
As suggested by previous benchmark studies [380], to rejgededox potential is
not a trivial task and medium-large basis sets, zero-panet-gy and entropic correc-
tions should be employed to provide a semi-quantitative@gent with experimental
results.

6.3 Results and Discussion

Energetic, structural and electronic properties of the trmelevant metabolites of
NAMI-A and ICR in both Rulll and Rull oxidation states (hereafte NAMI-AI/T
ICR"™/) are reported. As NAMI-A is likely to be reduced vivo, and NAMI-A
metabolites have shown antimetastatic effects [331, 3,315, 346,352, 380, 114],
the chemical behavior of reduced species is crucial to whaled the biological ac-
tivity of this drug. Reduction of ICR in biological environmtsnis less likely, but
may take place in cancerous tissues. For these reasonsnaadieoretical studies
on NAMI-A™ and ICR! have recently been reported [354, 355] discussion of Rull
species is more detailed and precedes that of Rulll ones.

6.3.1 Hydrolysis Mechanism of NAMI-A

Fig.[6.1 displays the most likely hydrolysis paths of NAMIiA both Ruthenium
oxidation states, up to the third hydrolysis step. At the ehthe Chapter is also
reported a complete thermodynamic characterization athallhydrolysis steps in-
vestigated here (Figs. 6.4, 6.5, 6.6 6.7). Dissociationnoftypically requires an
activation free energyXG*) larger than that of Cl and DMSO, and products of Im
hydrolysis have the largest endothermic character. Toerefm-water exchange is
unlikely under neutral conditions in both Ru oxidation staie agreement with ex-
perimental results [116]. This may be partly due to the giifeinf their coordination
bonds, e.g., the Ru-N bond of NAMI{Ais somewhat stronger than the Ru—-S bond
(dru_x~ = 2.10Aand pru_x = 0.0701 au,dr,_s = 2.32A and pr._s = 0.0576 au,
wherep is the density at the critical point, Tab. 6.1). Thus, thécfelng discussion
is limited to CI- and DMSO hydrolyses.

NAMI-A 11

Stepl. Inline with previous theoretical studies [354] and expenal findings [332]
our data suggest that Cldissociation is the most favorable process. The activation
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Figure 6.1:a) Proposed reaction paths for the hydrolysis of NAMI-A. Calculated apee-
mental (in brackets) reduction potentislsNHE are shownb) Free energy profile associated
to the most likely hydrolysis path of NAMI-A, up to the third substitution. The most favor-
able transition states and products are represented by solid lines, while liletteare used
for unlikely transition state and intermediates. Activation energies (kcal/mebiaplayed in
the squares along the reaction path. Reaction free energies are cdlouthteespect to R.
c) Free energy profile associated to the most likely hydrolysis path of NANfl-Black and
red lines correspond to Cland DMSO hydrolysis paths.
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free energies of DMSO and CHissociations are comparable (Fig. 6.4), but thermo-
dynamics largely favors chloride ion hydrolysiB I is virtually isothermic toR,
whilst PIpyso is endothermic by 10.7 kcal/mol). Indeed, the NBO analysis- co
firmed that after DMSO dissociation, the drug will maintale toverall -2 charge,
losing a large group on which the electron density may déilcealn contrast, the
leaving CI has partial charge of about -0.9 au, i.e., the overall negatharge on
the metal complex is reduced to -1, promoting the reactioie Targer stability
of Pls as compared t&PIpys0 may be partly caused by an intra-molecular O-
H--- Opumso H-bond between the coordinated water molecule and the DM&Gem
(dy..0=1.96 Aandp=0.0189 au), as well as an intra-molecular ©-HC| H-bond,
(dy..c;=2.30,A andpy;...;=0.0148 au). We verified that the isomer in which the Ru-
OH, bond is rotated by 180(no H-bonding) is less stable by6 kcal/mol, i.e.Plq;
should be preferred ovéti 50 also in case the intra-molecular H-bond to DMSO-
S is broken. Thus, both kinetic and thermodynamic featurggest that chloride ion
hydrolysis is the most favored at the first step.

Step Il. Reaction proceeds faster from step | to Il, as the activatiea énergy of
the second Cl-water exchange decreases 98-8 kcal/mol. As in previous step,
this dissociation is kinetically competitive with that oMBO, yet relative products
stability favors dissociation of a second Clndeed, the product of DMSO hydrolysis
is endothermic by 10.4 kcal/mol, whilB1 154, and P14 sit respectively at -2.6
and -3.1 kcal/mol with respect t8. This would rule out the possibility of DMSO
dissociation at the second step, in line wiithvitro studies at neutral pH [332, 335].
In addition, our calculations suggest formation of a migtof cis andtrans diaqua
isomers, supporting experimental hypotheses [332].

Step lll.  The analysis of the third hydrolysis reveals intriguingtégas. In particu-
lar, DMSO dissociation becomes kinetically unlikely wittspect to that of Cl, yet

NAMI-A 11 ICRM NAMI-A ICR

d p d p d p d p
Ru-Cl | 2.55 0.0604| 2.58 0.0529 2.43(2.34) 0.0627 2.44(2.36) 0.0609
Ru-S | 2.32 0.0576 - - 2.40(2.30) 0.052 -
Ru-N | 2.10 0.0701] 2.10 0.0772 2.10(2.08) 0.0854 2.10(2.08) O. 0761

Table 6.1:Selected bond lengths (d, A) and electron densifieaf) of NAMI-A and ICR in
both oxidation states. Experimental values (in brackets) of NAMI [330] &Be analogous
sodium salt of NAMI-A) and ICR [332,335] bond lengths are displaged-Cl is reported as
average).
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the free energy difference betwe€d ;- and P11 pamso reduces as compared
to the first and second steps. A simple electrostatic arsatgaly provide a rationale
for this behavior. During the first two hydrolysis steps, thetal complex bears an
overall negative charge of -2 and -1, respectively, i.esatigation of the negatively
charged chloride is favored with respect to neutral DMS@&nd. After the second
Cl~ dissociation,P1 I5¢; is neutral, with DMSO dissociation becoming more favor-
able. Thus, the hydrolysis of NAMI-Amainly consists of a stepwise Glvater ex-
change: all Ct dissociations are exothermic with decreasing activatiea £nergy
barriers as the reaction proceeds. Findings of the firsgrekand third hydrolysis
steps are in qualitative agreement with experiments bysidesnd co-workers, who
extensively characterized the hydrolytic behavior of NAMY at pH=7 [332, 351].

NAMI-A vs. NAMI-A I hydrolysis

At the first hydrolysis step, the activation free energy of @issociation is larger
(by ~6 kcal/mol) than that of DMSO (Fig. 6.1). Notably, the cakteld barrier
for CI~ dissociation AG*#=24.5kcal/mol) is in good agreement with experimental
measurementsYG*=22.8 kcal/mol) and recent, more accurate and computdiyona
expensive, theoretical predictiond¢+=23.2 kcal/mol) [350, 354]. Sinc®I, and
Plpyso are virtually isothermic, DMSO substitution, thermodyneatly hindered
for NAMI-A I is very likely to take place during NAMI-A! hydrolysis. Indeed,
geometrical properties and electron density analysis cortfiat the Ru-S bond is
stronger in NAMI-A! than in NAMI-A! | i.e. DMSO-S is a moderate-acceptor
and ther component of the Rull-S bond is expected to be stronger wheeodimplex
has a negative charge [334] (see 6.1). Consistentlythatbe results, experi-
ments by Savet al. showed that a slow DMSO hydrolysis occurs [334]. This is also
in line with NMR, spectroscopic and X-ray data, which indetgtat DMSO-S binds
more strongly to Rull than to Rt [350, 331].

Irrespective of the path followed, the product of the sechwydrolysis step is
PIIc; puso: the most likely leaving group fron? I, is DMSO, with aAG#=17.9
kcal/mol, while, the release of Clfrom PIp,s0 occurs with a kinetic barrier of
18.9 kcal/mol. This scenario is compatible with experinaéfindings of a partial
DMSO dissociation occurring simultaneously to Glydrolysis [333]. The loss of a
further CI- from PI1¢; paso is kinetically more favored iris than intrans with
the entire process being slightly endothermic.

These results suggest that reduction significantly aftbetsiydrolysis of NAMI-

A: NAMI-A I hydrolysis is overall exothermic with slightly lower adiion free en-
ergies barriers compared to those of NAMIYAthis difference increasing as the hy-
drolysis proceeds. Importantly, our data suggest thaheeNAMI-A reduction nor
DMSO dissociation can be neglecigriori, since they may both play a fundamental
role for NAMI-A antimetastatic activity.



130 Hydrolysis of anticancer ruthenium drugs NAMI-A and ICR

6.3.2 Hydrolysis Mechanism of ICR

In order to identify those features responsible for theedé&ht pharmacological ac-
tivity of NAMI-A and ICR, a broad analysis of the ICR hydrolysiseahanism is

proposed. In agreement with experimental studies [333] mektfiat imidazole dis-

sociation is typically unlikely in both oxidation states.

ICRI

The most likely group to dissociate from ICR isQJFigs. 6.2b, 6.6) witl/AG*=23.2
kcal/mol, P, being virtually isothermic taR. Interestingly, the activation free en-
ergy is similar to that of 24.8 kcal/mol estimated 667, of NAMI-A /7| suggest-
ing that kinetics of the first Cl dissociation are virtually unaffected by the pres-
ence of DMSO-S or Im ligands. At the second hydrolysis gedp.5"s and P115%,
may originate with the following energetic&G* = 21.6 and AG = 0.7 kcal/mol,
AG* = 16.1 and AG = —1.8kcal/mol respectively. Importantly, our calculations
strongly suggest that formation ofs diaqua complexes is kinetically preferred to
that of transisomers. This may be due to an intricate interplay of sevia@brs,
includingtransinfluence and H-bonding. Firstly, as consequence ofriues influ-
ence, Ru-Cl intransto water is the strongest iR /;, and Ctranstherefore is the
least likely to leaved"s,=2.46 A andp’;e"s, = 0.0666 au, as compareddes .,
=2.56 Aandp$s_,=0.0560 au, averaged over the other two Ru-Cl bonds).

Because of a strong H-bonding (Tab.[6.2), both entering waatdrleaving Ct
interact more strongly with the metal center compared'$d IZ;""*. These effects
may provide the extra stabilisation of the transition sthsg leads to theis diaqua
isomer. The kinetic preference fétl 155, with respect taP 1754 is remarkable as
may be related to different pharmacological activity of NAMand ICR. Yet, calcu-
lations that include dynamical properties of explicit g molecules are needed to
confirm this point beyond doubt. Nevertheless, we would ikeemark that strong
intramolecular H-bonds should be less affected by the poesef explicit water mo-
lecules [373, 381]. In agreement with experimental findifg], thermodynamics
of cis andtrans diaqua complexes are virtually equivalent i.e., on a longetscale
both complexes are formed. Similarly to NAMIY2hydrolysis, the third Ci substi-
tution is exothermic and most likely to take place fr@m71.;"=.

ICR™ vs.ICR! hydrolysis

As suggested by the experiments of Mestrenal. [353], a change in Ru oxidation
state affects ICR hydrolysis to a minor extent (Figs. 6.4),.6Indeed, the ICR!
hydrolysis consists of a stepwise Glvater exchange with Im dissociation being un-
likely at every step. The activation free energy relativéhefirst hydrolysis is virtu-
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Figure 6.2:a) Proposed reaction paths for the hydrolysis of ICR. Calculated andimee

tal (in brackets) reduction potentials NHE are shown.b) Free energy profile associated
to the most likely hydrolysis path of ICR up to the third substitution. The most favorable
transition states and products are represented by solid lines, while dotteatmesed for
unlikely transition states and reaction intermediates. Activation energieénfltpare dis-
played in the squares along the reaction path. Free energies are cdlovtateespect to R.
c) Free energy profile associated to the most likely hydrolysis path ofiC&nly cis diaqua
complexes are shown to remark the ICR kinetic preference for these isomer
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O*-H--- CF Ru-O-H--- CF  Ru--- CIf Ru--- *OH,
PIISE, %’ 2.12(0.0300)  1.95(0.0437)  3.20(0.0173)  2.84(0.0189)
PIIfyans @ 2.05(0.0347) -- 3.28(0.0135)  2.91(0.0144)

¥

* entering water moleculé;leaving Cl ion.

Table 6.2:Selected geometrical (A) and electron density (in brackets, au) prapeftiES
leading toP1I55, and P14 products of ICR hydrolysis.

ally insensitive to the Ru oxidation state, but the procesisasmodynamically more
favored. Calculated activation free energy({=22.7 kcal/mol) is in good agreement
with that recently found by a theoretical investigationdrhen more computationally
demanding calculations (24.0 kcal/mol) [355] and to thaasueed experimentally
(24.1 kcal/mol) [366].

As for the first step, Ru oxidation state hardly affects thesddydrolysis. In-
deed, chloride ion dissociation is the most likely eventekically preferred (by
4 kcal/mol) incis rather than irtrans The activation free energiedG*=20.8 and
24.8kcal/mol forT'SI1g; andT'SI1E ™, respectively, are in good agreement with
the values of 20.0 and 25.4 kcal/mol reported recently [3B§]contrast, thermody-
namics ofcis andtransdiaqua complexes are similar, suggesting that as for reduce
species, both products may be found in solution [349]. Tire thydrolysis step has
a similar barrier to that of previous aquations, but, unli®®'!, reaction is endother-
mic.

6.4 Estimation of Reduction Potentials

As the electrochemical behavior of NAMI-A and ICR is cruciaf their biological
activity [331, 334, 348], reduction potentials of thesegiras well as those of their
most relevant hydrolysis products were estimated (Tal). €alculated and experi-
mentally measured reduction potentials of NAMI-A and ICRiargood agreement,

as they differ by~0.08V on average. Thus, the estimated difference between re
duction potentials of NAMI-A and ICR was found to be close te #xperimental
value, AAE,, ~ 350mV vs. AAE>® ~ 500mV. Unfortunately, data about re-
dox potentials of their hydrolysis products are not avaddah literature. However
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NAMI-A ‘ ICR
Calc. Expt. | Calc. Expt.
R 0.17 0.2358 -0.18 -0.275
Pl 0.34 0.337¢ -0.01
Plpnsorm) -0.13 -0.13
PIIS, 0.67 0.12
PIIirans 0.57 0.07
Pllci,pymso(rm) -0.17 -0.17
PllI3c 1.02 0.53
PI1Iyci,prso(m) 0.09 0.09

a: from Ref. [350]; b: from Ref.[[331]c: experimental reduction potential
refers tomerRuCkL(DMSO)(Im), see text for further details.

Table 6.3:Calculated and experimental reduction potentials (vs NHE - V) of NAMI-A
and ICR metabolites.

electrochemical measurements mer-RuCk(DMSO),(Im), which contains a Ru-
Opnrso bond similar to Ru-Q,;., of the first hydrolysis product of NAMI-A, are
available [350]. Indeed, the experimental reduction piaé(~,,=0.337 V,vsNHE),
compares very well with our calculated value (0.34 V). Thdata confirm the re-
liability of our computational set-up, allowing us to predieduction potentials for
NAMI-A and ICR metabolites possibly with a similar accuracy.

As the hydrolysis of Ct proceeds taP/, P11 and PI11, reduction potentials
increase to~0.3, ~0.7 and~1.0V and to~0.0, ~0.1 and~0.5V for products of
NAMI-A and ICR, respectively (Fig. 6/3). This is in qualitathagreement with ex-
perimental findings showing that for eachG@vater exchange a constant increase of
the reduction potential occurs [352, 382]. In contrastuotidn potential decreases
upon dissociation of DMSO (or Im for ICR), to -0.13V and -0.17f P I pars0(1m)
andPIIc;pavsoam) (Tab.6.3). This suggests that DMSO dissociation may pdeciu
NAMI-A reduction, slowing down the hydrolysis and possilbhe formation of the
active metabolites, confirming the crucial role played by &®™for NAMI-A phar-
macological activity [331, 334].

Reduction of ICRin vivo is unlikely as reduction potential is negative, yet this
may occur in specific regions where strong biological realotst are available, such
as proliferating cells [348]. Alternatively, as the hydreis proceedsF,, increases
and the products of the second aquation have a positive redymotential. Thus,
reduction may easily occur in particular fé7 155, which has a similar reduction
potential to NAMI-A. These results highlight the role of tedion in driving the hy-
drolysis of NAMI-A and ICR towards different chemical routes
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Figure 6.3:Estimated reduction potentials,, (vs. NHE, V) of NAMI-A, ICR and the prod-
ucts of CI dissociation. Experimental reduction potentials from Ref. [350] and [R82].
See text for further details.

6.5 ICR vs. NAMI-A: Biological Implications

The analysis of activation and reaction free energies coetbwith the estimation
of reduction potentials reveals intriguing features of NAWMand ICR hydrolyses
(Fig./6.1a, 6.2a).

Under neutral conditions, NAMI-A' hydrolysis leads to the formation of com-
pounds with one DMSO and one Céxchanged by water molecules. In presence of
biological reductants, reduction does not take place feptioducts of DMSO disso-
ciation. On the other hand, NAMI-A anB /-, have positive reduction potentials and
undergo reduction more easily. Therefore, the most aburdamMI-A metabolites
are expected to be the Rull-diaqua and triaqua complexesggae DMSO-S lig-
and. However, we cannot exclude that monoaqua complexegplagw role for its
biological activity. Moreoverin vitro experiments have shown that poly-oxo species
are rapidly formed already during second hydrolysis, wagirevivo the interaction
with N- and S- biological donors would prevent polymerinat{331]. Either way,
products of the third hydrolysis should be less relevanttierbiological activity of
NAMI-A. Thus, our data stress the relevance of the oxidasitate for the hydroly-
sis path, and support the hypothesis that reduced form of NAMr its hydrolytic
products are relevant for the antimetastatic activity [334, 340, 352]. Furthermore,
from the analysis of reduction potentials clearly emerdexldrucial role of DMSO
as it stabilizes Rull species, promoting NAMI-A reduction.

Reduction of ICR is less likely than that of NAMI-A, unless stgobiological
reductants are available [348]. However, as the hydrolysiseeds, reduction poten-
tial of metabolites increases, i.e. the products of thers@tyydrolysis have positive
reduction potentials. Thus, reduction may require a redtilong time, perhaps
long enough for ICR! to undergo hydrolysis, with the most likely products being a
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mixture of mono and diaqua complexes (Fig. 6.2a). Once thpseies are formed,
reduction may easily occur, particularly for thes isomer. If reduction occurs, the
most abundant metabolites afd I55, and PI115¢;, holding for the latter similar

considerations as for NAMI-A. All these findings are compkiwith experimental

results, suggesting that ICR binding to biological targetsuos in hours and that only
aged ICR solutions can bind to DNA [349].

In addition, the analysis of the second hydrolysis kineteseals important dif-
ferences between ICR and NAMI-A. In particular, ICR (in both Rahd Rull oxi-
dation states) shows a strong kinetic preferenceifdiaqua complexes, while both
NAMI-A isomers have similar kinetics and thermodynamiés.vivo such a kinetic
preference may affect the way of binding and also lead thgsita different biolog-
ical targets, DNA for ICR and proteins or receptors, for NAKIsee for example
Ref. [383] and references therein).

6.6 Conclusions

Extensive DFT calculations, with estimation of solvatiordantropic effects, were
performed to investigate the hydrolysis mechanisms of twamgsing anticancer
drugs, NAMI-A and ICR.

The computational set up has been validated by comparinigblsaexperimental
and theoretical data with our findings. Predicted and measteduction potentials
of NAMI-A and ICR differ by ~0.08 V on average, while calculated activation free
energies for the first hydrolysis are within 2 kcal/mol fronose determined experi-
mentally. A broad qualitative agreement with experimefitalings of NAMI-A and
ICR hydrolysis at physiological conditions was achieved.

Our calculations confirmed that NAMI-A is easily reducedvivo and showed
that reduction strongly affects the hydrolysis. We suggesandtrans Rull-diaqua
metabolites to be the most abundant and perhaps the mosimefer the biological
activity of NAMI-A. However, we cannot exclude that monoagcomplexes may
also be involved.

Reduction of ICR is less likely than that of NAMI-A, yet if ocaurg would hardly
affect the hydrolytic path. Indeed, the most abundant nuditels are the mono and
diaqua complexes, with a kinetic preference éarisomer in both oxidation states.
Nevertheless, reduction may occur for the products of thersghydrolysis step since
reduction potentials increase as the hydrolysis proceeds.

The most relevant NAMI-A and ICR metabolites would retainitiain structural
and chemical differences of parent compounds, the DMS@zhd for the former
and Im ligand for the latter. In addition, the kinetic prefiece for thecisdiaqua ICR
compounds may affect the binding to biomolecules and leaddifferent biological
behavior. Such features may be of primary importance inradetéeng the diverse



136 Hydrolysis of anticancer ruthenium drugs NAMI-A and ICR

pharmacological activity of NAMI-A and ICR anticancer drugs
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Figure 6.4:(continue on the next page) Free energy profiles of &d DMSO hydrolyses in NAMI-A: a) first hydrolysis;b) second
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SuoISNOU0D 9°9

LET



Hydrolysis of anticancer ruthenium drugs NAMI-A and ICR

138

=— DMSO

104,

AG (keal/maol)

Figure 6.4:(continued) Free energy profiles for the third Glydrolysis starting fronP1 174" NAMI-A L.
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Figure 6.5:(continued) Free energy profiles of Cand DMSO hydrolyses in NAMI-A!: ¢) third hydrolysis fromPIIy¢; prso; €)
third hydrolysis fromP1Ik;; third hydrolysisPI 174" For further details see Fig. 6.4.
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In the first part of my thesis work | investigated chemicakrthodynamic and
Kinetic aspects of drug/DNA molecular recognition and loyglis. First, | have fo-
cused on the the interaction between DNA and the alkylatygmnes anthramycin and
duocarmycin by classical MD and hybrid Car-Parrinello QM/Mivhulations. The
electrostatic field due to DNA catalyzes the alkylation tescby anthramycin, while
the solvent plays a minor role in polarizing reactants. Muez, QM/MM studies al-
lowed to connect this catalytic effect to identification b&tmost reactive form of
this drug. Based on classical MD, it can be suggested thabtingation of both the
non covalent and covalent drug/DNA adducts does not aleentain structural de-
terminants of oligonucleotide and ligand structures. Hevgthe most reactive form
of anthramycin slides by one base-pair step to the site edjdbe reactive guanine.
This result prompted for further structural and thermodhgitacharacterization of the
sliding process by umbrella sampling simulations. Thisnisnaportant step of DNA
molecular recognition by small ligands, which can not beriged to the forma-
tion of the final adduct only, but also involves shuffling viitthe minor groove and
translocation between different sites. According to thHewated free energy profile
and consistently with results from unbiased simulatiomes, site adjacent to the reac-
tive one is more stable by a feival/mol, and the free energy barrier associated to
the sliding of the drug is also very smadl (2 kcal /mol). Furthermore, free energies
corresponding to conformations in which the drug covergsiosequences are similar
to that associated to the reactive one.

To address the role of the sliding process in recognitionsmagience-selectivity,
| compared the mechanism exploited by anthramycin to th#tefndole derivative
of duocarmycin, which is highly selective towards AT-ricadts. At odd with anthra-
mycin, the alkylation site of duocarmycin is the most stadd&® in the non covalent
adduct, and drug sliding far from it requires to overcome @i®aof ~ 4 kcal /mol.
Interestingly, far from the preferred sequence the freeggnerofile is virtually flat,
and the funnel in the free energy landscape mirrors the mddgprofile of the solva-
tion free energy. The results allow to speculate about armifft molecular recogni-
tion mechanisms for the two drugs. Duocarmycin might firsidlio DNA at those
sequences characterized by the lowest desolvation ceshéh preferred ones) and
then easily slide towards the alkylation site. In contrestpgnition of DNA by an-
thramycin appears to be more complicated as no preferred exists on the one-
dimensional sliding path. Moreover, the reactive site candached only upon cross-
ing a significant free energy barrier.

Next, | addressed the unbinding of ligands from DNA. To gaisights into this
mechanism, | compared one of the covalent binders previomgstigated (anthra-
mycin) to a representative of the main class of non covalénbrgroove binders,
distamycin A. Free energy calculations using metadynapuoasted out that the de-
tachment of anthramycin from the minor groove involves aivacole of waters and
a local widening of the minor groove. No stable intermediaiee detected during
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the simulated unbinding. In contrast, distamycin unbigdmvolves the formation
of an intermediate in which the positively charged tail af tompound lays within
the minor groove while its body is solvated. The detachm&ntswith the disrup-
tion of specific ligand/DNA H-bonds and does not involve digant opening of the
minor groove or an active role of waters. The calculatedvatitn free energy of
detachment of distamycin compares very well with the atgl@xperimental data,
assessing the reliability of the setup used. In perspediiee natural continuation
of this and the previous work involves: performing similar simulations at different
ionic strength to assess its influence on the calculatecefieggiesii the study of the
sliding along different sequences, to assess the effeetpfesice-dependent features
on the process; the study of the sliding by non covalent bgdi the study of the
binding process (for which different collective variabee needed)y) the study of
the way ligands interfere with biological process, staytivith the inhibition of he-
licases by some minor groove binders (the structure of a DiWdase complex has
been released in june 2007 [384]).

The second part of my thesis concerned the hydrolysis of micancer ruthe-
nium compounds, NAMI-A and ICR, the first active against meises and the other
against the primary tumour. Calculations confirmed the erpartal fact that the
ruthenium center in NAMI-A is easily reducexd vivo from oxidation state 11l to I,
with reduction strongly affecting the hydrolysis. The malstindant (and perhaps rel-
evant) hydrolitic products are found to biss andtrans Rull-diaqua metabolites. Re-
duction of ICR is less likely than that of NAMI-A, yet if occung would hardly affect
the hydrolytic path. Indeed, the most abundant metabdaiteshe mono- and diaqua
complexes, with a kinetic preference fos isomer in both oxidation states. Never-
theless, reduction may occur for the products of the secgdtblysis step since re-
duction potentials increase as the hydrolysis proceedsortantly, the structural and
chemical differences between NAMI-A and ICR, which are at thgidof their differ-
ent pharmacological activity, are conserved during thedlydis steps according to
results shown. In addition, the kinetic preference fordisadiaqua ICR compounds
may affect the binding to biomolecules and lead to a diffet®ological behavior.
Such features may be of primary importance in determinirgdikerse pharmaco-
logical activity of NAMI-A and ICR anticancer drugs. A futuperspective of this
work is the study of the binding of NAMI-A and ICR to their tatgg385, 338]. In
particular, the interaction between NAMI-A and integringl Wwe addressed, as these
latter have been supposed to be crucial for the developnfiem¢@stases [339, 386].



Appendix A

The structure of DNA

The structure of DNA fibers was crystallized in the early égtiby Franklin and
Wilkins, who discovered that the phosphate-ribose bac&lies at the outside of the
DNA and resolved the basic helical structure of the macrewde. This knowledge
was a fundamental key in the breakthrough of DNA structueidation by Watson
and Crick [387]. Another piece in the jigsaw puzzle was Chdigaf1 relationship
between the adenine-thymine and guanine-cytosine comniinth resulted to be of
general validity in all organisms [388]. Crick realized thiais quantitave relation-
ship could be caused by complementary base-pairing betagemne and thymine
or guanine and cytosine, respectively and he envoked theoggd bonding pattern
now known as Watson-Crick hydrogen bonds (Figurel A.1). Basethis informa-
tion, Watson and Crick proposed a well-known model of a riggmtded, antiparallel
double helix, in which the phosphate-ribose backbone ligdeaoutside of the helix
and the bases pointed towards the center of the helix, hg&ther by these specific
hydrogen bonds. This structure lead to the following obestons:

» The charged phosphate groups are solvent exposed anderafotie easily be
neutralized.

» The base-pairing rule offers a simple copying mechanisme €rand serves as
a template, and the missing strand can be reconstructekistiaithe recogni-
tion of the complentary base by hydrogen bonding.

The structure proposed by Watson and Crick is now known as B-DhNAdeal B-
DNA, the base-pairs are perpendicular to the helix axis ansted by~ 36° with
respect to each other. Therefore 10 base pairs realize ap &nh of the double
helix. The two strands of the double helix are separated lwydistinct grooves:
the minor groove and the major groove (Figures|A.1 and| A.2)e fiarrow minor
groove contains ordered water molecules, which form a cheniatic hydration pat-
tern, either apine(A-tracts) or aribbon of hydration (hormal DNA-sequences). The
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Figure A.1:Watson-Crick base pairing. Left: Adenine (A) with Thymine (T); right: @imne
(G) with Cytosine (C).

bases per turn twist per bp][ rise per bp [A] sugar pucker

B-DNA 10 36 3.3-34 C2’-endo
A-DNA 11 33 2.9 C3-endo
Minor groove Major groove
width [A] depth [A] width [A] depth [A]
B-DNA 5.7 7.5 11.7 8.8
A-DNA 11.0 2.8 2.7 13.5

Table A.1:Selected DNA parameters in A and B forms..

correctness of the model was ultimately prooved by X-ragtatjography. In 1952,
Franklin and Wilkins discovered by the same technique iifieforms of DNA, the
dry and the wet form, now known as A-DNA and B-DNA (Figure A.ZJhe dry
A-DNA is a right-handed double helix in which hydrophobiaating interactions
between base-pairs are optimized by d9° inclination of the base-pair plane with
respect to the helix axis. This leads to a wider minor groa@ch lacks a spine of
hydration and a very deep major groove (Table A.1). The aomédional change from
C2’-endo in B-DNA to C3’-endo in A-DNA distances the phosphateups in a way
to avoid autocatalysis. Other DNA forms have been detedtert such as the left
handed Z-DNA (Figure A.2). DNA structure has proven to beaxely flexible, and
its conformation significantly depends on environmentdat$ such as the degree of
hydration, salt content and the exact composition of thatswl. With the advance
of experimental techniques, such as X-ray crystallograpiR spectroscopy, gel-
electrophoresis and electron microscopy, deviations ftieenideal A and B-DNA
structures were detected. There was growing evidenceltaaé tdeviations were at
least partially sequence dependent, indicating a possible of sequence specific
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Figure A.2:Schematic drawing of A-DNA (left), B-DNA (middle) and Z-DNA (rigth).

DNA recognition by proteins and drugs [18, 389]. It also beeeclear that a uni-
versal set of structural parameters was mandatory in oodéescribe precisely and
unequivocally the structural features of a given DNA moleculn the early 70’s
an effort has been made to elaborate a nomenclature of geaéidity for nucleic
acids, which is now recommended by IUPAC, the Joint CommissiomBiochem-
ical Nomenclature [390] and in the following | will give theefihitions which are
most relevant to the discussion that follows. The nucleebaan be divided into the
purines adenine (A) and guanine (G) and the pyrimidinessoy&o(C) and thymine
(T) or uracyl in RNA (U). The numbering of the atoms in the natlases is given in
Figure A.3. A nucleobase covalently bound to C1’ of a deoxgsi(ribose in RNA)
is called a nucleoside, and a nucleoside with one or morepbtads groups attached
at C5’ is called a nucleotide. The atoms in the phosphateseismckbone are distin-
guished from the ones in the bases by a prime. The sugar raitpshed to the N9
position in purines and to the N1 position in pyrimidines aiglycosylic C-N bond.
The torsional angle around the glycosylic bond is dengteahd defines the orienta-
tion of the nucleobase with respect to the sugar ring, whaoshlme eitessynor anti.

In standard B-DNA the bases are usually in the anti-confdonatvhich is sterically
more favorable. The sugar ring is not planar but can adofardifit conformations, in
which one or two atoms are displaced from the plane deschi¢le other atoms. If
the “out-of-plane” atom lies on the same side as C5'’ it is cdiedq if it lies on the
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Figure A.3: Structure elements of the most common nucleotides (numbering according to
IUPAC). Image from “http://en.wikipedia.org/wiki/Nucleotide”.

other side it is calle@xa The most common conformations are C2’-endo, present in
canonical B-DNA, and C3-endo, which is usually met in A-DNAdBre/A.4). A
more complete picture is given by tpseudorotation cyclas described for example

in [19]. Further torsional angles along the phosphoestedbare calledy, 3, 7, 6, €
and( (Figure A.5). The orientation of the bases and base-paiis nespect to each
other is described by theelical parametergFigure A.6), which can be divided into
groups according to the geometrical features they describe

» Parameters describing the relative orientation of tw@basthe same basepair:
Shear, Stretch, Stagger, Propeller twist, Buckle and Ogenin

» Parameters, which consider the relative orientation of &djacent base-pairs:
Roll and Tilt angle, Shift, Slide and Rise as well as helicalSivaingle.

» Parameters which describe the orientation of a base-gaiptimarily defined
global helix-axis: X-and Y displacement, Inclination ang@.T

The measurement of these structural parameters requidefmition of a refer-
ence system for each base and base-pair as well as the detdomiof a global helix
axis. This task is solved by several analysis programs luallyshe determination of
the local and global reference frames is not unequivocatlitey to slightly different
results concerning the above parameters. In particulariétermination of a global
axis requires special attention since large distortionthéndouble helix can lead to
diculties in the determination of a straight helix axis. hetwork exposed in this
thesis | used the program Curves, written by Lavery and SKI@¥6, 239]. In this
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Figure A.4: Sugar puckering in ideal B-DNA (C2-endo, South) and A-DNA (G3ielo,
North). Taken from “http://www.imb-jena.de/ImgLibDoc/nana/IMAGE_NANA.htm”
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Figure A.5: Atomic numbering scheme and definitions of torsional angles in phospate-
sugar moiety in RNA ( valid also for DNA, after replacing O2’ with H2"). Imaffjem
“http://www.imb-jena.de/ImgLibDoc/nana/IMAGE_NANA.htm”.
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Figure A.6: Schematic drawing of distortion between bases and base-pairs dedoyibed
helical parameters. Positive values of the designed parameters ara.shovage from
“http://rutchem.rutgers.edu/ xiangjun/3DNA/examples.html”.
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program, an optimal curvilinear axis is determined by opting a suited geomet-
rical function containing four variables for each base, agnthe X-displacement,
Y-displacement, Inclination and Tip. Changes in the stmattparameters of DNA
are often correlated, due to geometrical restrictions @ftigar/phosphate backbone.
This becomes for example evident in case of a large heliaat,twhich stretches the
backbone. The stretch is partially relieved by bringinglthse-pairs closer together,
lowering thus the rise. This correlation has been quanteddmagiet al [391] in
the profile sum In case of large twist and low rise one is in the region of Highst
Profile (HTP) and in case of low twist and large rise one is erégion of Low Twist
Profile (LTP). Finally, minor and major groove width and depte useful parameters
to look at, specially in relation to interactions with mirgnoove binders. The width
can be measured between different atoms, P, O4’ or C4’ atoing bee most used.
Since the phosphate groups being closest together ardyusaphrated by several
nucleotides in sequence, the assignment is not always ugaous. The Curves al-
gorithm solves the problem by projecting the minor groovétivion the global helix.
In Table 1 are reported some standard parameters of cahérecal B-DNA [392].
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Appendix B

Statistical Mechanics of
non-Hamiltonian systems

Consider a general non-Hamiltonian system whose dynamibssisribed by the set
of equations of motions (e.g. those described by Nosé)

i’ =0'(x,t) (B.1)

subject to initial conditions, = (z{, ..., z¢"), which have solution

L= 2yt 7,70 ) (B2)

whereN is the number of particles antithe dimensionality. This equation can
be seen as a coordinate transformation on the phase spac#anitial coordinates
at time0 to those at time. If we consider a set of trajectories located within the
hyphervolumelz, att = 0, at timet these will be withindz;. The variation of the
measure with time is given by

dxy = J(xy; xo)dxo (B.3)

1 dN
Oxy,...,x]

whereJ(x;, xg) = T is the Jacobian of the transformatiore. the de-
02 0

i
8%
J
Oy

terminant of the matri¥” with entriesT;; =
using the Jacobi’s formula we can write

. Taking the time derivative of and

— =Tr(adjT —) (B.4)

whereadj T is the adjugate of’, which entries ar¢adj T'),; = (—1)"" M;;, M,;

being theij-th minor of matrix7. As the dynamics is time-reversablg,will be
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invertible, anchdj T' = JT*. Thus:

ZN: ama oty _ g Z dxh O] Oxl

— Oz Oz}, iyt o] dxf O}

' . (B.5)
where relationd " = 9z /0x], dT};/dt = 9] /0x{ and the chain rule for the

derivativedi /0x{ have been used. Performing the sum avee get:

dJ
E:J JZ

’Lj_

N ogi ok &
SO S Iy = Y Tty = (T by (B6)
i—1 t i=1 i=1

and finally

o .
=J Z 5]k Z ze = JV, - i = Jr(x,t) (B.7)

which has to be solved subject to the initial conditify; x¢) = 1. The quantity
k(z,t) =V, -2 =V, 0(z,t) is calledphase space compressibilit¢nowledge of
the compressibility allows to derive an invariant measunethe case where does
not explicitly depends on, the Jacobian is given by

J(a1; 70) = expl / w(z,) ds] (B.8)

By introducing the variable/(x) = In J, which gives the variation in time of the
compressibilityw = «, the above equation can be rewritten as:

J(xy; x0) = explw(zy) — w(xo)] (B.9)
Thus, the following conservation law holds:

e @) qy, = e~9@0) gy, (B.10)

This is a generalized version of the Liouville theorem ofompressibility of the
phase space. It can be shown that the above formalism helal# aldepends explic-
ity on time. Thus, the measure“®t)dz, is conserved by the dynamics, not simply
dr;. The exponentiat—~(: can be viewed as a metric factgfg(z, t), satisfing the
metric transformation rule

V' g ._'L‘(), ‘] 1Eta5130 g(xht) (Bll)

The existence of an invariant measure means that timeaseinbl@averages are
still equivalent for a non-Hamiltonian dynamics (under @ssumption of ergodicity),
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with the proper metric taken into account when evaluatiriggrals. Furthermore, a
generalized Liouville equationolds:

—8];;@ + V.- (f/g3) =0 (B.12)

which, noting thatd\/g(z,t)/dt = 0,/9/0t + V\/g - = —~k,/g, gives the
conservation law foy equivalent to the Hamiltonian case:

8f(x, t) df
at dt

Finally, this equation is combined with the conservatiom far the measure, we
obtain a general statement of Liouville’s theorem:

f(l'(), 0) V g(xta t)dxo = f('rtvt) V g(xtvt)dxt (814)

In the absence of external and explicitly time-dependectes, a non-Hamiltonian
microcanonical ensemble can be defined on the basis of teeeege of the invari-
ant measure. If the dynamical system has a set of M consenerttities K, (z) =
Ky, A =1, ..., M, the microcanonical distribution functiohcan be expressed as:

YV, i flat)= L =0 (B.13)

f(x) =L, 6(Kx(2) — K)) (B.15)
and the corresponding partition function is
Q(N,V,Ky,.... K /d:z: g(2)IIL 6( Ky (z) — K)) (B.16)

Statistical averages can be thus computed with respectaalioatesr at any
time:

[dxr/g(z,t)A(z) f(z,t)
A), = B.17
& [ dav/g(x,t)f(x,1) 17

Consider now the non-Hamiltonian Nosé equations of motidre dompressibil-
ity is given by

dN .
/@:vx.gg:zg];i = —dN7) (B.18)
i=1

so that

w= /Ot/f(s) ds = —dN /Otﬁ(s) ds = —dNn (B.19)
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and the metric factor is

Vg = e (B.20)
Thus, the conserved measure in the phase space of Nosé dgriami
du = d™r d™pdndp, ™" (B.21)

For further details and generalization to Nosé-Hoovermthaee e.g. Refs. [393,

394, 395].



Appendix C

Ewald sum method

Consider a neutral system composedgbositively and negatively particles of charge
¢; and placed at;, enclosed in a volum¥. Within pbc each particle interacts with all
the otherN — 1 patrticles into the simulation box and with all thé particle images
in an infinite 3D array of periodic cells. The electrostatatgntial energy/“°* of
the infinite system, therefore, takes the form:

ot _ 1% 4y
ol — §;QZ¢ Z EZ: |I‘1J—|—jnL| (C.1)

whereL = V13 is the length of the periodic box (assumed cubic for simyljci
andn are the direct lattice vectors. The prime on the summatidicates that the
sum is over all the images, andi # j if n = 0. The convergence of this series is
conditional, its value depending on the way the cluster wiusation boxes is built
to fill the spacei. e. from its shape, and the boundary conditions (vacuum ordiele
tric [135]) The slow convergence of the series requires g kagge number of images
to achieve a reliable estimate 6. The idea behind the Ewald method is to sur-
round every charge; with a density cloudb_ of opposite sign and total chargey;.
In this way an efficient screening is realized, so that irt#oas rapidly go td) and
direct summation is possible. Thencancellationcharge density, of total charge
¢; centered at; is also added to recover the original distribution. In orgegexclude
self-interactions the contributions of these three chdmgesities should be not eval-
uated inr;. However, it is convenient to keep self-interactions dugheocancelling
charge distributiorp, sincep, is in this way periodic and can be represented as a
rapidly converging Fourier sum. The spurios self-intaoactan be easily subtracted
separetely. In the original formulation [136] Ewald chobse Gaussian charge dis-
tributions, 0% (r) and ¢ (r) of width /2/a and total charge-¢; andg;, respectively.
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Thus, the total charge distribution of the systefn) may be rewritten as:

o(r) = o(r) + 0%(r) + 05 (r)

(Z q:i6(r — (r; + nL)) + Z(_Qi) (;) 2 e_ar_(ri+nL)2> (C.2)

i=1 i=1
= « % —a|r—(ri+nL)?
#2a(3) e
i=1

At this point, o + 0% and$ contributions to the total charge distribution can be
considered separately. From the first term one gets a pat@mergylU <" rapidly
going to O at larger, due only to the fraction of; unscreened by®. From o
the long-range interaction ener@y< comes, that can be evaluated in the reciprocal
space. To this aim, we derive the electrostatic potentitligispace through Poisson’s

n

equationV2¢(r) = —4mp(r). Fourier transforming the members of this equation
gives:
1 ~ . 1 ~ _
Vi) = D ok)VieRT = -2 > Ko(k)e (C3)
k k
1 ~ ikr
or) = > okt (C4)
k
where
f0 = [ drg(r)eiee ()
\%4

andk = (2r/L)l, 1 being reciprocal lattice vectors. The Poisson’s equatées
the particularly simple form:

Ko (k) = 47 (k) (C.6)
Substituting the expression fof’(r) in eq/C.5 we have:

, 3/2 2
@f(k>:/drezk-r22(g> gre—elr D)
v — T
nj
o 3/2 —ikr —al|r—(r;+nL)?
=30 (5) " [ dre ey e c7)
J n

(6] 3/2 e e |2
_ / dr § (_) g;e ik r, alr—rj|
allspace j ™
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where the relatior) _ f (x+na) f f(z) for periodic functions has been
used. With the change of variables— 1’ — r — r; We obtain finally the expression
for ¢¢ in the reciprocal space:

3/2 ; / 12
E qje —ik-r; |:(_> / dr/e—zk.r e or
allspace

= Z(]je_lk’rje_k /e = op(k)y(k)

(C.8)

wheregp(k) = >, ge~ ™" andy(k) = e ~k*/42 gre the Fourier transform of a
point charges set and of the smearing Gaussian, respg&wel

Inserting in Poisson’s equation the potential takes theafor

5% (k) = §(k)op (k)7 (k) (C.9)

whereg(k) = 7% is the Green’s function. Note tha}ﬁ(k) is defined only for
k # 0. This arises from the conditional convergenge of the sarmesis related
to the assumption that the surrounding of our periodic sysgean ideal conductor

! This is a property of the Fourier transform of a convolutied. (If a(z) = b(z) * ¢(z) =
[ da’b(z")e(z — 2'), the Fourier transfornd is simply the product of the Fourier transfotmandeé.
The charge density (k) is the Fourier transform of

’Y(l‘ ) op(r—r’)

o90) = Y ge ol = fareer qu (e —1;)) = () % 05 (1)

J

Thus

5 (k) = op (k)i (k).
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(e = ooﬂ Antitrasforming the potential gives the electrostatiergy:

1
Ure = 5 Z%¢+ rz qu

—k2/

ZZ o age T = QVZQ ! ek e

k;éO ij k#0

> <k>]
= (C.10)

As mentioned above, this term contains the self-interaaifceach charge; with
. . . 2 . . .
a Gaussian dlstrlbutlopff’f = gi(o/m)2e~ "7l The potential due to this cloud is
obtained solving the Poisson’s equation in spherical doatds ¢ = |r — r;|):

1 8 self i 2 vow ’ i
- P _ dmgit! — g = & (—) / e da! = q—erf(\/ax)
x 0 x

Z 0x? €T ﬁ
(C.11)
whereerf(z) = (2/1/(7)) [, exp(—u?)du. Finally, we get:
Ul = (%) S (C.12)

The advantage of this scheme are now clear: the self-catitibenergy is simply
a constant, independent on system configuration, and doesitav in the calculation
of the forces. Using the result fere/ it is easy to calculate the short-range inter-
action energyU%". Indeed, this energy arises from a potential generated asgeh
densitiesy; — ¢%(r) centered at;, which thus is given at any poimtby:

0 = 3 e (VA - 4al) (€39

2In the case where the system is surrounded by a medium of iigtectric constant, dipoles
will be present on its surface. A formula has been deriveatired the energy/ “°*! we are calculating
here to that corresponding to a findg

U(OO) = U(gs) —Urt = U(Es) -

2ss+1

The termUP°! corresponds to the neglectéd# 0 contribution. For further details on this point
see([119] and Refs. therein.
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The total electrostatic interaction energy can be finallyregsed as:

UCoul Z Qz¢t0t rz

. 1 ;
— ydir _ prself 4 pree — 5 Z qi [¢d"(1'i) + " (r;) — ¢self(1‘i)]

N
Y 4iq; -
2 Z Z |rij + nL|erfC (Var; +nL)) (C.14)
fk2/4a
T e e
k;éO iJ

Vi~
-(5)7 2

Convergence and Accuracy. It is important to remind that, whereasdepends
linearly on the charge density, the electrostatic energy does not. Thug"" and
Uree — U*e are not the electrostatic energies duete ¢“ ando¢, as the potential
these charge distribution generate is evaluated on théalig. Consistently, they
have been called real and Fourier space contributiof$'t¢/, and their sum is would
not give the energy of the original charge dengityThe accuracy of the method,
defined as the difference= U — U4, is related to the optimal choice of the
parametersy, width of the Gaussian distribution, and of the two cutoffsand k.

in real and reciprocal space, respectively. It can be shdahetfor both the real
and reciprocal space terms is proportionattp(—s?)/s? [119], wheres = 7.« and

s = mn./aL, respectively. Here, is a positive integer used to define the cutoff in the
reciprocal space vectors &s= 27 /Ln., so that the number of Fourier components
within this cutoff is(47/3)n3. If one requires the same accuracy on the evaluation of
Udr andUT the value ofs is fixed, and the choice ef determines both the number
of Fourier components required to calcul&té® and the cutoff-.. The optimal choice

of a is obtained minimizing the total computational time

= TdirNdir + TTGCN’I”@C (C15)

where 74" is the time needed to evaluate the interaction between aleaip
particles,7"¢ that needed to evaluate the interaction perector and per particle,
N4 and N7 are the number of cycles per MD step needed for the evaluafion
U and U, respectively. For a homogeneous system of denSity N/L3 we
have
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4 4 rre\3 4 5 \3
dir  __ e 2:_ 2 2
N 37T<L> No=g3m <aL) N (C.16)
4 4 L\*
N'ee = SN =op (22} N (C.17)
3 3 T

which gives fora andr the values:

Fdir 23 N 1/6 e
a = (TrecL(j) ~N7Y (C.18)
dir ~rec N'3/2 o3
oo 8V rdirrree N°/2g :O(N3/2> (C.19)
NG

C.1 Particle-Mesh Approaches

The computational cost for solving €q. C.14 thus scal&3(@s*?). In generaly, can
be safely set to a value L/2, restricting the calculation df¢" to the original box
only (jn| = 0). However, for convenience is sometimes set equal to the cut-off for
short-range interactions, and in this casdoes not need to have its optimum value.
This implies that, although the real part of the Ewald sumsgas)(V), the Fourier
part goes a®)(N?). To see this, simply substitute= ar. in egs! C.16, C.17 and re-
callthatN = DL~? andN, ~ Dr_ 3, whereN, is the number of particles within the
sphere of radius,.. Either or nothw takes its optimum value, the computational cost
of the Ewald sum becomes prohibitive for largé ¢ 10%). To cope with this prob-
lem the so-called Particle-Mesh Approaches have beenafe@[119], in which the
point charges are spread on a space grid. This leads to a0R@qsaation expressed
through Discrete Fourier Transform (DFT), which is solvesing the Fast Fourier
Transforms (FFT) [139], scaling a8(M log, M), where M is the number of grid
points or Discrete Fourier Components (in practiceV?). Since the FFT is a grid
transformation, there are obvious discretization prolslembe solvedi primisthose
of charge assignement and calculation of forces from gridtpdnack to atoms) and
corresponding discretization errors to be minimized. |a #ense an improvement in
the accuracy has been made by further splitting interastiorthe reciprocal space
into a short and long range term, and evaluating the firsttlyr@as particle-particle
and the second through the use of a mesh ( Particle-Paraclele-Mesh, PPPM or
P3M [138]). For excellent discussions and comparisons amanigus Particle-Mesh
approaches the reader can refer to the book by Frenkel andBkf] and the two
articles by Deserno and Holm [396,397]. What should be kepiiid is that Particle-
Mesh approaches have been introduced as the allow to imptefweald summation
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using the FFT, not for reasons of accuracy. Without theieativhowever, computer
simulations would have never found spread use in biologicathlems.
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