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Chapter 1

Motivations and Summary

Molecular simulations approaches are powerful tools for structural biology and drug
discovery. They provide additional and complementary information on structure, dy-
namics and energetics of biomolecules whose structures have been determined exper-
imentally [1,2,3,4,5,6,7]. In particular, Molecular Dynamics (MD) simulations [§],
along with elastic network analysis [9], offer insights into molecular fluctuations, confor-
mational changes and allosteric mechanisms. In addition, molecular simulation can be
used to design novel and potent ligands to a specific target (either a protein or DNA) as
well as to estimate ligands potency [10,11]. Attempts at predicting protein structures
using bioinformatics and MD are also increasingly successful [12,13,14,15], as well as
approaches that use solely simulation tools [16]. The development of new algorithms
and the continuously growing computer power currently allow for the simulation of
more and more complex biological systems, such as protein aggregates [7,17,18,19,20]

and protein/DNA complexes [21].

In this context, a number of theoretical techniques (namely molecular dynamics
simulations, elastic network analysis, electrostatic modeling and binding energy pre-
dictions) have here been applied to the study of specific proteins. On the basis of
X-ray protein structures, molecular simulations have provided a detailed description of
internal motions and interactions, which are not evident from the experimental data

and have functional implications.

First, we have used MD to investigate structural features, focusing on the differences

between the solid state and the aqueous solution structures. Over 80% of data in the
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PDB [22] are X-ray structures, making protein crystallography the major resource in
structural biology. Nevertheless, in a few cases, the structural details might be affected
by environmental features, such as the presence of small compounds in the buffering so-
lution and/or crystal packing contacts due to the periodic lattice. Here, a comparative
MD study has been performed on the Catabolite Activator Protein (CAP), in both the
crystal phase and in the aqueous solution. CAP is a bacterial DNA-binding transcrip-
tion regulator whose activity is controlled by the binding of the intracellular mediator
cyclic Adenosine MonoPhosphate (cAMP). CAP is a homodimeric protein and each
subunit is formed by a cyclic nucleotide- and a DNA-binding domain. Inspection of
the available CAP X-ray structure within the crystal environment [23] suggests that
packing contacts do affect the native conformation of the ligand activated protein.
Anticipating our results, we have found that indeed the conformation of the protein
in solution is different, and that these differences may play a role for CAP biological

function.

Next, we have used molecular simulations to target structural flexibility. Confor-
mational fluctuations often play a key role for the protein function and MD simu-
lations can provide information on large-scale concerted motions of proteins [24, 25,
26]. We have addressed this point in the context of the Hyperpolarization-activated
Cyclic Nucleotide-modulated (HCN) cation channel. The tetrameric HCN channels are
opened by membrane hyperpolarization, while their activation is allosterically modu-
lated by the binding of cAMP in the cytoplasm. The cytoplasmic part of the HCN2
channel, which is responsible for the channel modulation, has been here investigated
by MD simulations and elastic network analysis, on the basis of the available X-ray
structure [27], to earn new insights into the molecular mechanism triggered by cAMP.
We have found that, in the presence of cAMP, the protein undergoes a quaternary
structure oscillation, in which each subunit moves as a rigid body. This fluctuation,
which is not observed in the absence of cAMP, could facilitate the channel opening

transition.

Finally, we have moved our attention to an issue relevant for structure-based drug

design. Within a long-standing collaboration with Prof. Cattaneo’s lab (SISSA and
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Layline Genomics), our group has been interested in the design of mimics of proteins
involved in the biochemical pathways that lead to the Alzheimer’s disease. Here, on the
basis of structural information [28], we have designed a peptide that could specifically
target trkA, the high affinity receptor of the Nerve Growth Factor (NGF), which is
a protein that plays a critical role for the development, survival and maintenance of
neurons in the vertebrate nervous system and activates signaling pathways related to
neuroprotection. The results of this research will be tested at the Prof. Cattaneo’s Lab
in order to validate the theoretical findings and assess the potency and the effects of

such a ligand.






Chapter 2

Introduction

As mentioned in chapter 1, in this thesis we have used MD simulations and other
computational tools to investigate structure and dynamics of proteins and to design
peptide mimics. Hereafter, we introduce the specific systems we have been focusing

on.

2.1 Catabolite Activator Protein

2.1.1 Biological context

The Catabolite Activator Protein (CAP), also known as the cyclic Adenosine MonoPhos-
phate (cAMP) Receptor Protein (CRP), is a bacterial activator of the transcription
of several operons, including those that code for enzymes involved in the metabolism
of sugars like lactose, maltose and arabinose, following the binding of the intracellu-
lar mediator cAMP [29,30,31,32,33]. As glucose level drops, the cell-surface enzyme
adenylyl cyclase is activated and converts ATP into cAMP molecules, which is re-
leased through the cell. Because of its role in delivering messages from the primary
glucose sensor (adenylyl cyclase) to the synthetic machinery, cAMP is often known as
a second messenger. When cAMP binds to CAP, it changes the conformation of the
protein [34, 31, 32], which thus binds to a specific DNA sequence [35] located next to
the genes that are activated. Therefore, the cAMP binding to the protein ultimately
results in transcription activation [36,31,37].

The selective DNA binding occurs at micromolar concentrations of cAMP and is

inhibited at higher ligand concentrations, although the nonselective DNA binding is
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not as greatly inhibited [38,39, 35, 40], suggesting that CAP in the presence of low
cAMP concentrations is the active form [41,35]. This biphasic behavior is due to the
presence of two cAMP binding sites for each protein subunit: the primary binding site
has high affinity for cAMP and is responsible for the protein activation; the secondary
binding site has lower ligand affinity and is responsible for the CAP features in case
of high ligand concentration [35]. Because of the different ligand affinity of the two
binding sites, the primary sites are preferentially ligand bound before the secondary

sites [42].

2.1.2 Structure

The structural basis of the allosteric mechanism activated by cAMP binding to CAP
before its interaction with DNA and a model of the DNA bending triggered by the
binding of the activated protein have been described on the basis of the X-ray structures
of the cAMP-bound CAP from FEscherichia coli in the DNA-free and DNA-bound
states [43,44,41,23] and of the related protein CO-sensing transcription regulator from
Rhodospirillum rubrum [45], which controls the activation of the transcription of genes

involved in the oxidative metabolism of CO.

CAP is a homodimer of 22,500 molecular weight and the two subunits (namely
A and B, 209 amino acids each) are formed by two domains each: the N-terminal
Cyclic Nucleotide Binding Domain (CNBD, residues 1-137) and the C-terminal DNA-
Binding Domain (DBD, residues 138-209). The hinge interdomain region includes

residues located close to the homodimeric symmetry axis (residues 133-142).

The DNA-bound and DNA-free structures differ for the DBDs orientation: in the
first structure the DBDs are symmetrically arranged and are both packed against their
CNBDs (closed conformation); DNA is bent by ~90° [41,43,44]. In the latter, one
domain is still in the closed conformation (A subunit) whilst the other (B subunit) is

separated from its corresponding CNBD by a cleft (open conformation) [23].



Introduction 11

2.1.3 cAMP binding

The CNBD includes an eight-stranded (-roll, which is flanked by the A-helix at its N-
term, and by the B- and C-helices at its C-term. cAMP binds in its anti-conformation
to the so called primary binding sites, which is located within the (-roll and is lined
by the C-helices of both subunits (Fig.1a). In fact, the CNBD is responsible for the
protein dimerization. cAMP forms H-bonds with the CAP side chains of residues
Glu-72, Arg-82, Ser-83, Thr-127 and Ser-128; additional H-bonds are formed with the
protein backbone of residues Gly-71 and Ser-83.

A comparative theoretical study has shown that the CNBD is a signaling module
that is found in different proteins with conserved structure and function [46]. Details
into the structural mechanism activated by cAMP in the CNBDs of the Protein Kinase
A (PKA) regulatory subunit and of the HCN2 ion channel has been previously obtained
by performing molecular simulation studies, which showed that a change in structural
and dynamic features of the secondary structure elements lining the binding site is
driven by the ligand [47,48]. In CAP, the cAMP binding to the CNBDs triggers a
reorientation of the (34/35 loops and of the C-helices, which allosterically leads to a
change in the hinges and, consequently, to a repositioning of the DBDs [49,50, 51,52,
53,54, 55,23,45,56,57,46, 58].

The low-affinity secondary binding sites are formed by residues from both domains

of the same subunit and from the hinge region of the opposite chain [44].

2.1.4 DNA binding

Each DBD includes a helix-turn-helix motif (E- and F-helices) involved in the specific
recognition of DNA, whose consensus sequence is 5’-AAATGTGATCT-3’ [59]. As a
consequence of the complexation, a kink in the DNA occurs between nucleotide base
pairs 5-TG-3" (bases 6 and 7 of the above consensus sequence) on both sides of the
dyad axis, as is observed in the DNA-bound CAP X-ray structure, in which the DNA
is bent by nearly 90° [43,60,61,62,63,64]. This sequence has been shown to favor DNA
flexibility and bending also in other systems [33,65].
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The DNA binding induces a change in the conformation of CAP, in particular
affecting regions of the protein which are involved in interactions with other members of
the transcription machinery [66,67,68,69,70], even away from the protein-DNA contact
region, as the B-helix [70]. This suggests that DNA binding may play a role in the
modulation of the protein-protein interactions of CAP. The regulation of transcription
factors activity by DNA-induced conformational changes has been documented in a
number of eukaryotic systems [71].

Following the CAP binding to DNA, RNA polymerase is recruited for transcription
activation. CAP contains activating regions that have been proposed to participate
in direct protein-protein interactions with RNA polymerase and/or other basal tran-
scription factors. Specifically, protein-protein interactions with RNA polymerase were
identified by mutagenesis experiments in the surface loop formed by residues 156-164
(residues Ala-156, Thr-158, His-159, and Gly-162) [66,67] and in residues His-19, His-
21, Glu-96 and Lys-101 [68].

2.1.5 Aims

The structure of the cAMP-activated form of CAP in aqueous solution and the effect
of crystal packing on the protein conformation are investigated by molecular dynamics
simulations. The relevance of the solution structural model for CAP biological function

is investigated.
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2.2 Ton channels
2.2.1 Biological context

The regulation of ion concentration and permeation is of crucial importance for a variety
of cellular functions, such as nervous signal transmission and osmotic regulation. These
functions are controlled by ion channels, which are proteins inserted in the membrane
lipid bilayer. They form aqueous pores through the cell membrane and provide a
feasible path for ion exchanges. By allowing ions to cross the hydrophobic barrier of
the core membrane, they control the cellular exchange of ionized particles. Several ionic

channels are known and they differ in functional, gating and selectivity properties [72].

In resting conditions, the internal side of a cell has a lower electrostatic potential
than the external side. When ions flow through the channels, they produce an electric
current and a change of the membrane potential. The conducting state of the channel
may be regulated by different factors that open and close the channel mouth, regu-
lating the ion current [72]. The gating mechanisms can be based on physical factors,
like the transmembrane potential difference in voltage-gated channels [73], which are
important for the transduction and the propagation of the electric signal in the hu-
man and animal nervous system [74,75], or the pressure-induced structural changes in
mechanosensitive channels [76]. In other classes of channels, chemical factors are also
regulators of the channel gating, as the presence of ligand molecules in, for example,
the cyclic nucleotide activated channels [77,78], or pH variations in, for example, the

KecsA potassium channel [79)].

An important property of the open channel is the selective permeability, which is
the ability to allow only to a restricted class of ions to flow through the channel pore
in large amount [80]. Channels may discriminate between ions with different valence
and charge, as in chloride channels [81], or between divalent cations over monovalent
cations, as in calcium channels [72].

Many human and animal diseases are associated to defects in ion channels function,
the majority of them arising from mutations in the genes that encode the channel pro-

teins [82,83,84,85,86,87,88]. Large effort is still necessary to connect these mutations
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to the structural and functional changes that cause the disorder.

2.2.2 HCN Channels

The Hyperpolarization-activated Cyclic Nucleotide-modulated (HCN) cation channels
belong to the voltage-gated channels superfamily. They are opened by membrane hy-
perpolarization, while the binding of cyclic Adenosine MonoPhosphate (cAMP) mod-
ulates their activity. The HCN channels family includes four members (HCN1-4) that
are expressed in cardiac and neuronal cells of vertebrates. [89,90,91,92,93,94,95,96,97,
98,99,100,101,102,103,104]. HCN channels control fundamental biological events such
as heart beat and neuronal rhythmic activity, providing the biophysical mechanism
for the pacemaker in these cells [105,106,107,108]. Although these channels clearly
contribute to the determination of the resting potential of the cells in which they are
expressed, their role in dynamic signaling events is less well understood.

Hyperpolarization-activated cation currents (Ih) have puzzled physiologists since
their initial discovery 30 years ago [109]. Unlike most voltage-gated currents, Ih are
activated by transmembrane hyperpolarization, i.e. by potentials more negative than
the resting potential: this property earned them the designation of If for ‘funny’ [110] or
Iq for ‘queer’ [108]. Th current plays a role in the generation of spontaneous pacemaker
activity both in the heart [105] and in the central nervous system [106]. The Ih current
that flows through HCN channels [111] is carried by a mixture of Na+ and K+ ions
[112,113] and is blocked by Cs+ ions in a voltage-dependent way [114].

The recent identification of a family of four mammalian genes that encode the
hyperpolarization-activated cation channels, HCN1-4 [99], gave the opportunity to ad-
dress the physiological function of Th at the molecular level. All four isoforms have
been expressed in heterologous cells and form tetrameric, hyperpolarization-activated
cation channels that are directly modulated by cAMP. However, the four HCN isoforms
give rise to channels that differ in their kinetics, steady-state voltage dependence and
potency of modulation by cAMP [115]. Given the diversity of native Th in different
cell types, a key goal is to relate the cellular heterogeneity to the molecular composi-

tion of the channel. This is complicated by the fact that native pacemaker currents
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exhibit greater diversity, for example with regard to voltage dependence, than the ex-
pressed isoforms [116]. In addition, on the basis of the amino acid sequence, these four
mammalian genes were shown to be members of the voltage-gated channels superfam-
ily [97].

Related HCN genes have been also characterized in invertebrate organisms and
have been cloned from the sea urchin Strongylocentrotus purpuratus sperm (spHCN)
[117], from the silkmoth insect Heliothis virescens antennae (hvHCN) [118], from the
Drosophila melanogaster antennae and eyes (DmHCN) [119] and from the olfactory
receptor neurons of the bee Apis mellifera (AmHCN) [120]. These channels show a
high sequence homology to the vertebrate counterparts in functionally relevant regions
like the membrane spanning domains, in particular the S4-voltage sensor and the pore
region, and the cyclic-nucleotide binding region. The most pronounced differences

between the channel sequences are found in the length of their N-terminal regions [120].

2.2.3 Structure

HCN channels are tetrameric and each monomer comprises three conserved domains
(Fig.2.1). The first is the transmembrane domain, which is formed by six transmem-
brane helices including a positively charged S4 voltage sensor, similar to the voltage
sensor of the depolarization-activated channels; this domain is responsible for the ion
selectivity and the channel gating. It is connected to the C-linker domain in the cyto-
plasm, which in turn is linked to the Cyclic Nucleotide Binding Domain (CNBD). These
three domains are highly conserved with 80-90% sequence identity [100]. However, the
genes products diverge in their N- and C-terminal cytoplasmic regions.

In a seminal article [27], Zagotta and co-workers have determined the X-ray struc-
ture of C-linker and CNBD of HCN2 from mouse in complex with four equivalents
of cAMP. The C-linker is composed by six a-helices (A’-F’), establishing a large
amount of intersubunit contacts and coupling the channel gating transmembrane part
to the CNBD [27,121]. The CNBD includes four a-helices (A, P, B, C) and an eight-
stranded (-roll, arranged with the same fold observed in the CNBD of other pro-
teins [43,122,123,124,125,126,23,127,41]. cAMP binds in its anti-conformation to a
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Figure 2.1: Diagram of an HCN channel subunit. The intramembrane part includes 6 transmem-

brane helices and is followed by the C-linker and the CNBD in the intracellular compartment.

highly conserved region lined by the f-roll, P- and C-helices. Its phosphate and OH
groups H-bond to a bunch of residues from position 581 to 593, which includes the
P-helix and the following loop. These residues constitute the signature motif of the
CNBDs, called the phosphate-binding cassette [46]. The purinic group of the ligand
forms contacts with the (-strands 4 and 5 (Val-564, Met-572, and Leu-574) and the
C-helix (Arg-632 and Ile-636) [27].

2.2.4 cAMP Modulation

In all four HCN isoforms, the 120-amino acid length CNBD mediates the channel
response to the intracellular cAMP. This domain is homologous to similar regions in
other cyclic nucleotide binding proteins, including the cAMP- and ¢cGMP-dependent
protein kinases, the bacterial Catabolite Activating Protein (CAP) and the Cyclic

Nucleotide-Gated (CNG) ion channels of olfactory neurons and photoreceptors [46].
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HCN2 is the best characterized member of the family. In this channel, the CNBD
inhibits channel activity by a mechanism which depends on the C-linker/CNBD inter-
actions: binding of cAMP relieves this inhibition and shifts by ~+17 mV the voltage
dependence to less negative values [103,104]. In fact, the deletion of the CNBD mim-
ics the effect of cAMP by shifting the voltage dependence of HCN2 gating to more
positive voltages by an amount similar to the maximal shift due to saturating concen-
trations of cAMP [103,104]. This indicates that cAMP enhances gating by relieving
the inhibitory effect of the CNBD, which shifts the gating in the absence of cAMP to
more negative potentials. Differences in the voltage dependence of gating and in the
potency of cAMP modulation between HCN1 and HCN2 were shown to result from
differences in the extent of inhibition produced by the CNBD, HCN2 having a much
greater inhibition than HCN1 [103,104].

2.2.5 Aims

The structural and dynamic features of the cytoplasmic part of the HCN2 channel in
the ligand bound and free states are investigated by molecular dynamics and elastic

network analysis, to gain insights into the allosteric mechanism of cAMP modulation

of the HCN2 channel.
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2.3 Nerve Growth Factor
2.3.1 Neurotrophins

Neurotrophins constitute a family of structurally related proteins, which promote and
regulate the survival of neurons in the vertebrate nervous system [128,129,130]. This
family includes the Nerve Growth Factor (NGF), the Brain-Derived Neurotrophic Fac-
tor (BDNF), the Neurotrophin-3 (NT-3) and the Neurotrophin-4/5 (NT-4/5) [131].

5NTE 3 member of the Tumor Necro-

They bind with similar affinity to the receptor p7
sis Factor (TNF) receptor superfamily, and selectively to the members of the recep-
tor tyrosine kinase (trk) family, namely trkA, trkB and trkC, which are involved in
the activation of different intracellular signal transduction cascades [132,133,134,135].
Specifically, NGF binds with the highest affinity to trkA [136,137,138], which mediates

the survival-promoting and neurite-growth-promoting effects of NGF during develop-

ment [139,140,141,142] (Fig.2.2a).

a b p7sNTR NT Trk isoforms

W5y TrkA &
/E-.'D y

CR2

075 ‘/ " CR3
CHTINTRIR > TrkB ons
NT-45 ;a

\ . > A . 1 |
@»Em TrkC .
kinase

5]V71H

Figure 2.2: (a) Neurotrophins bind to two classes of receptors: the low affinity receptor p7

and specifically the members of the trk receptors family. (b) Diagram of the receptors subdomains.

2.3.2 Biological context

The Nerve Growth Factor (NGF) is the most studied and the first identified member
of the neurotrophins protein family [139]. NGF was initially found to be an essential

factor in the survival of sympathetic and embryonic sensory nerve cells [143], but its
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frame of activity was soon extended to many other functions. It is now very well
established that NGF plays a central role in the development, survival and repair of
peripheral and central nervous tissues of both embryos and adults [144]. In addition,
it has been endowed with roles in the immune and endocrine systems, autoimmune

disease and tissue inflammation [145].

The role of NGF in vivo has been defined to be trophic, differentiative and tropic
[146]: NGF exploits its trophic effect on sensory and sympathetic cells being necessary
for their survival; its differentiative effect is due to its role in the differentiation of the
same cells to mature nerve cells; finally, the tropic effect of NGF consists in its ability

to guide the growing axons or collaterals along its own concentration gradient.

An important feature of NGF is the retrograde transport: this neurotrophin, in fact,
was shown to be retrogradely transported within neurons in vivo, under physiological
conditions, allowing the communication of the body cell with the nerve terminal [147,
148]. The retrograde transport is a composite mechanism, involving a series of complex
events, like the release of the neurotrophin by the post-synaptic target cell, followed
by receptor binding on the nerve terminal pre-synaptic membrane. Subsequently, the
protein is internalized, targeted for transport and propelled along the axon toward the

cell body [148].

2.3.3 Structure

NGF is a dimeric protein and the dimer is held together by non-covalent interactions
[149]. Its 3D structure has been determined by X-ray crystallography, revealing a
compact [-structure protein [150,28]. Three intrachain disulfide bridges form the so
called cysteine knot motif. The central core of the protein, formed by the facing (-
strands of the two monomers, gives rise to an extensive subunit interface with a largely
hydrophobic character, primarily because of aromatic residues. Three (-hairpin loops
in the structure of each monomer are composed by most part of the variable residues

in different species, while the compact core is conserved.
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2.3.4 The NGF receptors

The response of neurons to NGF is governed by two types of cell surface receptors: the
receptor tyrosine kinase p140™*, which is referred to as trkA [151], and p75¥T% which
is a member of the Tumor Necrosis Factor (TNF) receptor superfamily (Fig.2.2a).
TrkA activation is predominantly followed by survival signaling. On the contrary, the
p75NTE receptor, as other members of the TNF superfamily, was demonstrated to
modulate apoptotic responses.

The dimerization of the trk receptors upon binding to neurotrophin leads to trans-
autophosphorylation and to the activation of intracellular signaling cascades [152].
Signaling modules, such as the RAS/mitogen-activated protein (MAP) kinase cas-
cade and the phosphatidylinositol-3 (PI-3)-kinase/Akt pathway, have been identified
as downstream cellular events induced by trkA activation. When p75™V7% and trkA are
expressed in the same cell, however, survival signaling dominates [151].

Historically, p75VT® was the first receptor of NGF to be identified [153], but a
lack of readily identifiable signal transduction modules within its cytoplasmic sequence

5NTR was primarily to augment trkA

led to the assumption that the function of p7
signaling [154,151]. Actually, pro-NGF, which is released as a soluble proneurotrophin
and is processed to a mature neurotrophin, is a high affinity proapoptotic ligand for
p75NTE [155]. The activation of p75NT% can initiate apoptosis when this receptor is

expressed independently of trk. Thus, p75V"# plays diametrically opposite roles in

promoting death and augmenting survival [156, 151].

2.3.5 NGF / trkA interaction

The extracellular subdomains of trkA are Cys-rich 1 (d1), Leu-rich motif (d2), Cys-
rich 2 (d3), IgGL1 (d4) and IgGL2 (d5), where IgGL refers to the immunoglobulin-like
C2 folding motif [148] (Fig.2.2b).

The structural determinants of NGF binding to the fifth extracellular domain of
human trkA (trkA-d5) have been provided by the X-ray structure of the complex [28]
(Fig.2.2b). This study confirmed an extended surface of interaction of this domain with

NGF. The NGF /trkA-d5 interface involves two patches: one comprises residues of NGF
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core region and loops of the C-term@trkA-d5, the other includes the N-term@QNGF
and the ’ABED’ (-sheet@trkA-d5 [157,28]. The latter is known to determine the
affinity and specificity of the NGF binding to trkA, as indicated by experimental data
[158, 159, 160, 161, 162, 163, 164, 141] and further suggested by Molecular Dynamics
calculations [165]. Although only the fifth extracellular domain (d5) is present in the
structure, the contribution of the other subdomains to the binding cannot be excluded.

The structure of the mouse NGF alone [166] and that of the human NGF in com-
plex with trkA-d5 [28] display few differences. Apart from unconserved residues, the
most striking difference is at the N-terminus. While this segment is disordered in the
unbound structures [162, 166], it assumes a helical conformation in the NGF /trkA-d5

complex, forming an important part of the binding interface [28].

2.3.6 Therapeutic applications

Because of their crucial role for nervous system development, neurotrophins may re-
duce neuronal degeneration in neurodegenerative diseases, such as Alzheimer’s [167,
168,169,170,171,172,173,174]. However, the therapeutic efficiency of NGF has been
greatly limited by delivery problems and severe side effects [175,176,177]. A ma-
jor obstacle to the neurotrophin-based therapies is that significant protein concentra-
tions must be achieved in the target region to really counteract disease progression
and, simultaneously, this delivery must be hampered in other regions to prevent side-
effects [175,176,177].

A promising strategy involves the use of peptide mimics, i.e. molecules with either
agonist or competitive antagonist effect that retain the most essential elements of the
neurotrophic action, which may be useful in the treatment of several neurodegenerative
diseases and nerve injuries [178,179,180,181]. For NGF, such peptides have been shown
to exhibit neurotrophic effects by binding to trkA [182,183,184,185,186,187,188].

2.3.7 Aims

To identify peptide mimics of the neurotrophin NGF with high affinity and specificity

for trkA, several computational tools are first used to identify the residues of the N-
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terminal fragment of NGF forming significant interactions with the receptor in the
NGF /trkA-d5 complex; subsequently, the stability of the adduct is investigated by

molecular simulations approaches.



Chapter 3

Methods

We introduce here basic concepts of the techniques used in this thesis, namely molecular
dynamics simulations [8], elastic network analysis [9], electrostatics calculations [189]
and hot spot binding energy prediction [190,191]. The specific features of each of the
studied systems are reported in the Computational Details section of the corresponding

chapters.

3.1 Molecular dynamics

The dynamics of proteins cannot be simulated quantum-mechanically due to their large
size. We can predict the evolution of such complex systems using Molecular Dynamics
(MD) simulations [8]. MD is based on the following assumptions: (i) the nuclei can be
treated as classical particles; (ii) the Born-Oppenheimer approximation holds; (iii) the
electronic degrees of freedom can be integrated out. Under these greatly simplifying

assumptions, the dynamics of the system can be described by the Newton second law:

d°7;

m; dtz :_vﬁEtot(Fly'“aFN)

where 7 is the position of the i atom and Ej, is the total energy of the system of
N particles. Thus, if one knows the initial structure (by experiments or by computer
modeling) and provides a velocity distribution consistent with the temperature simu-
lated, one can provides the time-evolution of the system. MD average values of several

properties can be evaluated from the resulting trajectory.
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In the followings, the form of E,, used for proteins and some details of MD algo-

rithms are given.

3.1.1 Force Field

The potential energy function here used (FEy, also called force field) consists of additive
parameterized two-bodies terms that can be obtained by fitting experimental and/or
high-level quantum chemical data into simple functional forms. The AMBER [192,193]
and the TIP3P [194] force fields for the proteins and water respectively are used.

For large biological systems, the potential function frequently used takes the form
of the summation of different additive terms that correspond to bond distances Fpopnds,
bond angles Fg,,41e5, bond dihedral Egipedrars, van der Waals E,q4,, and electrostatic Eee.

interactions (Fig.3.1).

Etot = Ebonds + Eangles + Edihed'rals + E’L}dw + Eelec
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Bond stretching and angle bending are represented as harmonic energy terms where

Teq and 0., refer to equilibrium bond lengths and angles, %, and ky are the vibrational
constants. The equilibrium values of the bond and angle parameters are usually de-
rived from structural databases, while the force constants are derived from infrared
spectroscopy. In the third term, Vj, is the torsional barrier corresponding to the n'”

barrier of a given torsional angle with phase v: dihedral parameters are calibrated
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Figure 3.1: The potential energy of the system is expressed as a sum of pairwise additive terms:

bond lengths, bond angles, torsional penalties, van der Waals and electrostatic interactions.
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on small model compounds, comparing the energies with those obtained by quantum
chemical calculations. Improper dihedral angles are added to take into account quan-
tum effects that are not present in E,,; as, for example, to preserve planarity in aromatic
rings. The last two terms refer to non-bonded van der Waals and electrostatic inter-
actions: the first are described by a Lennard-Jones potential, containing an attractive
and a repulsive term, and parameters are defined so as to reproduce chemical-physical
properties (e.g., densities, enthalpies of vaporization, solvation free-energies) in or-
ganic liquids. The electrostatic energy is evaluated by assuming the dielectric constant
¢ equal to 1, and using the restrained electrostatic potential model (RESP [195,196])
to define partial atomic point charges: in this model, charges are assigned to the atom-
centered points so as to fit the electrostatic potential derived from quantum chemistry
calculations for a set of small representative molecules. Van der Waals and electrostatic
interactions are calculated between atoms belonging to different molecules or for atoms

in the same molecule separated by at least three bonds.

3.1.2 Integration of the equation of motion

The GROMACS program [197] is here used to integrate the equations of motion. Dur-
ing the MD simulations, the system evolves according to the classical Newton equation

of motion:

2 al .
a7t _EO - ere Fr) = — el

Computing the classical trajectory exactly would require to solve a system of 3N
second order differential equations, where N is the number of atoms. Actually, these
equations are never solved exactly but approximated by a suitable algorithm. For
instance, in the popular Verlet algorithm, the positions of each atom are expressed by
Taylor expansions whose combination yields an expression for 7;(t + At). The lack of
explicit velocities in the Verlet algorithm is remedied by the leap-frog algorithm [198].
Positions at times ¢ + At and ¢ are given by the Taylor expansions around t + At/2

below:
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2
m(t+ At) = 7i(t+ At/2) + Ti(t + At/?)% + %@-(t + At/Q)ATt + ...

2
R = Rt A2) - G+ At/Q)% + %ai(t + At/Q)ATt ..

whose difference gives:

7t + At) = 7i(t) + v (t + At/2) At

Analogously, an expression for the velocities at half time step is obtained from the

expansions around ¢:

BT AL2) = G0+ S+
vi(t — At)2) = @(t)—@(t)%+...

whose difference gives:

Ui(t + At/2) = U;(t — At/2) + d@;(t) At

The leap-frog algorithm [198] updates both positions and velocities using the forces

—

F;(t) determined by the positions at time :

Tt + At)2) = 77,-(t—At/2)+@At

)

Ft+ At) = F(t) + it + At/2)At

First, the velocities are calculated at half time step, then these are used to calculate

the positions at one time step. In this way, positions and velocities leap each other.
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The advantage of this algorithm is that velocities are explicitly calculated, and the
disadvantage is that they are not calculated at the same time as the positions. As
a consequence, kinetic and potential energy cannot directly compute the total energy
at time ¢, but energy evaluation is possible using the following approximate value of
velocities at time t:

o) = L= 8Y2) ; Ti(t + At)2)

3.1.3 Constraint algorithm

The time-step At in the integration of the equations of motion is limited by the highest
frequency oscillations. These are the bond stretching vibrations, in particular those
involving hydrogen atoms, having the highest frequency and a relatively low amplitude.
Since these motions are of little interest in most cases, constraining these bond lengths
allows to increase At with small affects on the accuracy of the simulation, under the
assumption that bonds are almost exclusively in their vibrational ground state. Since
bonds in molecules are coupled, resetting coupled constraints after an unconstrained
update is a nonlinear problem.

The LINCS algorithm satisfies a set of holonomic constraints by an efficient paral-

lelizable matricial representation of the equations [199].

3.1.4 Periodic boundary conditions

MD simulations are usually performed under periodic boundary conditions, to minimize
boundary effects and to mimic the presence of the bulk. In this approach, the system
containing the N atoms is replicated in all directions to yield an infinite periodic lattice
of identical cells (Fig.3.2). When a particle moves in the central cell, its periodic image
in every other cell moves accordingly. As one molecule leaves the central cell, its image
enters from the opposite side without any kind of interactions with the cell boundary.
Following the so called minimum image convention, only the nearest image of each

particle is considered when calculating non-bonded interactions. This implies that
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the cutoff radius used to truncate non-bonded interactions must not exceed half the
shortest box vector, otherwise more than one image would be within the cutoff distance

of the force.
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Figure 3.2: Periodic boundary conditions: the MD system is surrounded by translated copies of
itself.

3.1.5 Long-range interactions

In a many-particle computational system, interactions may be divided in two groups:
bounded (bonds, angles and dihedral) and non-bonded (vdW and electrostatics). While
the bonded interactions are intrinsically short-range, non-bonded terms extend to the
infinity (long-range interactions). Nevertheless, the vdW interactions can be treated
only as short-range interactions, because their energy function decays rapidly; in fact,
although these potential functions are not rigorously zero at any distance, the cutoff
truncation will result in a negligible systematic error. For Coulombic interactions,
on the contrary, the cutoff truncation introduces energetic discontinuities which cause
instabilities of the simulation, as the electrostatic potential function goes slowly to zero.
This problem has been faced with the use of smoothing functions or the twin-range

cutoff method. More rigorously, interactions with all periodic images must be explicitly
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considered: the Ewald summation method [200] is used in classical MD to face this
computational task.

The total electrostatic energy of N particles and the periodic images is given by

where 77 is the box index vector and the star indicates that terms with ¢ = j should
be omitted when |77| = 0. This sum is conditionally convergent.

Ewald summation is a technique for computing the interaction of a set of charges
and all its periodic images. The charge distribution in the system is a set of point

charges, represented as delta functions:

In the Ewald method, each ¢; charge of the distribution p(7) is screened by a diffuse
charge distribution p&(7) of the opposite sign, such that the total charge of this cloud

exactly cancels g;.

pC(F) = —qi(a/ /) Peo2m Tl

IAG

Each point charge ¢; is now surrounded by an isotropic Gaussian charge distribution
p% () of equal magnitude and opposite sign, which screens the interaction between the
point charges, so that the interaction calculated using the screened charge distribution

p(7) + p%(7) becomes short-ranged. The interaction energy reads:

* N N

Elo050) = e ZZ ] (a7 al)

i =1 j=1 | "
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where
f(x) = 2#1/2/ eV dy

To restore the initial system, an anti-screening Gaussian charge distribution —p%(7),
centered at the position of each atom ¢ with the same charge of ¢;, is added. The
potential energy of this Gaussian charge distribution is calculated by a converging
Fourier series in the reciprocal space [200].

The parameter « is tuned in order to optimize convergence properties of both
summations. In particular, in the particle mesh Ewald method [201,202,203], « is
chosen sufficiently large so that interactions between atom pairs for which |7 7| exceeds
a specified cutoff are negligible in the direct space sum and the reciprocal space sum

is approximated by an interpolation of the potential on a grid.

3.1.6 Thermostats

Among the several methods to control the temperature usually available in MD software
packages, the weak coupling method (Berendsen thermostat [204]) and the coupling to
an external bath algorithm (Nosé Hoover thermostat [205,206]) are used here.

In the weak coupling method [204], the temperature of the system 7'(¢) is kept close
to the target temperature Ty by the equation:

dT(t) Ty —TI(t)
dt N TT

where T'(t) is the instantaneous temperature, Ty is the reference temperature and
7 is the coupling time constant. The instantaneous temperature 7'(¢) of a system with

Ny degrees of freedom is related to the kinetic energy Ej;,(1):
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The atomic velocities can then be scaled by a factor A(¢) as follows:

5 Epan(t) = [M(1)? — 1]%NdkaT(t)

Since:

(SEkm (t) = Ndch(ST(t)

then:

A(t) = \/ 1+ i;‘f Lo . ;w

where ¢y is the heat capacity per degree of freedom. The factor A(¢) is used to scale
the velocities vy, at each integration step dt, in order to relax the temperature toward
the target temperature value Tj. The relaxation rate is controlled by the time coupling
constant 7, which should be small enough to achieve the required temperature and
large enough to avoid disturbance of the physical properties of the system by coupling
to the bath.

Even though the Berendsen weak coupling algorithm is efficient for relaxing the sys-
tem to the target temperature, it does not allow for a proper sampling of the canonical
ensemble. Canonical ensemble simulation is enabled by employing the Nosé-Hoover
thermostat.

In the Nosé-Hoover approach [205,206], the ensemble is extended by introducing a
thermal reservoir and a friction term in the equations of motion.

- .
T e

dtz  my

d_ﬁ-
dt

The friction force is proportional to the product of each particle’s velocity and a
friction parameter £(¢). This friction parameter is a fully dynamic quantity with its

own equation of motion.
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ety  T(t) —Tp

dt 0

The time derivative is calculated from the difference between the current tempera-
ture T'(t) and the reference temperature Ty, and @) determines the strength of coupling

to the heat bath.

3.1.7 Barostats

To closer resemble biological systems, the pressure can be controlled by applying a
pressure coupling algorithm, as the Berendsen [204] and the Parrinello-Rahman meth-
ods [207].

The Berendsen algorithm scales the coordinates and the box vectors: the effect is
a first-order kinetic relaxation of the instantaneous pressure P(¢) toward the reference
pressure Py, with a time constant 7p that can be specified as an input parameter.

Similarly to the temperature weak coupling algorithm:

dP(t) P, —P(t)
dt N TP

and the scaling factor p(t) for atoms positions is:

At
Pop = Oap — ﬁaﬁg[P 0,08 — Pap(t)]

where 3 is the isothermal compressibility, P(¢) is the instantaneous pressure, Py is
the target pressure and 7p is the pressure coupling time constant.
In the Parrinello-Rahman algorithm, similarly to the Nosé-Hoover temperature cou-

pling, the equations of motion are modified:

R
ez m; dt
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The coupling matrix M(t) is determined by providing the reference pressure Py, the
isothermal compressibility § and the pressure time constant 7p as input parameters,
in the following way:

db’ db ] Bl

M(t)=b"" [bg + Eb/

and:

db? B
= VW' (P — Py)

where V is the box volume and W is a matrix parameter that determines the

strength of the coupling:

471'25 8
W s = 5
(W s 372

where L is the largest box matrix element.

3.1.8 Generalized Born model

The Generalized Born (GB) model is an implicit solvent model that can be used to
run significantly faster MD simulations than those which make use of explicit solvent
[208,209]. However, due to the crucial role of the solvent, the GB approach usually
provides only qualitative insights.

In the GB model, the apolar contribution to the protein-solvent interaction is esti-
mated as linearly dependent on the solvent accessible surface area of the protein; the

polar term, which takes into account also salt effects, reads:

e—rfaB(rij,oia;)

1 4iq;
AGEE — _Z J 1 —
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where k is the Debye-Hiickel screening parameter; «; is the effective Born radius
of atom 4, which reflects the degree of its burial inside the molecule; fgp is a function
that interpolates between the effective Born radius o when 7;; — 0 and an effective

pairwise interaction distance [209,210]:

fep = \/Tfj + aza; exp(—ry; [4a;a;)

3.1.9 Steered molecular dynamics

Many biological processes are characterized by high energy barriers and occur in time-
scales that are not feasible by current computational techniques. Nevertheless, their
study by means of MD simulations would provide valuable information. To overcome
the energy barriers and thus to speed up the simulations, an external force is applied
to a selected group of atoms to steer the system along a particular degree of freedom.
This allows to focus the simulation on a particular dynamic event, reducing the amount
of computational expense [211,212,213,214,215,216,217,218,219].

Steered Molecular Dynamics (SMD) is here applied to investigate the unbinding of
ligand /receptor complexes: the ligand is harmonically restrained to a point that moves
away from the receptor mass center with constant velocity . The force Fr applied to

the ligand is:

ﬁT:kT-(x%+v7t—ﬂcm)

where k" is the restraint force constant, =7 is the initial position of the restraint
point and a?lcm is the position of the ligand mass center. It should be stressed that, in
general, only qualitative information about binding paths and intermediate states can

be obtained.
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3.1.10 Analysis of MD trajectories

The general flowchart of an MD run is:
1. reading the initial conditions, i.e. the positions and velocities of the atoms;

2. reading the parameters of the simulation (temperature and pressure, control al-

gorithms, time step, special features);
3. computing the total force that acts on each atom;

4. updating the coordinates and the velocities of the atoms by the integration of

the Newton equation of motion;
5. back to point 3.

Data from MD trajectories can be used to calculate several structural and dynamic

properties.

Displacement

The conformational stability of a macromolecule can be estimated by the Root Mean
Square Displacement (RMSD). The RMSD of a set of N atoms at time ¢, with respect

to the initial conformation, reads:

N 42 02
RMSD(t) = \/ izt |n]($) acl

where |7(t) — r0;] is the displacement of the i" atom at time ¢ from the reference
position T_éi. An increase of the RMSD indicates that the protein moves to a confor-
mation different from the initial structure and thus suggests an incomplete sampling

or a conformational change.

Fluctuation

The Root Mean Square Fluctuation (RMSF) is computed for each atom i:
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RMSF; = v/((7i — (73))?)

where 7 is the position vector of the 7*" atom and the brackets stand for a temporal
average. This quantity can be compared to crystallographic B-factor B; through the

relation:

B; = 87°RMSF?/3

The RMSF analysis provides information about the atomic fluctuations throughout

the simulation and thus indicates the most flexible regions of the protein.

Contact surface

The Contact Surface (CS) between two groups of atoms is estimated as the difference
between the Solvent Accessible Surface Areas (SASA) of the two groups separated
and in the complex, assuming no conformational change. SASA is calculated using
the center-probe area definition [220] and 0.14 nm solvent probe radius [221,222]. CS

provides a rough estimate of the non-polar contribution to the binding free energy [223].

Large-scale collective motions

The description of the protein dynamics in terms of collective motions is particularly
useful to dissect from an MD trajectory the structural low frequency vibrations, which
are often relevant for the protein function. To identify the concerted large-scale struc-
tural fluctuations occurring in a protein, the degree of correlation of pairs of residues

is calculated in the covariance matrix C'; whose elements are:

where 7; is the 7" atom position and the brackets indicate temporal average.
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Large-scale motions can be calculated as eigenvectors of the C'a atoms covariance
matrix. The symmetric matrix can be diagonalized by an orthonormal coordinate

transformation R which transforms C' into a diagonal matrix A of 3N eigenvalues \;:

RTCR = A

The columns of R are the eigenvectors or Essential Modes (EM) and the eigenvalues
A; are the variance in the direction of the corresponding EM. The covariance analysis
defines a new coordinate system for the data set, in which the new coordinates are
uncorrelated [224,225,226,227,228]. The six roto-translational degrees of freedom can
be eliminated by performing a RMSD fit between each MD snapshot and the initial
configuration before calculating C'

Eigenvectors are ordered with decreasing eigenvalues, which are proportional to the
percentage of total fluctuation the corresponding EM describes (A;/Tr A). Usually, it
turns out that most of the total motion is spanned over the first few eigenvectors. The
amount of motion covered by a subset of EMs is the summation of the corresponding
eigenvalues \; divided by the trace of A.

The principal component of a EM is the projection of the trajectory on the eigenvec-
tor. It has been proven that the principal components of random diffusion are cosines
with the number of periods equal to half the principal component index [227]. The
cosine content analysis is used to check whether the EMs obtained from the diagonal-

ization of the covariance matrix C' resemble those of random diffusion.
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3.2 Elastic network analysis

The capabilities of actual computer power allows, within a reasonable cost, to follow
the dynamic evolution of few hundred residues large proteins for tens of nanoseconds.
The large-scale dynamic features encountered in MD trajectories can be interpreted as
a superposition of independent harmonic modes that can be achieved by simply substi-
tuting detailed force-field interactions by harmonic couplings, provided that the protein
fluctuates around the initial conformation and that the protein does not undergo large

conformational changes toward a more stable structure [229].

In the coarse-grain Gaussian network model the protein is described at the residue
level and the interaction between couples of residues is described by simple harmonic
terms [230, 229, 231] (Fig.3.3). Here, the so-called S-Gaussian model is used: in this
model, centroids tethered to the C{ atoms are introduced to mimic the side-chains.
This allows a better modeling of the directionality of pairwise interactions in the protein
and leads to an improved vibrational description [9]. The Ey,; of a protein is described
as an expansion in terms of deviations of the amino acids from their reference positions.
All couples of residues within a given cutoff value interact and, to account for the higher
strength of the peptide bonds with respect to non-covalent interactions between amino
acids, an explicit chain term has been added. By construction, the global minimum of

FE,,; coincides with the native state.

Figure 3.3: The protein structure is modeled as an elastic network in which pairs of Ca and C3

atoms are connected by springs
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The elastic response of the system is uniquely dictated by the eigenvalues and
eigenvectors of the covariance matrix. The main observable quantity that can be cal-
culated within the Gaussian model is the correlation between displacements of pairs of
Ca’s atoms. The eigenvectors of the covariance matrix represent the three-dimensional

independent modes of structural distortion for the protein.
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3.3 Electrostatic calculations

Insights into the electrostatic interactions in proteins can be obtained with the Poisson-
Boltzmann equation [189]. In this approach, the solvent is represented as continuum
and the electrostatic potential U(r) can be determined by solving the following equa-
tion:

7

V- (df)ﬁ\l/(?)) = —47p! (7) — 4WZcfozl-q exp <%§O) A(7)

where p/(7) is the fixed charge distribution of the molecule, £(7) is the position
dependent dielectric constant, ¢° is the concentration of ion ¢ at an infinite distance
from the molecule, z; is its valency, ¢ is the proton charge, kg is the Boltzmann constant,
T is the temperature and () describes the accessibility to ions at point 7.

An analytical solution of the equation can be obtained only for very simple geome-
tries and charge distributions. For proteins, the equation can be solved numerically by
the finite difference methods on a grid. As a first step, the molecular surface is gener-
ated using a spherical probe of 1.4 A, which is the water radius. A grid is generated
and, according to the surface, a high dielectric constant value is then assigned to the
grid points that lie on the external side of the macromolecule, which are supposed to
belong to the solvent, and a low dielectric constant value is assigned to the remaining
grid points. Each atom charge is split to the nearest grid points of the mesh and a
smoothing algorithms is used to improve the results. The electrostatic potential is
finally numerically estimated for each grid point and the energy of the charged grid is
calculated. Since every atom charge is split to different grid points, different parts of
the charge of the same atom interact each other. The self-grid energy is removed in
the difference between energies obtained for the same protein conformation with the
same grid in different conditions.

Here, the Poisson-Boltzmann equation is numerically solved using the APBS pro-

gram [232].
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3.4 Hot spot binding energy prediction

Residues at the protein/protein interface that contribute significantly to the complex
stability and whose mutation can affect the interaction are defined as hot spots binding
energy. With the Baker et al.’s computational alanine scanning procedure [190,191]
we estimate the residues at the protein/peptide interface which form interactions im-
portant for the complex stability. To this aim, the predictor calculates the residues at
the interface which significantly destabilize the complex when mutated to alanine, esti-
mating both the van der Waals and the electrostatic contributions to the free energy of
binding, based on an all-atom rotamer description of the side chains together with an
energy function dominated by Lennard-Jones interactions, solvation effects and hydro-
gen bonding [190,191]. Binding energy hot spots are here defined for residues whose
AAGY > 2kT.
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Catabolite Activator Protein

The Catabolite Activator Protein (CAP, also called cAMP-Receptor-Protein) is a bac-
terial DNA-binding protein involved in the activation of the transcription of several
operons [30,37,33]. Cyclic Adenosine MonoPhosphate (cAMP) binding to CAP causes
a cascade of structural rearrangements that allows for selective binding to DNA (con-
sensus sequence is 5-AAATGTGATCT-3’) [59,31,32]. This in turn induces DNA
bending [43,60,61,63,64] and a rearrangement of CAP [69, 70|, which is followed by
the binding of the RNA polymerase enzyme [66,67,68].

The X-ray structures of DNA-bound and DNA-free states of CAP have provided
key insights on the molecular basis of DNA binding [41,43,44,23]. These studies show
that CAP is a homodimer whose subunits (namely “A” and “B”, Fig.1) are formed by
two domains. The first is the conserved signaling module N-terminal Cyclic Nucleotide
Binding Domain (CNBD, residues 1-137) [46], which includes an eight-stranded (-roll
flanked by an a-helix (A-helix) at its N-term, and by two helices (B and C helices) at
its C-term. A hinge region, which is close to the homodimeric symmetry axis (residues
133-142), connects the CNBD to the C-terminal DNA-Binding Domain (DBD, residues
138-209). The latter includes a helix-turn-helix motif that binds to DNA, inducing a
final bent of ~90° [43]. Two cAMP binding sites for each subunit are present. The
primary binding site, which has a uM affinity for cAMP [35,40], is located in the
CNBD, within the g-roll, and it is lined by the C-helices of both subunits: binding of
cAMP (in its anti conformation) triggers a reorientation of the 34/35 loops and of the
C-helices, which leads to an allosteric change of the hinges that repositions the DBDs
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and results in DNA binding [49, 50, 51, 52, 53, 54, 55, 23,45, 56, 57, 46, 58|. Selectivity
toward the target DNA sequence is achieved by ¢cAMP binding to the primary sites
[35]. The secondary binding site, with mM affinity for cAMP that binds in its syn
conformation, is formed by residues from both domains of the same subunit and from
the hinge region of the opposite subunit [44]. DNA binding to CAP depends on cAMP
concentration [38,39,35,40].

In the crystal phase, the structures of the subunits have been found to depend
on the state of the protein. In the DNA-bound state, the DBDs are symmetrically
arranged and are both packed against their CNBDs (closed conformation for both
subunits, Fig.4.1) [41,43,44]. In the DNA-free X-ray structure, one subunit is in the
closed conformation, whilst the other is separated from its corresponding CNBD by
a cleft (open conformation, Fig.4.1) [23]. It is well known that crystal packing forces
may induce structural modifications in proteins [233,234]: therefore, the structure of
such subunits in aqueous solution might differ significantly from that in the crystal. As
shown in Fig.4.1, in the X-ray structure several DBD residues exhibit close contacts
with other proteins. Therefore the crystal packing could be responsible for possible
deviations from the biologically relevant protein conformation. Here we address this
issue by undertaking a comparative MD study of the protein in the crystal phase and
in aqueous solution.

Our MD calculations of the crystal turn out to reproduce the structure of the
protein experimentally observed (in particular the closed-open conformation, Fig.4.1),
suggesting that our computational setup provides a relatively accurate description of
the system. In addition, the ligand bound protein in solution assumes an open-open
symmetric conformation (Fig.4.1). Such conformation could play a key role for DNA

molecular recognition.

4.1 Computational Details

The following models are constructed: (i) CAPg¢pyst is the X-ray structure from FEs-
cherichia coli solved at a resolution of 2.10 A (pdb entry code 1G6N [23], Fig.4.1);

(i) CAP,q is based on the same X-ray structure [23], although one asymmetric unit
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is considered (Fig.4.1); (iii) CAP}, is the protein in aqueous solution obtained by re-
moving the DNA from the X-ray structure of the CAP-DNA complex from Escherichia
coli solved at a resolution of 2.80 A (pdb entry code 103T [44], Fig.4.1 and Fig.4.3).
In all systems, cAMP is bound to both CNBDs, acid and basic residues are assumed to
be ionized at the physiological conditions; hydrogens are added by assuming standard

bond lengths and angles. Sodium ions are added to achieve neutrality (Tab.4.1).

Solvation. CAP,q and CAPj  are solvated by adding a water model with
1.0 Kg/1 density into the parallelepiped simulation boxes that contain the different
solutes. Solvent molecules are rejected if the distance between any solvent atom and
the closest solute atom is lower than the sum of their respective van der Waals radii.
This procedure generates around the solute small voids that are filled after a short sol-
vent simulation (i.e. 60 ps of MD using the Berendsen thermostat and barostat [204]
with T=300 K, P=1 atm and 1 ps time constants) with a reduction of the MD box vol-
ume. The protein in the crystal lattice solvated using the procedure described above
shows several cavities which could be filled by water. Test MD calculation on such
system results in a small shrinking of the cell lattice, although the protein structure is
maintained (see Supplementary Information). Thus, a different solvation procedure is
used for CAP ¢y sc. We define a grid of «0.29 nm size spanning the entire unit cell and
water oxygens are placed at any grid point if the corresponding grid cell is empty, i.e.
if no solute atom is found in the given cell. The solvent equilibration dynamics (60 ps)
is sufficient to restore the normal water structure as confirmed by a comparison with

the crystal solvated with the standard procedure outlined above (Data not shown).

Complex based X y z n°of | n°of | n®°of | n®of
name on (nm) (nm) (nm) a.a. | cAMP | waters | Na+
CAP,q 1G6N [23] 7.40 9.15 8.52 401 2 16,954 2
CAP*,q | 103T [44] 8.99 7.05 9.09 396 2 16,995 0
CAP.,,.; | IGON [23] | 4.68 (=) 9.55 (-0.01) 10.54 (-0.01) | 1604 | 8 8000 | 8

Table 4.1: Selected features from our MD calculations. The table shows the pdb entry
codes of the initial, X-ray structures, the mean dimensions of the MD unit cell after equilibration and
the number of amino acids, cAMP molecules, water molecules and sodium ions, which are added to
neutralize the box. In CAP s, the differences between theoretical and experimental values of the

cell parameters are reported in brackets.
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Figure 4.1: Structures of CAP. The asymmetric unit of the DNA-bound CAP x-ray structure
(CAP-DNA) [44], the unit cell of the DNA-free CAP in the crystal lattice (CAP¢ys:) [23] and CAP
in aqueous solution (CAP,,) in the initial and in the final MD conformations are reported as ribbons.
Water molecules are not shown for clarity. The CNBD and the DBD of subunit “A” are colored in
blue and red, respectively, while the same domains of subunit “B” are colored in cyan and orange,
respectively; the cAMP molecules are drawn in sticks and colored by the atom type; DNA (sequence
5-GCGAAAAATGCGATCTAGATCGCATTTTTCG-3’) is represented as gray double strand. In
CAP, s, one asymmetric unit, which is rotated with respect to the other panels, is colored as
above and the yellow spheres indicate the residues forming crystal packing contacts (interresidue
distance between non-hydrogen atoms smaller than 0.35 nm); the remaining three proteins are shown
in different colors; the directions of the three cell vectors are also reported. Figures obtained with the
VMD program [235].
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Molecular dynamics. We use the AMBER94 force field [192,193] for protein,
DNA and ions and the TIP3P force field [194] for water. The force field for cAMP

is developed in ref. [236] and is proven to reliably reproduce the molecule interactions

within several cAMP binding proteins [236,47, 48].

Rectangular periodic boundary conditions are applied. The particle mesh Ewald
method is used to evaluate long range electrostatics [202,203,201]. A cutoff of 1 nm is
used for the real part of the electrostatic and for the van der Waals interactions. The
minimum distances between the periodic images of the complexes in solution turn out
to be always greater than the short range interactions cutoff. Constraints are applied
to all chemical bonds using the LINCS algorithm [199]. The integration time step is
set to 1.5 fs.

After an energy minimization and 60 ps of solvent simulation, using the Berendsen
thermostat and barostat [204] (T=300 K and P=1 atm), Molecular Dynamics (MD)
simulations are performed in the NPT ensemble, using the Nosé-Hoover thermostat
[206,237] and the Parrinello-Rahman procedure [207,205] (T=300 K and P=1 atm);
the pressure coupling is isotropic. CAP,q, CAP,, and CAP ,yst are simulated for 40,
15 and 15 ns of MD, respectively. The calculations are performed using the GROMACS
program [238,197].

Snapshots collected every 15 ps are analyzed to obtain the following properties:
(i) Root Mean Square Deviations (RMSD) of the Ca atoms are calculated after least
square fit to the respective X-ray structure [23,44], if not otherwise specified; (ii)
Essential Mode (EM) analysis of the Ca atoms is used to identify large collective
motions [226,239,225,227,228].

Electrostatics. The Poisson-Boltzmann equation [189,240] is used to calculate
the electrostatic potential on and outside the protein surface, using the APBS program
[232]: a 2 runs focusing procedure is applied with 0.06 nm final grid spacing; 100 mM
monovalent ionic concentration, 300 K temperature, protein dielectric constant €;, = 1
and solvent dielectric constant €,,; = 80 are assumed. The calculations are carried out
on the protein as in the initial conformation in the CAP,, MD system and as after

40 ns of MD in the CAP,q MD system (closed and open conformations, respectively).
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4.2 Results and discussion

CAP,pyst- In the X-ray structure of the DNA-free, cAMP-bound CAP [23], several
crystal packing contacts, i.e. contacts between residues from different asymmetric
units, are observed. They involve residues spread throughout the protein structure
(Tab.4.2 and Fig.4.1). Here we perform 15 ns of MD simulation to check whether
our computational setup (see Computational Details section) is able to reproduce the

determinants of the X-ray structure.

Residue Subunit Residue Subunit

GLU 12 A ARG 185 B
HIS 19 A GLU 55 B
SER 27 A GLU 37 B
THR 28 A GLU 37 B
VAL 43 A ARG 185 B
GLU 55 A HIS 31 B
GLU 81 A HIS 21 B
GLN 104 A ASP 138 A
PRO 160 A ARG 180 B
ARG 169 A PRO 160 B
ARG 185 A GLN 107 B
ARG 185 A PRO 110 B
GLY 200 A ASN 194 B
LYS 201 A ASN 194 B
LYS 201 A TYR 206 B

Table 4.2: Crystal packing contacts in CAP,,,, [23]. Contacts are defined for couples of

residues from different asymmetric units with non-hydrogen atoms closer than 0.35 nm.

To characterize the closed (subunit “A”, colored in blue and red in Fig.4.1) and
the open (subunit “B”, colored in orange and cyan in Fig.4.1) states, we monitor
the distances between the mass centers of the DBD and CNBD of the same subunit
(2.66 nm and 2.92 nm, respectively in the initial structure). The calculated values are
2.61 (0.06) nm and 2.98 (0.05) nm (Fig.4.2d), in good accord with the experimental
data. The RMSDs of the unit cell and for the four homodimers are 0.16 (0.03) nm and
0.13 (0.02) nm, respectively (Fig.4.2a). Finally, our calculations turn out to reproduce
the experimental unit cell parameters within 0.01 nm (Tab.4.1). * We conclude that

our calculations are able to reproduce the X-ray structure determinants.

!'Notice that using a lower number of water molecules causes a decrease of the calculated unit cell
parameters in the NPT MD simulation.
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Figure 4.2: MD simulations. (a-c) RMSD of the CAP¢yyst, CAPaa and CAPZ, plotted as a
function of the simulation time (black lines). In (a), the RMSD is also averaged over the four proteins in
the unit cell, considering each molecule separately, and extreme values are reported as dots (gray line).
In (b), RMSD are also calculated using the structure after 13 ns of MD as the reference conformation
(gray line); the inset shows the principal component of the EM with the highest eigenvalue. (d-f)
Distances between CNBD and DBD mass centers in subunits “A” and “B” (solid and gray lines,
respectively) of CAP in the CAPcryst, CAPaa and CAPZL,, plotted as a function of the simulation
time. Initial distances are indicated by the horizontal dashed lines. In (d), distances are averaged

over the 4 asymmetric units of the unit cell and extreme values are indicated by dots.

CAP,y,. We now relax the CAP structure in aqueous solution. One of the four
asymmetric units in the X-ray structure [23] is immersed in a ~17,000 molecules water
box (Tab.4.1) with 2 sodium counterions. The system then undergoes 40 ns of MD
simulation. During the dynamics, the RMSD fluctuates at «~~0.2 nm in the first part of
the simulation and increases at «~0.4 nm after 10 ns (Fig.4.2b), indicating the presence
of a transition. The protein moves to a conformation in which the DBD of subunit
“A” is separated from the respective CNBD by a cleft, as initially observed in subunit
“B”. To filter the large scale concerted structural rearrangements from small harmonic
fluctuations, we use Essential Mode (EM) analysis [226,239,225,227,228]. This method

consists in a diagonalization of the covariance matrix of atomic fluctuations: eigenvec-
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tors are ordered with decreasing eigenvalues, which are proportional to the percentage
of total fluctuation the corresponding EM describes. Therefore, the eigenvector with
the highest eigenvalue describes the collective motion that most accounts for the struc-
tural fluctuations. In our case, the conformational transition featured by the DBD of
subunit “A” is described by the first EM, whose eigenvalue accounts for «» 60% of the
total motion of the protein, with a cosine content of 0.69 [225,227,228]. Indeed, the
projection of this eigenvector on the Cartesian trajectory closely resembles the RMSD
trace. It reaches a plateaux within 13 ns (Fig.4.2, inset) and correlates with the increase
of the distance between the mass centers of the two domains of subunit “A” (Fig.4.2e
and animation at http://www.sissa.it/~berrera/CAP.html). The protein then fluctu-
ates around the new symmetric open conformation: in fact, in the last 27 ns of MD, the
RMSD calculated using as the reference structure the conformation after 13 ns (avail-
able at http://www.sissa.it/~berrera/CAP.html) is «<0.2 nm (Fig.4.2b) and the mean
distances between intrasubunit DBD and CNBD mass centers are 3.01 (0.06) nm and
2.89 (0.10) nm for subunits “A” and “B”, respectively (Fig.4.2e). This indicates that
the protein fluctuates close to this symmetric open conformation (Fig.4.1) within this
time-scale (27 ns), which is more than twice the time needed for the conformational

change to occur (<13 ns of MD).

CAP;, In order to check the dependence of our results from the initial model
used, we carry out an MD simulation of CAP in solution based on a different initial
conformation, the symmetric closed conformation of CAP that is observed in the X-ray
structure of the protein in complex with DNA [44] (Fig.4.1). The RMSD increases and
then oscillates around a value of «~0.5 nm (Fig.4.2c). Very early in the simulation (at
1 ns of MD), the DBD of subunit “A” reorients to the open conformation, and the
DBD of subunit “B” undergoes a similar change within the first 10 ns. After 15 ns of
MD, the distances between the mass centers of the DBD and the corresponding CNBD
are 3.11 nm and 3.03 nm for subunits “A” and B, respectively (Fig.4.2f), suggesting
that the protein in solution moves to the open conformation independently from the

initial structure (Fig.4.3).

In conclusion, our simulations suggest that the DNA-free ligand bound protein
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Figure 4.3: Trace representation of the structure of CAP in aqueous solution (CAP},) in the initial
conformation, i.e. as in the X-ray structure of the DNA-bound protein [44], and as after 15 ns of MD.
The CNBD and the DBD of subunit “A” are colored in blue and red, respectively, while the same
domains of subunit “B” are colored in cyan and orange, respectively; the cAMP molecules are drawn

in sticks and colored by atom type. Figures obtained with the VMD program [235].

in solution assumes an open conformation in aqueous solution, in which both DBDs
are separated from the respective CNBD by a large cleft (Fig.4.1). This result holds
true independently from two, rather different, initial structures used in the simulation.
Thus, the asymmetry of the experimental X-ray structure, which is reproduced by
our computational setup, is possibly caused by packing contacts within the crystal
environment (Fig.4.1 and Tab.4.2). Such open conformation could play a role for DNA
binding.

Electrostatic profiles. To provide further insights on DNA molecular recognition
by CAP, we carry out a comparative electrostatic analysis between the structure of the
CAP bound to DNA (closed conformation, Fig.4.1) and our model in solution (open

conformation, Fig.4.1).

When the protein is in the closed conformation, as in the DNA-bound complex [44]
(Fig.4.1), the DNA binding interface of the protein is characterized by a dominant
positive area, which provides electrostatic complementarity to DNA (Fig.4.4a,c). On
the contrary, the electrostatic potential on the same surface of the protein in the

open conformation (calculated here on CAPaq final MD structure, Fig.4.1) appears
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qualitatively different in the proximity of the homodimeric symmetry axis, i.e. near
the hinge regions (Fig.4.4b,d). Since the reorientation of the hinges is a key step in the
allosteric mechanism coupling the two domains [51,49, 23], differences in this region
might play a biological role. Charged residues in this region are Asp-138 and Arg-
142: in the open conformation, Arg-142 side chains are buried within the intersubunit
region (Fig.4.4f), while in the closed conformation they are exposed to the DNA binding
interface (Fig.4.4e). The differences in the electrostatic profiles are also due to Asp-
138, which is known to play a crucial role for transmitting the allosteric signal [51]:
in fact, Asp-138 are closer to the dimeric symmetry axis of the protein in the open
conformation (Fig.4.4e,f). Thus, when the protein is in the open conformation, the
dominant positive potential at the DNA binding interface is intercalated by a negative
region in the central part of the surface (Fig.4.4b.d).

Simulation of CAP with lower water content than in CAP,,,. 7,468
water molecules are added to the CAP in crystal condition by adding a water box with
1.0 Kg/1 density. The water molecules are rejected if the distance between any solvent
atom and the closest solute atom is lower than the sum of their respective van der
Waals radii.

The RMSD for the whole unit cell increases during the first 5 ns and then fluctu-
ates at «0.24 nm, while the mean RMSD for the four asymmetric units is «0.16 nm
(Fig.4.5a). The mean distances between the mass centers of the CNBD and the DBD
are 2.56 (0.06) nm (2.41 nm minimum and 2.70 nm maximum) and 2.96 (0.04) nm
(2.83 nm minimum and 3.05 nm maximum) for subunits “A” and “B”, respectively
(Fig.4.5b); the initial values are 2.66 nm and 2.92 nm. The calculations do not fully re-
produce the X-ray unit cell parameters (a=4.68 nm, b=9.56 nm and ¢=10.55 nm, while
the mean dimensions of the MD simulation box are 4.62 nm, 9.44 nm and 10.42 nm).

Thus, the decrease of the unit cell volume is «~4%.
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closed open

Figure 4.4: Electrostatics properties. (a-b) van der Waals surface (colored in white) of the
protein in the closed (CAP-DNA, a) and open (CAP,q after 40 ns of simulation, b) conformations,
view as in Fig.1. The electrostatic potential is plotted on the plane defined by the positions of Ca
atoms of Arg-180 from subunit “A” and “B”, and by the midpoint between Pro-110 Ca atoms, and is
colored in red at -125 mV and in blue at +125 mV. The pictures are obtained using the gOPENMOL
program [241,242]. (c-f) View of the protein rotated by 90° relative to (a-b), which shows the DNA-
binding interface region. Both the closed (c,e) and open (d,f) states are plotted as van der Waals
surface (c,d) or as cartoon (e,f). In (c,d), the electrostatic potential is plotted on the protein surface
drawn by the center of a probe of radius 0.5 nm and colored in red at -20 mV and in blue for +20 mV,
using the MOLMOL program [243]. In (e,f), helices are colored in violet and strands in yellow; Asp-138

and Arg-142 are drawn in sticks and colored in red and blue, respectively.
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Figure 4.5: (a) RMSD are plotted as a function of the simulation time (black line). The RMSD
is also averaged over the four proteins in the unit cell and extreme values are reported as dots (gray
line). (b) Distances between CNBD and DBD mass centers in subunits “A” and “B” (solid and gray
lines, respectively) averaged over the 4 asymmetric units of the unit cell and plotted as a function of

the simulation time. Extreme values are indicated by dots and initial distances are indicated by the

horizontal dashed lines.
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4.3 Concluding remarks

MD simulations are used here to investigate the structural features of the cAMP-
activated CAP in solution, providing complementary information that does not emerge
from the available X-ray structures and are of critical importance to describe the func-
tional mechanism of the protein [45,56,57].

Our calculations suggest that crystal packing contacts affects the DNA-free CAP
conformation and that the ligand-activated form of CAP is the symmetric open con-
formation (Fig.4.1).

The protein conformation obtained by our MD simulations in aqueous solution
(open conformation, Fig.4.1) differs from the conformation of the protein in the DNA-
bound X-ray structure (closed conformation, Fig.4.1) [43,41,44] not only for the ori-
entation of the DBDs, but also for the electrostatic potential at the DNA-binding
interface, as the latter conformation presents a large positive region, which in the open
conformation is interrupted in the proximity of the hinges (Fig.4.4). We speculate that
this electrostatic profile may mediate a first step in DNA bending. Before the molecules
get in direct contact, the positive regions of the DNA-binding interface of the protein
in the open conformation attract the DNA, while a kink is generated in DNA segments
prone to bending [33,65]. Subsequently, both macromolecules could enter in direct con-
tact and a mutually induced-fit mechanism could drive the complex from the open to
the closed conformation, which provides a larger complementary electrostatic surface
for the bound DNA (Fig.4.4). Furthermore, experimental and/or theoretical studies
are required to test this hypothesis.

4.4 Reference

The work reported in the present chapter will be published in the following article:
Marco Berrera, Sergio Pantano and Paolo Carloni ”Catabolite Activator Protein in

aqueous solution: a molecular simulation study” submitted.






Chapter 5

cAMP modulation of the HCN2
channel

HCN2 is the most characterized member of the hyperpolarization-activated cyclic
nucleotide-modulated channels family. In this channel, CNBD inhibits channel ac-
tivity by a mechanism which depends on the C-linker/CNBD interactions: binding of
cAMP relieves this inhibition and shifts by ~+17 mV the voltage dependence to less
negative values [103,104].

Recently, Molecular Dynamics (MD) simulations provided valuable insights in the
regulation mechanisms in different ionic channels (such as the nicotinic receptor and the
kir channel) under conditions that are difficult to achieve with experimental techniques
[13,14,244,245,246]. Based on the available structural information [27], here we study
the cytoplasmic part of HCN2 by means of MD simulations, to provide a description

of the molecular process driven by cAMP leading to channel modulation.

Based on our calculations, we propose that the allosteric mechanism of cAMP mod-
ulation originates from oscillations of CNBD quaternary structure around its average
structure, with a periodicity in the order of 10 ns. This large-scale breathing motion
is triggered by cAMP binding: in fact, in the absence of the ligand, CNBD assumes a
rather disordered and loose structure, similarly to what has been found in other CNBDs
with the same fold [247,125,122,46,47] and no quaternary structure oscillations are

observed.
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A B C D EF A Bl P2 P3P PSPEP p7 P8 B 3

Figure 5.1: (a) Structure of C-linker and CNBD of HCN2 from mouse [27]: four subunits are ar-
ranged around the four fold rotational symmetry axis, which is represented by the dashed line, forming
the homotetramer. C-linker are at the top and CNBDs at the bottom of the picture. Three subunits
are drawn in cartoons and in the fourth, which is drawn in trace, secondary structure elements are
colored in violet for helices and yellow for S-strands and one cAMP is shown. (b) Upper view of the
complex: stars indicate mass centers of opposite couples of adjacent subunits. (c) Diagram of one
subunit of HCN2 C-linker and CNBD with cAMP in its binding site. (d) Cascade of helices rearrange-
ments following ligand unbinding [125,122,46,47]. (e) Representative snapshot of the apoprotein, to
be compared with ¢: balls represent residues whose B-factor in the apoprotein is at least 2 (orange)
and 3 (red) times that in the holoprotein, which are spread in the CNBD and E’ and F’ helices,
including residues forming the binding site. (f) The most relevant motions in the holoprotein are os-
cillations of the quaternary structure, which are here identified by the distances between mass centers
of opposite couples of adjacent subunits (stars as in b) and are plotted in Fig.2c-d. (g) B-factors in the
holoprotein (black line) and in the apoprotein (red line) are plotted along the sequence. Secondary

structure elements are indicated in violet for helices and yellow for 8-strands, and are labeled.
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5.1 Computational details

The holoprotein is the X-ray structure of the cytoplasmic domains of HCN2 channel
from mouse in complex with four equivalents of cAMP, solved at 2.30 A resolution
(residues 443 to 645, pdb entry 1Q50 [27,22]). The protein is a homotetramer, with
a four fold rotational symmetry (Fig.5.1a-b). The apoprotein is obtained by removing
the four cAMPs. H atoms are added by assuming standard bond lengths and bond
angles. Histidines 463, 474, 479 and 559 are protonated respectively on their Ne, N¢,
Ne and N as this choice optimizes the formation of the H-bond network with their
surroundings. Acid and basic residues are assumed to be ionized at the physiological
conditions. The models are immersed in parallelepiped boxes whose edges are ~10.0,
10.0 and 8.1 nm, containing ~22,500 water molecules; 12 and 16 chlorine ions are added

to neutralize the boxes.

The AMBER99 [192,248, 193] and the TIP3P [194] force fields are used for the
protein (and ions) and water respectively; parameters for cAMP are obtained from
Punta et al. [236]. Rectangular periodic boundary conditions are applied. Particle
mesh Ewald is used to evaluate long range electrostatics [202,203,201]. A cutoff of
1 nm is used for the real part of the electrostatics and van der Waals interactions. The
neighbor list is updated every 10 steps. Constraints are applied to the chemical bonds

using the LINCS algorithm [199]. The integration time step is set to 1.5 fs.

The GROMACS program is used [238,197]. After energy minimization, 45 ps
of MD of the solvent and a gradual heating of the systems (8 runs, 22.5 ps each,
from 0 to 10, 30, 70, 100, 150, 200, 250, 300 K, using the Berendsen thermostat and
barostat [204]), the complexes undergo 2.3 ns of MD in the NPT ensemble at 300 K
and 1 atm pressure, using the Nosé-Hoover thermostat [206,237] and the Parrinello-
Rahman barostat [207,205]; the pressure coupling is isotropic in all directions. After
about 2 ns, the average RMSD for single subunits fluctuates around 0.15 nm in both
systems (Fig.5.2a-b). Finally, 19.7 ns MDs are performed in the NVT ensemble, using
the Nosé-Hoover thermostat [206,237].

The following properties are calculated: (i) Root Mean Square Deviations (RMSD)
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are calculated respect to the X-ray structure [238,197]. (ii) B-factors are calculated
after fitting the four subunits to the starting conformation of one monomer [238,197].
(iii) Essential Modes (EM) are obtained diagonalizing the covariance matrix [249,226,
239,225,224, 238,197]: cosine contents are calculated for the first 10 eigenvectors [227,
228,238,197]. (iv) Intersubunit contact surface is evaluated as the difference between
solvent accessible surface areas [220,221,238,197] calculated for isolated subunits and
for the tetramer. (v) The secondary structure elements are identified by the DSSP
program [250]. Properties i-iii are calculated considering only Ca and properties ii-iv
are calculated for the last 20 ns of MD.

To complement the study of the protein dynamic properties, we perform elastic
network analysis by applying a modified version of the Gaussian model, which consider

also the C3 atoms [9)].

5.2 Results and discussion

5.2.1 Holoprotein

During the MD simulation, the RMSD of the ligand bound protein increases up to
nearly 0.2 nm within the first 2 ns; subsequently, the RMSD fluctuates between 0.2
and 0.3 nm (Fig.5.2a), with an overall oscillation in the ~13 ns time-scale. Also the
distances between centers of mass of two complex halves (Fig.5.1b,f), which are perpen-
dicular to the homotetramer rotational symmetry, oscillate with the same period and an
amplitude of about 0.05 nm (Fig.5.2c and Fig.5.1b,f). The protein oscillates between a
configuration similar to that of the X-ray structure and a conformation where two oppo-
site intersubunit interface regions are more distant than the other two. The projection
of the first Essential Mode (EM) on the real space trajectory reproduces this movement
(Fig.5.3 and animation available at http://www.sissa.it/~berrera/HCN2/movies.html).
The corresponding eigenvalue accounts for about 24% of the total fluctuations. No large
intrasubunit rearrangements are observed and the RMSD of single subunit is nearly
0.15 nm (Fig.5.2a). The cosine contents of the first 10 EMs are as small as 0.2, indi-
cating that the simulation is rather converged [227,228]. A Gaussian elastic network

model [9] calculation provides a similar picture: the two slowest normal modes de-
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scribe conformational motions which evolve perpendicularly to the homotetramer axis
(animation at the address above), similarly to what obtained from the EM analysis of
the MD trajectory. The scalar product of the first EM with the first and the second
[-Gaussian normal modes are 0.5 both, and the subspace overlap of the first EM with
the first 10 f-Gaussian normal modes is 0.82, meaning that the first EM is well de-
scribed in the vibrations of the elastic network model. Moreover, the eigenvalues of the
first 10 EMs, which account for about 70% of the total fluctuations, correlate with the
corresponding eigenvalues of the f-Gaussian normal modes (Fig.5.4). In addition, the
secondary structure elements and the protein/ligand contacts observed in the X-ray

structure are fully maintained throughout the MD trajectory.
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Figure 5.2: Ca RMSD plots (a-b) and distances between mass centers of opposite couples of adjacent
subunits (c-d) according to Fig.1b and f, in the holoprotein (a and c) and in the apoprotein (b and
d). RMSD for the tetramer (black) and average RMSD for single chains (gray) are shown. For the
holoprotein, distances and RMSD plots are correlated and display an oscillation that can be fitted by
a sine function with an period of ~13 ns and an amplitude of ~0.03 nm for RMSD and ~0.05 nm for

both centers of mass distances.
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Figure 5.3: Projection on the first Essential Mode (EM) calculated from the holoprotein’s MD
trajectory, as a function of the simulation time.
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Figure 5.4: Eigenvalues of the first 10 EMs calculated from the MD simulation of the holoprotein
(=70% of the total fluctuations) are plotted against the corresponding eigenvalues of the S-Gaussian
normal modes. The correlation coefficient is about 0.98.
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5.2.2 Apoprotein

Also the RMSD of the ligand free protein increases up to nearly 0.2 nm within the
first 2 ns, and subsequently fluctuates between 0.2 and 0.3 nm without the oscillation
identified above (Fig.5.2b). A plot of the distances between the same centers of mass
defined above confirms that the quaternary structure does not oscillate as in the cAMP
bound system (Fig.5.2d). In addition, the motion of each subunit is uncorrelated to
that of the others. The RMSDs of each subunit fluctuate around 0.2 nm toward
the end of the simulation (Fig.5.2b), suggesting that in this case fluctuations within
single chains are more relevant. In fact, the absence of the ligand causes a cascade of
dramatic rearrangements first affecting C- and P-helices, which are elements forming
the binding pocket. These rearrangements have been already observed in CNBDs of
other proteins with the same fold [247,125,236, 122,46, 47] and are here only briefly
summarized (Fig.5.1d). The C helix breaks, increasing the flexibility of its extremities.
This allows for a rotation of the P-helix around its longitudinal axis as observed in other
CNBDs [125,122,47]. The movements of the C- and P-helices are also transferred to
B-, A- and F’-helices, this last within the C-term part of the C-linker. F’-helix moves
closer to C-helix of CNBD and its secondary structure breaks. These rearrangements
are linked to residues bearing higher flexibility, as evidenced by a comparison of the B-
factors in the apoprotein with those of the holoprotein (Fig.5.1e,g). The cosine content
of the largest EM is 0.8 and those of the following 9 are as small as 0.2, probably
suggesting that the system has not reached yet a fully converged state.

Finally, the intersubunit interaction appears to be stronger in the apoprotein than
in the holoprotein, because the intersubunit contact surface is respectively 74 (2) nm?
and 69 (2) nm? [251], compatible with the fact that, in the holoprotein, the subunits

undergo large oscillations one relative to the others.
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5.3 Concluding remarks

Protein fluctuations play a crucial role for a large variety of protein functions [252,
253]. In this work, we have shown that MD simulations provide complementary and
important information not emerging from the X-ray structure of the complex between
the cytoplasmic domains of HCN2 and cAMP. In fact, the motion of the holoprotein
is characterized by quaternary structure oscillation, hinged at the intersubunit contact
surface: two opposite edges of the complex go far and closer with a period of about 13
ns (Fig.5.1f, Fig.5.2c and animation at the address above). Elastic network analysis

supports these conclusions.

A reduction of the intersubunit interactions due to electrostatics has been proposed
to facilitate the opening transition of the C-linker [254,255]. Thus, at the speculative
level, we propose that also the weakening of the van der Waals interactions can play
a role for gating. In fact, our calculations indicate that the cAMP binding induces a
reduction in the contact surfaces between subunits, i.e. it leads to a weakening of the

intersubunit van der Waals interaction.

The MD simulations provide also insights on the cytoplasmic domains in the ligand
free form, for which no structural information is available. CNBD experiences a cascade
of rearrangements of secondary structure elements: the repositioning of P-helix and the
increased flexibility of C-helix lead to a reorientation of B-helix, which in turn affects
A helix and the C-terminal part of C-linker (Fig.5.1d). Very similar cascades of events
have been seen previously in the context of CNBDs with the same fold in different
proteins [47], pointing to a ligand-dependent orientation of C-helix relative to the (-
roll [247,236,46] and to a conformational change in the PBC following ligand release
coupled to a reorientation of the B-helix by hydrophobic residues, which are conserved
in CNBDs from different proteins and corresponds in HCN2 to LEU585 of P helix and
PHEG611 of B-helix [125,122,46]. In fact, in the apoprotein a rotation of the P-helix
turns LEUb585 side chain to push PHE611 side chain.

In conclusion, MD simulations allow us to dissect important aspects of the mech-

anism for cAMP allosteric modulation in the HCN2 channel. We must note that the
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structural features reported here for the cAMP free and bound systems are confined
to the relatively short time-scale allowed by the state-of-the-art simulation techniques.
Nevertheless, our results are in agreement with a variety of experimental data present in

the literature and allow to formulate a molecular level model for the cAMP modulation

of the HCN2 channel.
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Chapter 6

Binding of NGF peptide mimics to
trkA

NGF binds with the highest affinity to the receptor trkA [136, 137, 138|, which me-
diates the survival-promoting and neurite-growth-promoting effects of NGF during
development [139, 140, 141, 142]. The ligand/receptor interface involves two patches:
one comprises residues of NGF core region and loops of the C-term of the fifth extra-
cellular domain of trkA (trkA-d5), the other includes the N-terminal fragment of NGF
(N-term@NGF) and the "ABED’ (-sheet of trkA-d5 [157,28] (Fig.6.1a). The latter is
known to determine the affinity and specificity of the NGF binding to trkA, as indi-
cated by experimental data [158,159,160,161,162,164, 141] and further suggested by
Molecular Dynamics (MD) calculations [165].

Here we attempt at identifying a short peptide as a trkA-d5 high affinity mimic of
the N-term@NGF. Our work is based on the X-ray [28] and the MD [165] structures
of the NGF/trkA-d5 complex (Fig.6.1a). First, we identify NGF residues exhibiting
significant contact surface, and thus non-polar interaction, with the receptor; among
those, we locate the residues forming significant electrostatic interaction and /or binding
energy hot spot as defined in ref. [190,191]. Based on this analysis, we conclude that
residues from 4 to 13 (H/PIFHRGEFS13, according to the pdb IWWW numeration
[28,22]), at the N-term, may have high affinity for trkA-d5.

Subsequently, under the assumption that the mode of binding of the peptide is
similar to that of the original protein, we investigate the conformational flexibility of the

adduct formed by the H{PIFHRGEFS13 peptide with trkA-d5 using MD (Fig.6.1b).
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The stability of the “complementary” complex, i.e. the complex in which the same
peptide is removed from NGF, is also explored by MD (Fig.6.1d). Our calculations
confirm that most residues belonging to the 4-13 peptide are important for trkA-d5
binding, HIS8 and SER13 being the only groups not stabilizing the complex. Thus, we
modify the peptide mimic by deleting SER13 and mutating HIS8 to GLY, which ensures
a larger flexibility of the peptide. MD simulations carried out on the resulting peptide
(H4PIFGRGEF12) suggest that the latter, in spite of its shorter length, forms an
additional salt bridge with the receptor, besides those originally formed by ARG9 and
GLU11. Thus, we identify this peptide as a high affinity mimic of the N-term@NGF.
As a final step, we investigate the binding process by steered MD [211,212,213,217,214,
215,216,218,219], and the aforementioned salt bridges turn to be the most persistent

interactions between the ligand and the receptor.

6.1 Computational details

6.1.1 Features of the N-term@QNGF / trkA-d5 interactions

All the calculations presented here are based on the last snapshot (available at

http://www.sissa.it/~berrera/NGF /NGF-trkAd5-t0.pdb) of our MD simulation of the

NGF/trkA-d5 complex [165]. Calculations based on the X-ray structure [28] yield very

similar results (Tab.6.2).

of chain Y of trkA-d5 to NGF homodimer in complex with the other receptor chain X:
trkA—d5(Y) + NGF - trkA—d5(X) — trkA—d5(Y)-NGF - trkA—d5(X)

(i) We calculate the difference of the solvent accessible surfaces of NGF in the
presence and in the absence of trkA-d5(Y), which is here called Contact Surface (CS).
CS provides a rough estimate of the non-polar contribution to the binding free energy
[223]. We use the center-probe area definition [220] and set the solvent probe radius to
0.14 nm [221,222]. The residues providing the largest CS in the NGF N-term region
turn out to be located between HIS4 and SER13 (sequence H4PIFHRGEFS13).

(ii) The Poisson-Boltzmann Equation (PBE) [189] is applied to calculate the elec-

trostatic contribution to the free energy of binding AGE [256]:
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Figure 6.1: (a) Ca trace of the NGF /trkA-d5 complex as obtained by the MD simulation of ref. [165].
Each of the two NGF identical subunits (black) binds to a trkA-d5 subunit (gray). The trace is
thicker for the residues involved in NGF/trkA-d5 molecular recognition. The trkA-d5/N-term@NGF
regions are further marked with two ellipses. (b) Ca trace of the complex formed by trkA-d5 and
H/PIFHRGEFS13 (c1). A second peptide in ¢2 differs from that in c1 for the replacement of HIS8
with GLY and the removal of SER13. Both cl and ¢2 are investigated here by MD simulations. (c)
TrkA-d5/peptide interactions in ¢1 and ¢2. The van der Waals and H-bond interactions are depicted
as continuous and dashed lines respectively. HIS4 is accommodated in a receptor’s pocket lined by
HIS291, PRO302 and HIS343; at the bottom, HIS4 hydrogen bonds with PHE303 and GLY344. PRO5
side chain interacts with HIS343 and LEU333. ILEG6 is positioned in another receptor’s pocket lined
by VAL294, MET296 and LEU333; at the bottom, ILE6 side chain forms van der Waals interactions
with the receptor surface exposed disulfide region between CYS345 and CYS300. PHE7 interacts with
VAL294, ARGY9 with GLU334, GLY10 with MET296, GLU11 with ARG347, PHE12 with MET296,
SER13 with MET?296. HIS8 does not interact with trkA-d5. GLU339, which is boxed, interacts with
ARGS9 only in ¢2. (d) Ca trace of the trkA-d5/NGF complex without S2SHPIFHRGEFS13 residues
(e3). Also this complex undergoes MD simulation. The initial structure (thick trace) is compared
with the last ¢3 MD snapshot (thin trace) [235].
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AGE = Gg«kA—d5(Y)-NGF.trkA—d5(X) - GﬁGF-trkA—dE)(X) - th;kA—ds(Y)

Each molecule is assumed to adopt the same conformation in the complex and in
the isolated form. Then, the change of AG% upon mutation of each residue R (except
GLY) to ALA is calculated from the formula:

AAGE = AGE(R — ALA) — AGE(WT)

The structures of the mutated protein are obtained by deleting all the side chain
atoms of residue R except the C(, which is saturated. Then, the structures undergo
an energy minimization, using the standard pairwise generalized Born/surface area
model of solvation [208,209] as implemented in the AMBERT program [257]. We use
the AMBER99 force field [192,193], assuming 100 mM monovalent ionic concentration,
protein dielectric constant €;, = 2 and solvent dielectric constant €., = 78.5.

AGE is calculated using the APBS program [232] under the following conditions:
(i) the nonlinear PBE is solved; (ii) the temperature is set to 300 K; (iii) a 100 mM
monovalent ion concentration is assumed; (iv) the Connolly molecular surface definition
[258] is used; (v) a 2 runs focusing procedure is applied. First, we run the APBS
program with boundary conditions defined using a Debye-Hiickel model for multiple
charged spheres, along with a grid spacing of 0.067 nm. Then, we run the program with
boundary conditions derived from the first run, with grid spacing as small as 0.047 nm.
Test calculation with a finer grid spacing, i.e. 0.045 nm, shows that the calculated free
energies differ by «0.2 kJ/mol (~0.1 kT).

(iii) We calculate which NGF residues at the NGF /trkA-d5(Y) interface contribute
significantly to the complex stability using Baker’s computational alanine scanning pro-
cedure [190,191]. The predictor locates the residues at the interface which significantly
destabilize the complex when mutated to alanine, estimating both the van der Waals
and the electrostatic contributions to the free energy of binding. Binding energy hot
spots are defined as residues whose AAG?Y > 2kT. The prediction is performed on
the entire NGF/trkA-d5 and on the N-term@NGF mimic/trkA-d5 complexes.

6.1.2 Molecular dynamics

We perform MD simulations on: (i) the complex formed by trkA-d5 and the N-
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term@QNGF derived peptide H{PIFHRGEFS13 (cl, Fig.6.1b). HIS4 and SERI13 are
terminated by acetyl and N-methyl groups respectively. (ii) the trkA-d5/NGF complex
without such peptide, along with SER2 and SER3 (c3, Fig.6.1d). (iii) The complex
formed by trkA-d5 and the peptide of sequence H4{PIFGRGEF12 (c2). c1, c2 and ¢3

are solvated in rectangular water boxes (Tab.6.1).

The same computational protocol is used for c1, ¢2 and ¢3. We use the AMBER99
force field [192,193] and TIP3P [194] for the biomolecules and water, respectively.
Calculations are performed using the GROMACS program [197]. Periodic boundary
conditions are applied. Particle mesh Ewald is used to evaluate long range electrostatics
[202,203,201]. A cutoff of 1 nm is used for the real part of the electrostatics and for
the van der Waals interactions. Constraints are applied to the bonds using the LINCS
algorithm [199]. The integration time step is set to 1.5 fs.

Equilibration runs are carried out using the Berendsen thermostat and barostat
[204]. The solvent undergoes ~50 ps of MD simulations keeping fixed the protein
atoms, in order to achieve the correct solvent density. Subsequently, the systems are
energy minimized and then gradually heated by 8 MD runs with increasing temperature
(22.5 ps each, from 0 to 10, 30, 70, 100, 150, 200, 250, 300 K). 5.7 ns MD simulations in
the NPT ensemble (T=300 K and P=1 atm) are then performed using the Nosé-Hoover
thermostat [206,237] and the Parrinello-Rahman procedure [207,205]; the pressure

coupling is isotropic in all directions.

Root Mean Square Deviations (RMSD) are calculated for Car atoms using the X-
ray structure [28] as the reference conformation. RMSD plots for c1 and c2 fluctuate
around 0.15 nm within the first 0.6 ns, which are discarded; on the contrary, the same
plot calculated for ¢3 displays increasing RMSD (Fig.6.2). The maximal distance al-
lowed for the existence of an H-bond between hydrogen and acceptor atom is 0.25 nm,
while the maximal supplement of the donor-hydrogen-acceptor angle is 60°, 0° corre-
sponding to the extended conformation. Two oppositely charged residues are assumed
to form a salt bridge interaction when at least one H-bond can be detected between

their side chains.
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6.1.3 Steered molecular dynamics

3 ns of Steered Molecular Dynamics (SMD) [211,212,213,214, 215, 216,217,218, 219]
are carried out in the NPT ensemble with the same setup, based on the c2 MD last
snapshot, except that the peptide is harmonically restrained (force constant is 1,000
kJ/(mol-nm?) [211,217,215,219]). The restraint is initially applied at the peptide mass
center and moves away from the receptor mass center with a velocity of 0.5 nm/ns. An
additional 4 ns long SMD simulation is performed with the same setup but 0.25 nm/ns
restraint point velocity. Then, 5.4 ns of MD in the NPT ensemble, with the same setup
as above, are performed. Finally, the unbound peptide is immersed in a smaller water

box (up in Tab.6.1) and 25 ns of MD simulation in the NPT ensemble are performed.

Complex | amino N-methyl Acetyl water Sodium | Box edges (nm)
name acids groups  groups molecules ions X y z
cl 111 2 2 9689 4 76 72 58
c2 110 2 2 9538 4 73 72 6.3
c3 407 4 4 24165 2 12.8 9.5 6.7
up 9 1 1 2987 0 5.1 4.3 4.2

Table 6.1: Selected features of the three complexes (c1, c2 and ¢3, see also Fig.1b,d) and of the

unbound peptide (up) systems investigated in this work.

6.2 Results and discussion

A calculation of the Contact Surface (CS) [220] between trkA-d5 and NGF suggests
that the NGF residues from HIS4 to SER13 form significant contacts with the receptor
(CS > 0.20 nm?), except HIS8 and GLY10. In particular, HIS4 and ILE6 form the
most extensive contacts with the receptor, being accommodated in specific pockets
(Fig.6.1c and Tab.6.2). Based on a solvent accessible surfaces calculation, CS-based
methods provide a rough estimate of the non-polar interaction [223] and thus of the
residues which are responsible for the most relevant hydrophobic contributions to the

overall free energy of binding. Only a few other NGF residues have such significant

CS: SER19, TRP21, TYR52, PHE54, ARG59, ILE145, LYS146, GLY147, THR197,
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HIS198, ARG217 and VAL225. This indicates again the relevance of the N-term@QNGF
for ligand /receptor interaction [158,159,160,161,162,164,141,165].

To dissect the most important electrostatic interactions between N-term@NGF and
trkA-d5, we perform electrostatic alanine scanning calculations [256]. We calculate the
electrostatic free energy of receptor binding to the ligand in which the residue R is
mutated to ALA and then we subtract the corresponding free energy calculated for
the native peptide. The larger is the resulting AAGE, the greater is the electrostatic
contribution of residue R side chain to the binding free energy. Here we distinguish H-
bonds from salt bridges, which are characterized by a larger desolvation penalty upon
formation and by a much stronger electrostatic attraction, involving two oppositely
charged groups [259]. HIS4, ARG9 and GLU11 turn out to provide the most negative
electrostatic free energies, presumably because of H-bond and salt bridge interactions
with the receptor (namely, with residues PHE303 and GLY344, GLU334, ARG347,
Fig.6.1c and Tab.6.2). A similar picture is obtained by applying the Baker et al.
binding energy hot spot predictor [190,191]: within the N-term region, HIS4, ILEG,
ARG9, GLU11 and PHE12 significantly contribute to the complex stability (AAGY >
2kT, Tab.6.2).

We conclude that NGF residues from HIS4 to SER13 have good affinity for trkA-d5,
with the exception of HIS8. Thus, we may expect that the peptide which has the same
sequence (H4PIFHRGEFS13) might have good affinity for the receptor. To investigate
the stability of this peptide with trkA-d5 (c1, Figlb), we perform an MD simulation
along with a complementary system, which comprises both receptors trkA-d5 and the
whole NGF without the N-terms (c3, Fig.6.1d). As for the peptide, we assume that
its mode of binding is similar to that of full length NGF.

The results of the simulation of cl are summarized in Fig.6.2 and in Tab.6.3.
The RMSD fluctuates around a relatively small value (0.15 nm, Fig.6.2) and the pep-
tide/receptor contacts are maintained as in the full complex, with the notable exception
of SER13: this residue is much more solvated here than in the full complex (Tab.6.2

and 6.3) and it is not interacting with trkA-d5 as in the full complex. Our calculations



74 Binding of NGF peptide mimics to trkA

NGF CS (nm?) AAG% (kT) AAG%,S (kT)
residues IWWW | . c. cl c2 f.c.| IWWW | {. c. cl c2
HIS4 1.03 | 1.06 | 1.00 | 1.19 2.99 5.40 | 4.60 | 5.18 | 3.44
PRO5 0.47 | 0.51 | 0.57 | 0.36 1.47 / / / /
ILE6 0.79 | 0.83 | 0.95 | 0.72 -0.55 2.10 | 2.06 | 2.95 | 2.47
PHET7 0.39 | 0.49 | 0.54 | 0.25 -0.84 1.27 /| 1.44 | 1.39
HIS8(GLY) 0 0 0 0 0 /| 0.49 / /
ARG9 0.44 | 0.57 | 0.53 | 1.06 2.52 0.29 | 2.11 | 2.06 | 2.99
GLY10 0.02 | 0.08 | 0.04 | 0.07 / / / / /
GLU11 0.65 | 0.68 | 0.90 | 0.83 6.33 0.69 | 2.50 | 1.83 | 2.82
PHE12 0.30 | 0.29 | 0.45 | 0.38 -0.22 0.70 | 4.18 | 0.70 | 1.93
SER13 0.34 | 0.39 | 0.10 # -2.13 0.35 | 0.35 | -0.22 #

Table 6.2: TrkA-d5/N-term@NGF interactions. Contact Surface (CS) [220], electrostatic alanine
scanning calculations (AAGE) [256] and binding energy hot spot predictions (AAG") [190,191] are
reported for NGF residues from HIS4 to SER13. The NGF/trkA-d5 full complex (f. c.) is the last
MD snapshot of the previously performed simulation [165] and the c¢1 and ¢2 conformations are those
after 5.7 ns of MD.

further confirm that HIS8 does not form interactions with the receptor. This suggests
that HIS8 can be substituted by a simpler residue like GLY or ALA. Since GLY allows
for a higher flexibility of the peptide, which in turn might assist trkA-d5 binding, we
substitute here HIS8 with GLY.

Based on these findings, we probe the stability of the peptide in which HISS8 is mu-
tated to GLY and SER13 is absent (H{PIFGRGEF12, c2). This peptide is expected
to interact with the receptor as strongly as H4{PIFHRGFEFS13, being one amino acid
shorter. The peptide interacts with trkA-d5 as in cl1, except ARGIQNGEF": the salt
bridge formed by this residue with GLU334@QtrkA is almost always broken and the
H-bond formed with the backbone of GLU334@QtrkA is strengthened. Moreover, a new
salt bridge, not present in cl, is observed between ARGIQNGF and GLU339QtrkA
but only in 40% of the trajectory (Fig.6.1c and Tab.6.3): this interaction is therefore
weaker than the salt bridge between ARGIQNGF and GLU334@trkA in cl (84%).
However, it is compensated by the formation of an H-bond between ARGY9QNGF and
GLU334@trkA backbone (Tab.6.3). Both terminal residues are forming significant in-
teraction with the receptor, unlike in c¢1. The complex is stable, with the RMSD
fluctuating around 0.15 nm (Fig.6.2). The Baker’s binding energy hot spots predic-
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tor [190,191], applied to the last ¢2 snapshot, suggests that all of the peptide residues,
except PRO5, GLY8 and GLY10, are significantly contributing to the complex sta-
bility (Tab.6.2). We conclude that the larger conformational flexibility of the peptide
caused by the HIS8 to GLY mutation might assist the formation of a new salt bridge

interaction.

NGF trkA-d5 | el | c2
H-bonds (%)

HIS 4 N, PHE 303 O 87 99

HIS4 N, GLY 344 O 22 3

ARG 9sc GLU 334 O 4 72

Salt bridges (%)

ARG 9sc  GLU 334 sc 84 1

ARG 9sc  GLU 339 sc 0 40

GLU 11 sc ARG 347 sc 100 100

hydrophobic contacts (nm)

HIS4 PHE303 | 0.29 (0.02) | 0.28 (0.01)
HIS4 GLY344 | 0.33 (0.04) | 0.35 (0.03)
HIS4 HIS291 | 0.48 (0.13) | 0.38 (0.04)
HIS4 PRO302 | 0.36 (0.02) | 0.36 (0.02)
HIS4 HIS343 | 0.37 (0.03) | 0.38 (0.03)
PRO5 HIS343 | 0.36 (0.02) | 0.36 (0.02)
PRO5 LEU333 | 0.40 (0.03) | 0.40 (0.04)
TLEG LEU333 | 0.40 (0.05) | 0.38 (0.03)
ILE6 CYS345 | 0.38 (0.03) | 0.38 (0.03)
ILE6 CYS300 | 0.41 (0.04) | 0.44 (0.04)
ILEG MET296 | 0.35 (0.03) | 0.41 (0.05)
ILEG VAL294 | 0.40 (0.04) | 0.47 (0.05)
PHE? VAL294 | 0.43 (0.08) | 0.41 (0.05)
ARG GLU334 | 0.29 (0.05) | 0.33 (0.10)
ARG GLU339 | 1.14 (0.21) | 0.45 (0.21)
GLY10  MET296 | 0.44 (0.06) | 0.63 (0.10)
GLULL  ARG347 | 0.27 (0.01) | 0.27 (0.01)
PHE12 MET296 0.34 (0.02) | 0.37 (0.04)
SER13 MET296 0.42 (0.09) #

Table 6.3: Ligand-receptor interactions in ¢l and ¢2 (sc = side chain). H-bonds, salt bridges and
minimum distances between non-hydrogen atoms of couples of interacting residues, as described in
Fig.1c.

Very different results are obtained for the complex between trkA-d5 and the NGF

lacking the N-term segments (c3 in Fig.6.1d). In this case, although we start from the
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bound conformation of the full complex, the receptor slowly detaches from the N-terms
deleted neurotrophin, as evinced from the RMSD that grows during the simulation and
the CS between NGF homodimer and the receptors that decreases, indicating an in-
crease of the solvation of the different subunits during the dynamics (Fig.6.1d and
Fig.6.2). The calculation is stopped after 5.7 ns of MD, as the previously described
simulations. Although the results strongly suggest a dissociation of the complex, ob-
serving such an event requires a time-scale which is currently not covered by MD
simulations.

We conclude that the interactions of the peptide in ¢2 with the receptor appear to

be far stronger than those formed by the rest of the neurotrophin.

6.2.1 Steered molecular dynamics

SMD is based on the final MD snapshot of ¢2 (Fig.6.3b). Although the investigation
of the entire molecular recognition process is beyond the domain of applicability of
molecular simulation methods, useful qualitative insights on the ligand /receptor bind-
ing process can be obtained by steering the ligand away from the receptor and observing
the applied force profile [211,212,213,214,217,215,216,218,219].

Here we apply such an approach to the case of ¢2, by monitoring the external
force and the distance between the mass centers of ligand and receptor as a func-
tion of the simulated time (Fig.6.3a). Until 0.8 ns the distance is almost constant,
no ligand/receptor interactions are broken and the force grows linearly as fast as
1.12 pN/ps. Then, at about 1 ns, the force is large enough to break almost simulta-
neously all intermolecular interactions except the salt bridges formed by ARG9QNGF
and GLU11@QNGF. The breaking of all these interactions determines a sharp decrease
of the force, an increase of the receptor/peptide mass centers distance and of the sol-
vation of the NGF residues (Fig.6.3a). The force is now much smaller and does not
change on the disruption, at about 1.45 ns, of the salt bridge formed by ARG9, which
is observed in c1 and in c2 to be the least stable among the two peptide/receptor salt
bridges (Tab.6.3). In contrast, it decreases suddenly on the rupture of the last inter-
action, the salt bridge formed by GLU11, at about 2.15 ns (Fig.6.3a). The hydration
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Figure 6.2: RMSDs (black line) and CS between ligand and the receptor (gray line) calculated
for the three complexes investigated here by MD. The insert shows the RMSDs of NGF and trkA-d5

chains X and Y in €3 (continuous black line, dashed black line and continuous gray lines, respectively).
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Figure 6.3: SMD of ¢2 moving the restraint point with a velocity of 0.5 nm/ns. (a) Distance
between the mass centers of trkA-d5 and of the aceHPIFGRGEFnus peptide (solid line) and force
on the peptide (dashed line) plotted as a function of the simulation time. The peptide/receptor
interactions are broken after 1.1 ns of SMD, except the salt bridges formed by the peptide residues
ARGY9 and GLU11, which break down at about 1.45 ns and 2.15 ns of SMD respectively. The insert
shows the number of water oxygens within 0.45 nm of non-hydrogen atoms of the peptide residues, as
a function of the simulation time. (b-c) Structure of c2 at the beginning (b) and at the end (c) of the
simulation: the Ca trace of the receptor is represented (green at 5.7 ns of MD, red after 3 ns of SMD
and further 5.4 ns of MD), along with the sticks representation of the peptide, colored by atom type.
(d) Separated fit of the peptide and of the receptor structures in the initial (green) and the final (red)

conformations [235].
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of the ligand increases at each of these disruptive events (insert in Fig.6.3a).
To check the reliability of our results, a second SMD simulation is performed by
applying an external force that increases slower: a qualitatively similar unbinding

process is observed (Fig.6.4).
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Figure 6.4: SMD of c2. The restraint point is moved at a velocity of 0.25 nm/ns, which is half
the velocity of the steered MD in Fig.3. (a) Distance between the mass centers of trkA-d5 and of
the peptide (solid line) and force on the peptide (dashed line) plotted as a function of the simulation
time. The force increases with a rate of ~0.61 pN/ps within the first 1.2 ns. All peptide/receptor
interactions are broken after 1.5 ns of SMD except those formed by the peptide residues ARG9 and
GLU11, which break down at about 1.75 ns and 3.3 ns of SMD respectively. The insert shows the

number of water oxygens within 0.45 nm of non-hydrogen atoms of the peptide residues, as a function
of the simulation time.

After a total of 3 ns of SMD, the peptide is unbound from the receptor and further
5.4 ns of MD are performed, without applying external force to the peptide (Fig.6.3c).
The mean RMSD calculated for the receptor is 0.14 (0.02) nm and the conformation
of the unbound trkA-d5 is very similar to that of the receptor bound to NGF [260];
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the mean RMSD for the peptide is 0.30 (0.05) nm (Fig.6.3d).

By performing 25 ns of MD simulation of the peptide, we observe that the peptide
is folding into itself progressively: the RMSD is 0.26 nm at 0 ns and 0.20 nm at 25 ns.
ARG9 and GLU11 do not form an intra-peptide salt bridge neither here nor in the
previous complexes; two intra-peptide H-bonds, between ILE6 N and HIS4 NJ and
between PHE7 N and HIS4 O are maintained during the dynamics. The side chains
are oriented as in the bound peptide, with the exception of GLU11 side chain, that
interacts with the backbone of the peptide C-term part.

6.3 Concluding remarks

Our simulations suggest that the aceHPIFGRGEFnue peptide may provide high affinity
to the trkA-d5 receptor, as all the residues form interactions with the receptor except
the GLY8 and GLY10 residues; however, the latter provides conformational flexibility
which allows the peptide to form an additional interaction with the receptor.

SMD calculations suggest that the strengths of the contacts between the peptide
and its target are similar, with the exception of the salt bridges formed by ARG9
and GLU11 with trkA-d5 (Fig.6.1c). These interactions are the most persistent in the
SMD, possibly because of the large flexibility and length of the side chains involved,
which can rearrange so as to maintain the electrostatic interactions despite the increase
of the peptide/receptor distance, with respect to all the other residues at the interface.

The challenge is now to perform in vitro and in vivo experiments which may quan-

tify the actual efficacy of this peptide as an agonist or competitive antagonist [261,175].

6.4 Reference

The work reported in the present chapter has been published in the following article:
Marco Berrera, Antonino Cattaneo and Paolo Carloni. ”Molecular simulation of the
binding of nerve growth factor peptide mimics to the receptor tyrosine kinase A” Bio-

physical Journal (2006) 91:2063-2071.



Chapter 7

Conclusions

The calculations presented in this thesis have provided some examples of the use of
molecular simulation as a tool for structural biology and ligand design, complementary

to experimental techniques, such as X-ray crystallography and NMR.

First, we have used MD simulations to investigate the structural features of the
bacterial transcription activator protein CAP in aqueous solution. Our cal-
culations suggest that crystal packing contacts modify the conformation of CAP so
that the DNA Binding Domains (DBD) are differently arranged. On the contrary, the
homodimer in solution assumes a symmetric arrangement in which both DBDs are
separated from the respective Cyclic Nucleotide Binding Domain (CNBD) by a cleft.
We speculate that CAP in this open conformation is the ligand-activated form of the
protein, which is important to mediate the first step in the interaction with the target
DNA, and that the rearrangement to the closed conformation, which is observed in the
DNA-bound X-ray structures, is favoured by the larger electrostatic complementarity

with DNA of the protein in this state.

Subsequently, we have investigated the dynamic features of the intracellular part
of the HCN2 channel. The motion of the cAMP-bound intracellular part of the
HCN2 channel, which is responsible for the channel modulation upon binding of the
ligand cAMP, is characterized by a «~10 ns quaternary structure oscillation hinged at
the intersubunit contact surface. Elastic network analysis supports these conclusions.
This large-scale oscillation is here proposed to play an important role for the protein

function, being coupled to a motion of the C-linker which, in turn, modulates the
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gating of the channel. The MD simulations provide also insights on the cytoplasmic
domains in the ligand free form, for which no structural information is available. CNBD
experiences a cascade of rearrangements of secondary structure elements, starting from
the binding pocket, as similarly described for the CNBDs of other different proteins.
Thus, MD simulations allow us to dissect aspects of the mechanism for cAMP allosteric
modulation in the HCN2 channel.

The last part of this thesis deals with the structure-based design of a NGF pep-
tide mimic with high affinity for its target receptor trkA. The simulations
suggest that the aceHPIFGRGEFvus peptide may specifically bind with high affinity
to trkA, as most residues form stabilizing interactions with the target. Steered MD
calculations suggest that the strengths of the contacts between the peptide and trkA
are similar, with the exception of two salt bridges formed by the arginine and the
glutamate residues with the receptor. These interactions turned out to be the most
persistent, possibly because of the large flexibility and length of the side chains in-
volved, which can rearrange so as to maintain the electrostatic interactions despite
the increase of the peptide/receptor distance. Experiments will be performed in the
laboratory of Prof. Cattaneo to measure the actual efficacy of this peptide as a trkA
binder.

In conclusion, computational techniques have been applied to the study of a variety
of biological systems, providing insights into their structural, dynamic and energetic
features. The theoretical analysis gives information about conformational changes,
fluctuations and ligand binding affinities, complementary to the strctural information

obtained by X-ray crystallography.
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