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Abstract

In this thesis, the embodied cognition proposalk thetion words are directly and
automatically mapped into the perceiver’'s sensaimmagystem, and understood via
motor simulation, has been put under the lenseseafopsychology, psychophysics,
transcranial magnetic stimulation (TMS), and fuoicél magnetic resonance imaging
(fMRI) investigation. The objective was to establiwhether the tie between language
understanding and motor simulation is necessaryhrformer to be effective, to the
extent that a virtual identity can be recognizetiieen action and language systems.

In Chapter 1, the ability of left-damaged patiettperform actions and comprehend
their names, was assessed under those stimulusasirdonditions (i.e., equally early-
acquired verbal and motor tasks involving percdptuand conceptually identical
stimuli) that are held to increase maximally theyrée of overlap between the two
systems. Even so, | found double dissociations éetwaction and action-language
performances, and no relationship between defigi@ction-word comprehension and
lesions in motor and premotor regions. These figslirclearly show that motor
substrates (and processes) are not essentialtion-&eord understanding.

Building on this finding, | proposed that motor silation in language reflects one
imagery-based interface mediating strategicallg.,(iwhen needed) the information
transfer from one system (action) to an independeat(language). To corroborate this
interpretation, | had to demonstrate that, firsgton activity does not always occur in
action-language processing and, second, thattigigered by the same conditions that

elicit motor imagery. Indeed, imagery recruits nmopyocesses and substrates only



when people mentally represent, or stimuli evolailly movements in an egocentric
(embodied), first-person perspective.

Using TMS, | found that motor simulation, as refégtin primary motor (M1) activity,
steps in language processing only when the taskireztjthe explicit retrieval of action
knowledge (versus other aspects) associated witbrd (Chapter 3). Importantly, M1
activity enhanced only after 400 ms, a time intebeyond that for lexical-semantic
encoding, and within that for imagery. A second TM&dy (Chapter 4) shows that M1
activity increased selectively for actions attrdmlit to the self versus a third
subject/agent. Not only can the motor system djsish the self from another, but it
can also disentangle humans from non-human mdtiochapter 5, | provided evidence
that action-language affects a subsequent motaavil@hwhen the sentential context
describes human action versus mechanical motioaesd findings resticted from all to
certain the conditions that make the cross-talkvbeh language and motor system
possible, compatibly with the circumstances thaiteh motor strategy of imagery. An
fMRI study (Chapter 6) provides decisive demongimathat simulation in language is
so truly a strategy that it can be prevented byeodrdependent factors, even for tasks
and stimuli with salient sensorimotor componentsd a&an be readily learnt and
imposed top-down to the processing of (nonactiom)ds that do not normally elicit it.
Motor simulation, in action-word understandingdefined by the reliance on top-down
higher-level factors, such as the individuals’ mtiten to sensorimotor aspects of
stimuli, the representation of self as distincthirothers, the sentential and the cognitive
(neural) context. That is, the engagement of theslatity of processing in language
requires a cognitive mediation that is not predidy the direct matching between a

perceived word and the corresponding motor reptaen. This research whishes to
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contribute to our understanding of how informatilmws from basic (motor) to specific
(linguistic) domains, within the flexible, creativdistributed architecture, which is the

human brain.
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“No, Ernest, don't talk about action.
It is a blind thing dependent on external influenseand moved by an impulse of whose
nature it is unconscious. It is a thing incomplete its essence, because limited by
accident, and ignorant of its direction, being alws at variance with its aim. Its basis is

the lack of imagination. It is the last resource tiose who know not how to dream.”

Oscar Wilde - The critic as artist - 1891

12



Chapter 1. Introduction

What is the nature of conceptual representationg?tidey symbolic or innate? What is

the role of physical experience in human knowledthe world? These questions have
structured the history of ideas for thousands @frgeopposing Plato to Aristotle, the

rationalism of Descartes to the empiricism of Loekel Hume, the nativism of Chomsky

to the constructivism of Piaget. Recently, cogeitiscience and neuroscience have
addressed this issue by trying to establish howedge is acquired and represented in
the human brain. In the latest version of this tesbanembodied approach to human

cognition has been opposed tdisembodied one.
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1.1. Embodied cognition

Although with no unique definition (see ChrisleyZ&emke, 2002; Wilson, 2002),
the idea of “embodiment”, since the mid-1980s, b@sn developed in cognitive science
and artificial intelligence (Al), promoting the wiethat physical experience with the
world is acondition sine qua non for any form of intelligence or knowledge (Pfeii&r
Scheier, 1999). According to this view, meaningfohcepts arise from the history of
humans’ bodily interaction with the environment dnoim humans’ innate capacity to
project from sensorimotor and social experienceawceptual structures (Lakoff, 1987;
Lakoff & Johnson, 1980; 1999). A typical examplendzse found in the abstract concept
of “grasping the idea” that may be grounded in buglily experience of grasping a
physical object with one’s own hand. This view ¢&& novel, but stems from a tradition of
Motor Theories of Cognition in psychology, whichtek back at least to the eighteenth
century (Berkeley, 1709; Liberman et al., 1967; Wasn, 1914; Watson, 1913; see
Scheerer, 1984, for an overview). The first dethaeticulation of the new generation of
embodied theories was by Allport (1985), who praubshat conceptual knowledge is
organized according to sensory and motor modaliteesd that the information
represented within different modalities was formgpécific. In other words, the same
neural processes that are involved in coding the@y attributes of an object presented
to senses, also constitute the basis for the comalepepresentation of objects in
(semantic) memory. Accordingly, the comprehensimtess isnodal, as it corresponds
to there-enactment (Prinz, 1997) of previous experience Gatsal with a perceived
stimulus, including its sensory and motor aspeatsl introspective and affective states

that typically accompanied interaction with thatign(Barsalou, 1999; 2009; Damasio et
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al., 2004; Gallese & Lakoff, 2005; Prinz 2002; Zwa2004). The specific stance of
embodied accounts of language is that all waldgays and necessarily activate the
internal simulation of the perceptual or motor experience implied byrdg, because
conceptual representations are directly mapped thetmeural substrates for action and
perception, without any cognitive mediation (Riztl& Craighero, 2004). Importantly,
this view predicts that perception and action anecfionally linked in the brain, and
share mechanisms in a frontoparietal sensorimgtstes) (Braitenberg & Schiiz, 1998;
Fadiga et al., 2000; Rizzolatti & Craighero, 200%his system, and particularly its

frontal motor aspect, would the basis and the @eattion understanding.

1.2. Disembodied cognition

The disembodied approach corresponds toctassic view of cognitive science
thst concepts are stored in the form of abstraotjatity-independent representations or
symbols, within dedicated cerebral structures, terfrom the mechanisms of perception
and action (Fodor, 1983; Shallice, 1988). Symbetsiave much of their meaning by
their association with other symbols, and process$ireir meaning ismodal, in that it
does not engage, in the first place, modality-dgesystems involved in the perception
of, or interaction with the physical referent (Fodd975; Kintsch, 1998; Landauer &
Dumais, 1997; Pylyshyn, 1984).

The symbolic nature of conceptual representatibiesyever, does not exclude
that sensorimotor experience can play a role inceptual organization. In various
“disembodied” theorizations, in fact, symbolic repentations of objects are largely

shaped and organized by sensory and motor experiéie instance, on one account,
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conceptual organization is held to be constraingdhle modality in which individuals
interact with objects (i.e., sensory/perceptuamotor/functional), resulting in modality-
specific subsystems that parallel the sensory aatbmmodalities of input and output
(the Sensory/Functional Theory; Warrington & Mc®@grt1983; 1987; Warrington &
Shallice, 1984). On another account, conceptuaarorgtion is suggested to reflect
object domains (e.g., living animate, living ina@it®, conspecifics and tools) that result
from the evolutionarily relevant history of intetemn with the environment (Caramazza
& Shelton 1998; Carey, 2009; Carey & Spelke, 1984)hird class of theories is based
on the Correlated Structure Principle, whereby sgimamemory is organized as to
represent statistical regularities, namely, thecodrrence of different types of features
or properties in the world, which determines defercategories of objects (Caramazza et
al., 1990; Devlin et al., 1998; McClelland & Roge2603; Tyler & Moss, 2001; refer to
Mahon & Caramazza, 2009, for a more extensive vewetheories of concepts). The
specific stance of disembodied accounts is thatcetoual content, while tied in
important ways to sensory and motor systems, isenatstract than the token-based
information contained within the sensory and m@torsensorimotor) systems.

Thus, the crucial difference between embodied asehtbodied theories concerns
the nature of conceptual representations in thizbm@odal orembodied in sensorimotor
experience on one hand, symbolic and amodal oattier hand.

Traditionally, the literature on the debate abobether language comprehension
is fundamentally symbolic or embodied has largeaiifofved the distinction between
psycholinguistic and computational linguistic apmlbes. Psychophysics has provided

instruments for investigating the embodiment ofjlaege by showing the effects of word
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contents on motor behavior, or the effects of motoperceptual processes on language
processing (e.g., Boroditsky, 2000; Glenberg & Kadc 2002; Zwaan et al., 2002;
Zwaan & Taylor, 2006). On the other hand, the mjaf symbolism publications are
computational, showing how data are related toumfimguistic findings (Burgess, 1998;
Howard & Kahanna, 2002; Kintsch, 1998; LandaueQ20.andauer & Dumais, 1997;
Steyvers et al., 2004). This debate and the relatepirical investigation have recently
received new impetus by the discovery of neuralegpidnings that may subserve the
embodiment, and by the availability of a range ethniques (e.g., functional and
structural neuroimaging and transcranial magnéiewation) that allow exploring more

or less deeply these neural mechanisms.

1.3. Languagein the body: a perfect story

To the earlier theorizations of motor involvementdognition (i.e., the motor
theories of cognition; see Scheerer, 1984), thewed framework of embodied cognition
has added the description of a mechanism, rtiieor matching, and its neural
underpinnings, themirror neurons, which have the potential to explain how
comprehension meets action. According to the mimatching, action understanding
results from the automatic mapping of a perceivetiba onto the perceiver’'s motor
system (“self-other shared representation”), wiareternal simulation of that action is
carried out (Rizzolatti et al., 2001). This processy be accomplished by a population of
neurons in the sensorimotor circuitry that disptlag characteristic to respond both when

individuals observe another’'s action and when tipeyform the same action on
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themselves. Thus, motor areas may be endowed witheehanism that matches a
perceived action on the perceiver’s internal repméstion of that action.

Studies on monkey brain have described neuronkearpbsterior motor area F5
with suchmirror properties between action and vision (di Pellegenhal., 1992; Gallese
et al., 1996) or between action and audition (hearing the sound associated with an
action; Kohler et al., 2002), suggesting that tlanes mechanism applies to action
processing, regardless of the modality thoroughclvitiie action is perceived or inferred.
In humans, left-lateralized motor activity has bdeand not only when an action is
observed (Fadiga et al., 1995), but also when avimplying an action is presented
(Hauk et al., 2004), to the extent that the mimatching has been generalized to action-
language comprehension (see Pulvermiiller & Fadi@a0, for a recent overview) On
this view, the lexical-semantic processing of atioacword, just like the processing of
any action-stimulus, may depend upon the eadyomatic and necessary activation of
the agent-neutral (i.e., the same for self and righactions) motor representation
involved in the execution of the same physical aet,motor simulation (Barsalou, 2009;
Gallese & Lakoff, 2005; Rizzolatti et al., 2001;zRolatti & Craighero, 2004; see
Pulvermuller, 1999, for different but compatibleoposal). Notice that this theorization
rests upon the assumptions that word represensataye modality-specific, while

sensorimotor system for word processingnlality-neutral, in that it treats any action-

! Here, we focus on the extent to which the mototesyss involved in semantic representations of word
and in word understanding, although the debateesiother levels of language processing too, imetud
phonemic (Liberman, 1967; Wilson et al., 2004)hographic (Galantucci, 2005) and syntactic proogssi
(Glenberg & Kaschack, 2004; Fogassi & Ferrari, 2088 well as conversation or pragmatics (Scait.et
2009).
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related stimulus in a similar manner, regardlesssanhodality (verbal, auditory, motor or
perceptual).

While the existence of mirror neurons in humanstiis hotly debated and, given
the available evidence, very unlikely (Dinsteinagét 2007; 2008; Lingnau et al., 2009;
see Hickok, 2009; Turella et al., 2009; for criticaviews), a mirror matchintjke
mechanism in humans, whereby actions are underst@ochotor simulation, could be
inferred by several lines of evidence. First, thenkey area F5, where mirror neurons
were first found, is the homologue of the languegjated Broca’s region in the human
brain (see Hagoort, 2005). Both F5 and Broca’sorediave similar location within the
frontal cortex (i.e., in the inferior precentralrex), and cytoarchitectonic similarities
(Patrides & Pandya, 1994). Moreover, a positrorsseion tomography (PET) experiment
showed that Broca’s area may be also actived dattign observation (Rizzolatti et al.,
1996), leading to the conjectural account that tdggon is the missing ring, in evolution,
between an archaic manual communication systemutoah language (Rizzolatti &
Arbib, 1998).

Second, “the 90% of apraxics is aphasic” (Ajuriagaeet al., 1960): when
damage affects the left hemisphere, aphasia, tt@rdance of linguistic function, is
often accompanied by apraxia, a disorder affectimg purposeful performance of
actions. Moreover, systematic studies have repartectlations between the severity of
aphasia and apraxia (De Renzi, Pieczuro & Vign@66; Dee et al., 1970; Hecaen,
1962; Kertesz & Hooper, 1982; Liepman, 1905). Ewéaen motor performance is spared
in aphasics, verbal impairment is often associatild deficits in nonverbal processing.

Critically, impaired pantomime recognition is refgar as a common correlate of aphasia.
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For instance, Duffy and colleagues (Duffy & Duff§981; Duffy, Duffy & Pearson,
1975) reported that, in aphasics, deficits in ngnability, auditory comprehension and
general linguistic competence were tightly coresflatvith pantomime recognition and
expression. In a group of 40 aphasics, Varney (L8@8umented that, except for 4 cases,
all patients exhibited a close relationship betweeficits in pantomime recognition and
reading comprehension. Aphasic patients can albibiéxhe disturbance of symbolic
gesture comprehension (Gainotti & Ibbia, 1972), dnhd impairment was found to
correlate with verbal semantic impairment (Gain&ttiemmo, 1976). Ferro et al. (1980)
replicated the correlation between impairments estige recognition and auditory
comprehension in 111 aphasics, and proposed tbatygie of aphasia could have an
effect on gesture recognition, in that impairmenttieis ability was more pronounced in
cases of global, Wernicke’s and transcortical ah#san in Broca’'s, conduction and
anominc aphasics (but see Daniloff et al., 1982)nGiti (1980) proposed a link between
impairments on nonverbal abilities of aphasics.(egsture recognition) and the failure
of lexical-semantic process, as the poorest pedoo® on nonverbal tests was obtained
by patients with pronounced lexical-semantic impaints. More recently, in a group of
29 aphasics, Saygin et al. (2004) identified a gudaup of 23 patients, with correlated
impairments of action understanding in verbal (ireading) and non-verbal modality
(i.e., pantomime interpretation). Likewise, tookysantomimes of a group of 40 aphasics
correlated significantly with their performance lorguistic tests (Goldenberg, Hartmann
& Schlott, 2003). A correlation has been also obsgbetween aphasia and the ability to
perform naturalistic actions involving technicavdes (e.g., making a coffee; Hartmann,

Goldenberg et al., 2005). The embodied hypothekigmrguage arguing for sirtual
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identity of conceptual and sensorimotor represamtatseems to represent the obvious
explanation for associated deficits in linguistianonlinguistic domains.

A third line of evidence in favor of the embodiectaunt of language consists in
empirical demonstration of the phenomenomwotor resonance, i.e. the modulation of
motor behavior or motor activity during languag®gassing. A number of behavioral
studies have shown that language content influemogor response. For instance,
Glenberg and Kaschak (2002) reported that moviegaitm toward or away from the
body was facilitated when preceded by sentencesriligg) a transfer-action in a
congruent direction, such as “Andy delivered thezaito you” (see also Zwaan &
Taylor, 2006). Tucker and Ellis (2004) showed thmrely presenting people with the
name of a manipulable object facilitated a manpalMer or precision) grip, consistent
with that required to actually manipulate the objsee also Bub, Masson & Cree, 2008,
for consistent results). Gentilucci and Gangitab®@) showed that reading words such
as “long” and “short” affected the kinematics ofaching movements (e.g., peak
acceleration, peak velocity, and peak deceleratiothe arm), suggesting that even the
processing of words with no obvious motor contean mteract with the motor system.
Complementary evidence exists for the influenceeafeption and action on language
comprehension: typically, the comprehension of day described action is facilitated
by a visual prime specifying that action (Klatsklyat., 1989; see also Zwaan et al.,
2002). Taken together these studies suggest thgudge comprehension can activate
perceptual and motor representations that intergith concurrent sensorimotor

processes.
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Imaging, electrophysiological and transcranial nedgn stimulation studies
provide physiological support to those behaviorbempmena. Using fMRI, Hauk,
Johnsrude and Pulvermuller (2004) showed that yassading verbs denoting hand-,
leg- and face-actions (e.g., to pick, kick and liekctivated left motor and premotor
regions for hand-, leg- and face-actions, respelgtivSimilar somatotopic activations
were found in the premotor cortex using sentenateer than words (e.g., Aziz-Zadeh et
al., 2006; Tettamanti et al., 2005). Further evadefor motor activation upon exposure to
action verbs came from a study using highdensityGM@ulvermiuller, Shtyrov, &
llImoniemi, 2005). Here subjects were engaged inst&ratting task while listening to
words denoting leg- or face-actions. Different gats of activation were found for leg
and face words in frontocentral regions, within 206 after word onset, a temporal delay
that well matches that for lexical-semantic acq€agdvermdller et al., 2005). TMS over
the primary motor cortex (M1) elicits motor-evokedtentials (MEPS) in peripheral
muscles responding to the stimulated area, proyidan measure of corticospinal
excitability. With this technique, Oliveri et al2§04) found increased left M1 activity
when participants performed a morphological tramsfdion task involving concrete
nouns (i.e., producing either the singular or thegb form) and action verbs (producing
either the third person singular or plural inflettierm), relative to abstract nouns and
verbs. Using sentences, Buccino et al. (2005) tedcat somatotopic modulation of the
left M1 activity, in either the hand or leg areahem participants listened to hand-action
and leg-action sentences, respectively (seeGlsoberg et al., 2008)

This ensemble of findings (see for a more extensexeew, Fisher & Zwaan,

2008; see also Willems & Hagoort, 2007, for a caitireview) supports the stance that
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language processing recruits the motor systemstendietion meanings, just like bodily
movements, are somatotopically represented (Puldesm 2005). Moreover, motor
responses appear as automatic as lexical-semamitit processing (Pulvermuller, 2005),
to the extent that the mere exposure to a singleraword is sufficient to activate the
motor system. The question is: is the motor syswaifiicient (and necessary) for

processing action language?

1.4. Languagein the body?

Despite overwhelming evidence, there is one gooasae to accept that
embodiment is the whole story about language utml®isig, against a number of
guestions that remain unanswered. The embodiecestdrat we understand action
because we can perform and, therefore, simulatethi®n, is simple to comprehend and
easy to believe, given that the influence of bodikperience on the most abstract
thoughts is a daily experience of everyorihe‘only question that any one cares to raise
is how much of it will the known facts permit one to accept” (Pillsbury, 1911, p. 84,
guoted in Hickok, 2009).

If the system for motor production plays a constrt role not only in action
perception but also in conceptual processing oifoactthen one should expect that
damage to this system should always be accompdomyediefective language and
conceptual processing of action words. The studyenfrological populations, therefore,
provides the most stringent test of the causaltiogiship between sensorimotor and

language/conceptual processes.

23



Although the embodied account relies (also) onatmementioned associations
between apraxia and aphasia, these findings camnassumed as a proof of causal
relationship between sensorimotor and languageéminal deficits (or processes). The
reported associations were found in groups of strp#tients, who is the pathological
population the most frequently studied by cognitimeuropsychologists, given the
dramatically high incidence of cerebrovascular @ects, worldwide (Hachinsky, 2002).
However, following a stroke, a cognitive deficitely comes in isolation. Particularly in
right-handed individuals, ideomotor apraxia (IMAhdaideational apraxia (IA) are
mainly associated with lesions in the language-dami left hemisphere. The main
symptom associated with IMA is a reduction in actimitation while the main symptom
of 1A is a deficit in object use (deficit in pantaming the use of objects has been found
in association with either imitation deficit or ebj use deficit). Thus, the association
between apraxia and aphasia may merely reflecettteoachment of the lesion upon
contiguous structures, which are differentially idatkd to language and praxis.
Alternatively, the association can result from #dufe of a third component that is
involved both in verbal and nonverbal abilities, agygested by a number of studies
(Goldenberg, Hartmann, & Schlott, 2003; LehmkuhlP&eck, 1981; Rumiati et al.,
2001). For this reason, any conclusion driven femsociated linguistic and nonlinguistic
impairments cannot imply necessarily a functioregehdence between systems (Saffran,
1982; Schwartz, 1984). The ambiguity of relying symptom association is further
suggested by reports of uncorrelated performantegadups of aphasics, for instance,
between production of transitive and intransitiamiomime versus their comprehension

(Goodglass & Kaplan, 1963; Wang & Goodglass, 1998jbal comprehension versus
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pantomime recognition (Bell, 1994), and comprehmmsif sentences describing actions
versus comprehension of the same actions whenlliguasented (Saygin et al., 2004).
On the whole, evidence of correlated or uncorrdigerformance based on group
analysis can reflect an overall trend, while magkimdividual cases with dissociations
that go in the opposite direction relative to ti@isdency (see Caramazza, 1986; Shallice,
1988). Indeed, when the performance of single pttievas considered, double
dissociations were reported, which are held to s the most solid basis to infer the
organization of cognitive abilities in patientsdaprocesses in models (Shallice, 1988).
For instance, Liepmann (1905) described 7 non-aplpasients with apraxia, 6 of whom
had right-sided hemiplegia. Kertesz, Ferro and Sme{l1984) found that of 177 left-
stroke patients, 6 had severe aphasia but normaalspabilities. De Renzi et al. (1980)
studied 100 left-damaged patients and found a igesisignificant correlation between
imitation scores and a measure of verbal competémeasured with the Token test).
However, the study of individual cases showed fl#abf the 60 aphasics in the group
were not impaired in the imitation task, while b&t40 non-aphasic patients, 2 showed a
selective deficit in performing the imitation tagkapagno, Della Sala and Basso (1993)
reported that 10 out of 699 patients exhibited &cidein imitating actions without
aphasia, and 149 of them were aphasic but not @pfagcently, Mengotti et al. (2009)
described, in a group of 61 left-damaged patietsyith a selective impairment in
language and 5 with a selective deficit in imitatiorhis functional independence
between language and praxis related to their ane&breegregation. In fact, using the
Voxel-based Lesion Symptom Mapping (VLSM), the aushfound that imitation deficit

was associated with lesion in the angular gyruskammdering white matter, while aphasia
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was associated with lesion in superior temporaliasdlar cortex (Mengotti et al., 2009).
Consistently, in a group of 37 unilateral strokéigrggs double dissociations at the
behavioral level (Negri et al., 2007), and anat@idissociations (Mahon et al., 2007)
were found, when the ability to imitate and useeot§ was compared with the ability to
name and recognize (in hame-to-picture matching) tpantomimes of object-use and
objects. Dissociation between apraxia and aphas#l wmatches reported double
dissociation between deficits in motor producti@msus deficits in recognition of visual
actions and objects, or in their conceptual knogée(e.g., Cubelli, Marchetti, Boscolo,
& Della Salla, 2000; Mozaz, Rothi, Anderson, Cruci& Heilman, 2002; Ochipa, Rothi,
& Heilman, 1989; Rapcsak, Ochipa, Anderson, & Peizd995; Rosci et al., 2003; Rothi
et al., 1986, Rumiati, Zanini, Vorano, & Shalli@)01; see Mahon & Caramazza, 2005).
As noted by Gainotti and Lemmo (1976), nonverbgdamment is highly variable
among aphasic subjects, so that, in the spectruymosdible relationships between verbal
and nonverbal impairments, there are aphasic pgatvmo can still produce high rates of
effective nonverbal (motor) behavior and retain vesbal competence. Double
dissociations cast serious doubt on the hypothibsis motor system, via simulation,
sustains a general and necessary mechanism faggsing language with motor content.
At very least, neuropsychological dissociations enéthe conclusion that action
and language representational systems are virtuagntical unlikely. Neither
opportunely justified is the conclusion that, inrmal individuals, language-induced
motor activity (or simulation) truly served lexies¢émantic encoding of action-related
language. In fact, based on the imaging studiesrtieégg motor activations during passive

exposure to action language (e.g., Hauk et al.420@ttamanti et al., 2005), it is not
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clear which type of processing participants wergagied in, because an online measure
of participants’ performance was not recorded (aviged). What is more, no TMS
study proved that when M1 activity was disruptediiiyy TMS-induced neural noise, the
processing of action language was altered or dimdis(a possibility that appears
unlikely, given the neuropsychological results)). fact, the above TMS studies (e.qg.,
Buccino et al., 2005; Oliveri et al., 2004) failenl provide a measure of participants’
performance on action language during TMS deliveigally, the effects of congruence
between language and motor behaviour can only stgdmat language and motor
systems interact at somaspecified level (Kornblum et al. 1990); however, in thistsofr
experiments, participants are often cued explittlactivate sensorimotor modalities by
tasks that involve skills such as visuo-spatial lysis of pictorial information and
movement to button press, or require deep semanttysis (e.g., semantic judgments,
sensibility ratings, memory load) focusing partaips’ attention on the sensorimotor
content of language. This consideration suggesas, tlndercertain circumstances,
language understanding may be supported by ser®orimprocesses, without implying

that language is solely embodied.

1.5. The working hypothesis

A theory is warranted to integrate the neuropsyatiobl evidence of distinct
representational systems and processes for adtfaaguage, with the phenomenon of
language-induced motor resonance. This objectigepthe primary question to establish
whether motor simulation in language is really anponent of the lexical-semantic

processing of action words.
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The initial discovery of mirror neurons in premotobut not in primary motor -
regions of monkey brain led some scholars to cldiat “mirror” responses to action
observation reflected a higher-level function, beythe mere implementation of a motor
command, resulting in covert motor activity (Rizbl & Craighero, 2004; Rizzolatti et
al., 2001). Despite so, Tkach et al. (2007) hacentty described mirror neurons M1 of
macaques, leaving open a possibility that “mirr@ctivity indeed reflects covert
generation of a motor command in response to astionuli, via learned associations.

This argument may extend to the role of motor gydtelanguage. The embodied
view interprets language-induced motor simulation terms of lexical-semantic
processing for language processing. Again, thisclosion seems to overlook the
possibility that themotor system in language suppornetor functions. Motor imagery,
the ability of humans to generate, manipulate amasform mental images of actions, is a
cognitive state that can be experienced by everyianeveryday life, and can be
strategically engaged to assist virtually any cognitive task, regalling perceptual
information from memory when a stimulus is not pbgy present (Kosslyn, Behrmann
& Jeannerod, 1995). This process, though complaxight be, largely relies on the
mechanisms for overt action execution, includingtandrain network, keneasthetic
sensations and autonomic activation (Decety, Jeadndurozard & Baverel; 1993;
Jeannerod, 2001), to the extent that it is defan&due motor behavior”.

Thus, the proposal of an intense exchange betwetor system and higher-level
cognition (language as well as learning, memonystralst or concrete reasoning) is
neither novel, nor surprising. Embodied cogniti@eg beyond this, claiming that the tie

between language processing and motor system iessay for the former to be
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effective. However, no evidence can so far ruletbatpossibility that motor activity in
language reflect imagery, providing sirategic interface between two independent
systems to achieve or facilitate comprehension.

The evaluation of the two alternatives (necessarstrategic simulation) asks to
establish, in the first place, whether or not Mvas occurs in language. However,
proving that action language processing is not gwaccompanied by motor activity is
not sufficient to support the interpretation based motor imagery. One should also
demonstrate that the conditions that trigger mattdivity in language are the same that
trigger motor imagery. Imagery is not a single, itfecentiated ability, but can rely on
different sets of processes, shrategies, which can be independently employed (Kosslyn
et al. 2001) or disrupted (Tomasino & Rumiati, 200Mnagery is “motor” and is
therefore accompanied by motor activity when peopéntally transform, or the stimuli
evoke, movements of human body parts or their asteons with objects (Ehrsson et al.,
2003; Kosslyn et al., 1998; Tomasino et al., 20I®)s occurs when motion is mentally
represented in an egocentric reference frameysirgerson perspective, so that a virtual
identity has been established between kineasthiommagery and first-person imagery
(Jackson et al., 2006; Solodkin et al., 2004).

On the one hand, the embodied account of languagéeis that: first, motor
activation is as early as the activation of theidalxsemantic network for word
processing; second, motor activation occurs auticaibt, in response tany action
word, regardless of the task or the context in Wwhite word occurs, and regardless of
whether words refer to oneself or another's action. the other hand, the “strategic

imagery“ account poses a number of constrainthi@arécruitment of motor activity in
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language. First, it enhances only when requiredthasy task-context cueing concrete,
motor representations of words; second it is m&styl to take place when the stimulus
content activates the representation of human Ipagymotion or human actions; third,
motor activation is greater when the stimuli adivean egocentric, first-person
perspective (versus a third-person perspectivegseptation of motion.

The following studies have been carried out with dlbjective to address directly
each of these predictions. This research may twtéito lay the foundation of a theory
that will be able to explain the mental operatidghat make the cross-talk between
language and motor processes possible, to thetetki@embodied representations go
along with —or even supersede - more abstractseptations of meanings.

This work also represents an attempt to break bthieocurrent impasse reached
by the debate between advocates of either embadiegisembodied hypothesis, which
runs the risk to arrest research on other (morei@juguestions concerning, for instance,
what the sensorimotor experience actually addsutoam cognition, and what is missed
in conceptual representations, when such experientacking. Finally, this work was
also motivated by one practical and ethical reagbr: generalization of embodied
theories to a surprisingly wide range of abiliteesd disorders (e.g., language, empathy,
altruism, emotion, theory of mind, imitation, aumtisspectrum disorder, tabagism and
alcoholism) is leading to the proliferation of ¢tial work using motor simulation, action
observation and/or action imitation therapeuticality instance, after stroke to stimulate
recovery of language abilities. Given the stat¢hef art, one may think that treating an
aphasic with action observation is not gt se; but is there enough reason to believe

that it is right?
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Chapter 2.
Tool-use actions, action verbs and tool

nouns. Evidence from neuropsychology

2.1. Introduction

Action and language are traditionally considerecg@matic examples of independent
brain systems (Fodor, 1983; Shallice, 1988). Accwlg, a wealth of
neuropsychological studies has documented dissmtsatbetween linguistic and
nonlinguistic deficits in single patients, and umetated performance on linguistic and
nonlinguistic in groups of left-damaged patientee(sRumiati, Papeo, & Corradi-
Dell’Acqua, 2010 for a review; refer also to Chapig¢. However, the association of
aphasia and apraxia is the most common scenanieuropsychological population, and
linguistic deficits often co-occur with deficits inonverbal action domains such as
signs, gestures and pantomimes (Duffy & Duffy, 19Bickett, 1974; Seron, van der

Kaa, Remitz, & van der Linden, 1979; Varney, 1982l object recognition (De Renzi,
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Pieczuro, & Vignolo, 1968). Likewise, individualstiva specific disturbance affecting
motor functions, such as the Motor Neurone Diseas®y also show communication
problems, particularly with verbs (Bak, O'DonovXiereb, Boniface, & Hodge2001;
Bak, Yancopoulou, Nestor, Xuereb, Spillantini, &Nuamdiller, 2006), although the
major implication of frontal lobes, as shown byiddagical exhibits of these patients,
casts doubt on the motor origin of their cognitingpairments (see Neary et al., 1990;
Talbot et al., 1995; see also Hickok, 2010, foriacal review).

While past conceptualizations have interpreted @asons in terms of damage
to a single underlying factor, common to both fimt$ (“asymbolia” hypothesis;
Finkelnburg, 1870), the involvement of motor sysiemapparently unrelated processes,
such as word comprehension, has been differentyndd within the embodied
hypothesis of language. In its strongest — andstateversion, embodied hypothesis
holds action meanings are encoded, with no cognitiediation, in the motor system,
with a prominent involvement of inferior frontal,rgezentral motor regions (see
Rizzolatti & Craighero, 2004).

However, while accounting for symptom associatidhe,embodied hypothesis
cannot explain why patients are observed as sofefrom aphasia or apraxia
selectively. Saygin, Wilson, Dronkers, and Bate80@ attempted to overcome the
discrepancy between the associative and dissoeiaiew, testing the ability of 29
aphasics to understand transitive pantomimes (&ctiovolving objects) depicted in
line drawings or described by sentences. Theseeutbund that the performances on
the two tasks did not correlate at group level, didtin a subgroup of patients. They
proposed that these conflicting results might tftbfferent degrees of representational

overlap in linguistic and nonlinguistic domains pdading on how similar verbal and
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nonverbal tasks are in terms of perceptual andegnal properties and developmental
stages of acquisition. In particular, the authorguad that the overall dissociation
between verbal and nonverbal performances couldattrébuted to reading being
acquired much later in life than nonverbal actiomprehension (but see Hickok, 2009;
2010, for a critical discussion of these findingR)erefore, “if the systems are acquired
and related skills are honed at such differentestag development, the resulting brain
networks subserving processing in the two domaiiisalgo be rather different, and
patients with brain injury will not show tightly oelated deficits” ipidem p. 1082). It
follows that, when the linguistic and nonlinguistask involve identical stimuli and are
served by networks acquired at similar (early) staip development, tightly correlated
deficits should be observed in brain-damaged pti@erformance.

The aim of the study reported in this chapter vimsdfold. First, | investigated
whether a causal relationship exists between psougsaction-related words and the
ability to perform actions, when tasks and stimahe matched for perceptual,
conceptual and developmental characteristics. Sedogxamined the patients’ lesions
in order todescribethe neural correlates of action-word comprehendime insight to
this question can be primarily provided by patiemgerformances on motor and
linguistic task. Dissociations between tasks waitldngly suggest that théistributed
networks that maintain action performance (Rumettial., 2010) and action-word
comprehension (Hickok & Poeppel, 2007; Price, 1988} independent (Shallice,
1988). The idea of a distributed architecture fomplex functions implies that
networks can sometimes interact (i.e., the same&mameal region can be involved in
both functions), as depending on a given task cor(see Price & Friston, 2002). In

this light, it is not surprising that, for instan@eas involved in tool use caometimes
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be recruited when naming tools (see Johnson-Fr@§4)2 The embodied hypothesis
goes beyond this, suggesting that the motor sysgteatwaysa necessary correlate of
action-word comprehension. Thus, an evaluation @ erentually the acceptance - of
this hypothesis requires to demonstrate not ondt #dl patients with action-word
comprehension deficits cannot perform actions, &lsb that their impairment is
associated with damage centered in those regiottseeahotor system (inferior frontal,
precentral and central gyri) that are held to ercaction meanings. The combination of
evidence from patients’ behavior and lesion analgan shed light on this issue.

Third, 1 examined the alleged differences in preges action verbs and tool
nouns. In fact, neuropsychological studies shovirad these two word classes can be
selectively affected by brain injury (Berndt, Mitah, Haendiges, & Sandson, 1997;
Caramazza & Hillis, 1991; Damasio & Tranel, 1993ani®le, Giustolisi, Silveri,
Colosimo, & Gainotti, 1994; Luzzatti et al., 200Rjiceli, Silveri, Nocentini, &
Caramazza, 1988; Shapiro, Shelton, & Caramazzad;20rrington & McCharty,
1987). Moreover, imaging studies have indicated Wiale noun processing is centred
in left temporal regions, verb processing is asged with the activity of left
frontoparietal regions (Corina et al.,, 2005; MartiHaxby, Lalonde, Wiggs, &
Ungerleider, 1995; Tranel, Adolphs, Damasio, & Daima2001; but see Perani et al.,
1999; Tyler, Russell, Fadili, & Moss, 2001; Warlmmtet al., 1996), although it is not
clear whether this verb-noun distinction reflectgrammatically-based principle of
lexicon organization (Caramazza, 1997; Levelt, Bisel& Meyer, 1999), or emerges
from semantics. This latter hypothesis follows fréime observation that nouns have
more semantic features in common with other nownthay typically denote objects,

while verbs share more features with other verttheyg typically denote actions (Bates
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& MacWhinney, 1982; Langacker, 1987). Contrastinghwthe view that nouns and
verbs enjoy different lexical-semantic status, edid theories of cognition predict that
information related to actions or objects we useepresented and encoded in the motor
system responsible for action production (Galledea&off, 2005).

To these ends, the current study examined theyabfliL2 left-damaged patients
and 17 healthy participants to imitate and nam®mst to use and name tools, and to
recognize words (verbs and nouns), using the sammlsin verbal and nonverbal
tasks. As the main objective of this study was d4eeas the embodied prediction of
shared substrates and processing for motor anshaetrd representations, naming and
word recognition were both employed to test actaorguage comprehension. Indeed,
naming impairment, on its own, is not sufficientctanclude that a word representation
is disrupted, as it can also reflect a failureexfidal-phonological retrieval that can take
place even when the semantic representation ofrd is@spared (see Caramazza, 1997).
Notice also that naming, which has been used int wiothe abovementioned studies,
involves a strong motor (articulatory) componerdtthrings a confounding factor in the
interpretation of association between motor anduage disease (see Hickok, 2010).

Importantly, the abilities recruited in performingr motor and linguistic tasks
are supposedly acquired at comparable developmsta#gés. | had no instrument to
establish when exactly our participants acquireal dbility to perform a given tool-
directed motor program, or to comprehend (or prejluts associated label. However,
our claim is well grounded in a wealth of developtaé studies showing that motor
control required to perform deictic gestures, gedtroutines and tool use, develops
synchronously with word acquisition, and particlylavith word comprehension (Bates

& Dick, 2002; Lenneberg, 1967; Siegel, 1981). Twidvthe risk of group analysis
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ignoring cases that do not follow the group-leweint but can provide a basis for
inferring functions (Caramazza, 1986; Shallice, 89&he patients’ performance was
analyzed at both group and single-case level. Wleltisingle-case analysis was
conducted to look for potential dissociations betmweerbal and motor abilities, as well

as between action-verb and tool-noun processing.

2.2. Material and Methods
2.2.1. Participants

A group of 12 consecutive patients (mean age 7@e8sy mean education 10+4
years) took part in the study. They were recruitethe rehabilitation and neurological
unit of the Ospedali Riuniti in Trieste. To be ndéd in the study, patients had to meet
the following criteria: to have a single focal wtéral lesion in the left-hemisphere; to
have al least 5 years of education; to be righdkdn(Oldfield, 1971) and native Italian
speakers. They had all normal or corrected-to-nbumsén, no hearing difficulties and
neurological or psychiatric history. The inclusiomteria did not contemplate patients’
symptoms or lesion site in the left-hemisphere.eNonit of 12 patients were still in the
acute epoch of recovery (i.e., within 3 months plestion-onset), when tested.
Demographic variables are summarized in Table Yei@een healthy right-handed
Italian speaking adults (mean age 69+8 years, negacation 12+4 years) served as
controls for experimental tests after taking theiMilental State Examination (Folstein,
Folstein, & McHugh, 1975) to ensure that they weo¢ suffering from any form of
cognitive decline. All participants confirmed the&ioluntary participation signing the

informed consent. The study was approved by SIS®#c& Committee.
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2.2.2. Neuropsychological assessment
Patients were given the Aachen Aphasia Test (Alfalian version; Luzzattet

al., 1996) to assess type and severity of aphasia,startlardized tests to evaluate
praxis, visuo-spatial abilities (and in particultw,ensure they had no visual agnosia),
executive functions and memory. Patients and ctnfperformed additional verbal
tasks to assess lexical access (Luzzatti, Willi&d3e Bleser, 1996), reading (Toraldo,
Cattani, Zonca, Saletta, & Luzzatti, 2006) and pt& noun-verb dissociation (object
and action picture naming, Crepaldi et al., 20@®tails about the neuropsychological

screening and the scores obtained by each paten¢ported in Table 1.
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Table 1. Demographic variables and patients’scores on ¢leapsychological evaluation.

Part 1.
Education Testing post- EHI LTM LTM Span Span Corsi TMTA TMTB Weigl Raven’s
Case Sex Age (years) onset words faces forward backward CPM
(months)
BB M 72 18 3 100 n.a. 10 - - 4 - - t.i. t.i.
BS M 60 8 15 100 43 21 4 4 4 36 144 10 32
CF M 80 8 15 100 32 23 6 3 5 92 t.i. 7 24
CG M 77 17 1 100 n.a. - - n.a n.a. 194 - 3 20
DC F 62 10 1 100 39 - 5 5 4 47 106 13 29
DBM F 58 13 11 100 35 25 - 4 48 76 13 31
IN F 71 8 2 100 34 24 - - 4 117 t.i. 5 18
MB M 70 8 2 62 31 20 3 2 5 45 285 4 -
NP F 75 5 1 100 35 21 5 2 4 125 n.a. 3 11
SA F 83 8 1 100 36 19 4 2 4 89 t.i. 6 13
SN F 64 8 7 100 28 21 n.a. n.a. 6 94 n.a. 9 28
UL M 71 6 4 83 29 9 4 n.a 3 n.a. n.a. 5 19
Maximum
score 100 - - - - - - - 15 36
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Part 2.

Case AAT AAT AAT AAT AAT Lexical Reading Picture VOSP  VOSP IMA IA Type of aphasia
token repet written naming compreh  decision naming screen o.d.

BB 46 66 10 23 49 t.i. n.a. N>V t.i. 9 60 10 severe global

BS 15 127 85 94 110 144 109 N>V 20 20 64 14 mild amnesic

CF 14 139 82 109 109 134 114 N>V 20 18 70 14  seweflaent

CG 50 n.a. n.a. n.a. 22 122 n.a. n.a. 19 12 31 7 severe Wernicke's

DC 2 149 90 117 117 144 116 N>V 19 18 58 14 -

DBM 23 111 77 95 111 138 110 V>N 20 16 66* 14  mild anomic

IN 28 65 27 60 93 128 23 V=N 20 16 43 11  mild Broca's

MB 17 110 73 100 86 142 108 N>V 20 12 66 14  mild Broca’'s

NP 20 139 37 93 90 126 108 N>V 18 13 52 10 -

SA 5 143 62 105 100 141 115 N>V 20 16 46 9 mild amnesic

SN 28 137 53 69 93 125 100 n.a. 20 13 - - severe Broca’'s

UL 29 132 31 93 84 101 65 N>V 20 17 48 14  mild Broca’'s

UL 29 132 31 93 84 101 65 N>V 20 17 48 14  mild Broca's

Maximum

score 50** 120 90 120 120 144 116 - 20 17 72 14

Standardized tests used in the neuropsychologgsdsament: EHI = Edinburgh Handedness Inventorgfigld; 1971); LTM words = long-term memory, word
recognition (Warrington, 1984); LTM faces = longrte memory, face recognition (Warrington, 1996); isfarward = digit span forward for verbal shortrer
memory; Span backward = digit span backward fortsieom memory and working memory; Corsi = Corsittlor spatial short-term memory (Spinnler & Tognon
1987); TMT A = Trail making tests for attention; TVB = Trail making test for executive functions ¢@agnoliet al, 1996); Weigl = Weigl's tests for executive
functions (Spinnler & Tognoni, 1987 ); Raven’s CRMRaven Coloured Progressive Matrices for genertalligence (Carlesimo, Caltagirone and Gaino®i98);
AAT = Aachener Aphasie Test, Italian norms (Luzzattal., 1996); AAT token = subtest for comprehiensAAT repetition = subtest for repetition; AATritten
language = subtests for reading and writing; AATea= subtest for production; AAT comprehen = sulstésr auditory and visual comprehension; Lexioatidion
(Luzzatti et al., 2002); Reading (Toraldo et aD0®&); Picture naming = object and action picturetimg (Crepaldi et al., 2006); VOSP screen = Visagject and
space perception, screening task; VOSP o.d. = VaEtt decision task (Warrington & James, 1991)AlM Test for ideomotor apraxia (Tessari & Rumi2d04),

* = test by De Renzi, Motti & Nichelli (1980); IA fdeational Apraxia (De Renzi & Lucchelli, 1988)atients are sorted alphabetically by their initidlsfemale.
M=male. t.i. = test interrupted because the patiead not able to perform the task. n.a. = testadainistered. Pathological scores are reportedlid. IMaximum
scores are reported where applicable (** Maximurom®r
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2.2.3. Experimental design and materials

A 3x2x2 experimental design was used: 3 tasks gMptoduction, Naming and
Comprehension), 2 stimulus-types (Action and Tooiahipulated within-subjects, and
2 groups (Patients and Controls) (see Table 2).

Stimuli were selected with series of preliminargrming studies. First, | choose
87 tool-use pantomimes, presented in the form turovideo clips of 3 sec each, in
which a male actor carried out pantomimes of t@a with his right hand (the tool itself
was not shown), and 87 colour photographs of tireesponding tools, portrayed in
their prototypical view. A panel of 45 healthy adu{age 21-86 years, education 5-18
years) was then asked to name the actions shotie idips and the tools shown in the
photographs, using verbs and nouns, respectivaicélthat the panel covered also the
age and educational level typical of patient popaita Items that were named with the
same label by at least 85% of participantgere subjected to a second norming phase,
in which a group of 30 healthy adults (age 21-4argewas asked to name each of
them, as fast as possible. Only action-tool pairghich both items were named in less
than 3 sec were selected. Finally, 19 healthy adalje 21-31 years) rated the age of
acquisition (AoA) of verbs and nouns correspondma@ctions and tools thus selected,
using a 7-point Likertype scale with 1 corresponding to acquisition withive tthird
year of life, 2 between the fourth and the fiftragge and so on up to 7 (after 13 years).
Action-verbs and tool-nouns were thus matched foA A&(14) = -0.31p = 0.7), which
is closely related with word frequency, but predietter naming performance in adults

(Perez, 2007), as well as for word leng{i4) = -0.63p = 0.5). Thus, this multi-phase

! A second response to any of each items, proviget least 5% of the panel was considered as an
alternative correct response in the experimentaseh

40



norming study reduced the initial set of 87 actiansl 87 tools, to 15 items for each
category, which achieved the 85% of agreement eim thbel and were named in less
than 3 sec. The set of stimuli is listed in Appenéli

The selected 15 video-clips of pantomimes and Ifesponding real tools were
used in the imitation and tool-use task, respelstivEhe same actions and tools were
presented in a naming task. Video-clips were prefeto static line drawings because
the latter require inferences to be made aboubmagtiovements, a process that is not
required in tool naming (see Corina et al., 206%). the verb comprehension task, 15
photographs were derived from the video-clips, ckapg the frame that best described
the action. Each target photograph was presentéd twio distractor photographs
depicting, respectively, an action semanticallyatedd and one visually similar to the
target. The second distractor could be either hara nonexistent action, obtained by
modifying a kinematic aspect of the target actinohsas the hand/arm orientation (e.g.,
target action: eating with a spoon; semantic distra filling a dish; visual distractor:
hand in the configuration required for eating watespoon but near the actor’s forehead).
In the noun comprehension task, the 15 photograplise above 15 tools were taken.
Each target photograph was presented together avigemantically related and a
visually related object (e.g. target: spoon; sematistractor: ladle; visual distractor: a
round mirror with handle). The semantic distancevben targets and distractors was
assessed on a 7-point Likéypescale by 10 healthy adults.

Photographs, instead of video-clips, were usedhe dcomprehension task in
order to present all three actions simultaneousig, @ahus, avoid the influence of
confounding factors, such as great memory loadreatgdlemand to working memory,

on participants’ performance. In each trial of te® comprehension tasks, the verb or
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the noun corresponding to the target was spokerudalby the experiment

simultaneously with the appearance of the threeggnaphs on the screen (see below).

Table 2. Experimental design: two types of action-relateichsli (pantomimes and
tools) were processed across motor and linguiasikst by all participants (patients and
controls).

Trigger
Pantomimes of tool-us®&l€15) Tools N=15)
Motor performance to visual Imitation Use
stimuli
Naming to visual stimuli Action-verb retrieval Tenbun retrieval
Name-to-picture matching Action-verb comprehension Tool-noun comprehension

2.2.4. Procedures

All patients and controls completed the three $ypé tasks with actions and
tools, for a total of six experimental conditioR$ve controls performed the praxis tasks
with the non dominant-left hand in order to maticbr with the patients who showed
right-sided hemiparesis following left-hemispheamgiry. As all tasks involved the same
stimuli, their order was counterbalanced acrossigyaants to control for carryover
effects. Comprehension tasks were always preseattélle end of the experimental
session. Items in each condition were presentedl farticipants, in a fixed order. The

six conditions are described below.

Pantomime imitationVideo-clips of tool-use pantomimes were presemed
computer screen placed in front of the particip&fhe was asked explicitly to imagine
holding and using the tools. Each item was presenitee and, if the participant failed

to imitate, it was shown again for a maximum of titmes. Performances were
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videotaped and analyzed offline by one of the autitioP), and two neuropsychologists
unaware of the experimental hypotheses, as foll&vesh rater judged each trial as
“correct” or “incorrect”. If at least 2 of the 3teas judged the performance as “correct”,
two points were assigned to that trial. If at Ieasf the 3 raters judged the performance
as “incorrect”, one rater, who is an experiencedroysychologist, trained in the error
analysis of praxis tests, classified the error etiog to criteria established in previous
studies (e.g., Negri et al., 2007; Tessari et28lQ7). The categories of errors included:
spatial-hand or spatial-arm error, semantic errtnody-part use as a tool”, or
substitution with a semantically-related action)sual error (substitution with a
visually-related action), omission, and unrecognligaaction. In particular, “1” was
assigned when the participant made spatial err@s ihisorientation of hand/arm), but
the action was still clearly recognizable; “0"waisem in all the other cases of error.
This procedure led to one score assigned to e&adh(@ 1 or 2), the total score of a
patient corresponding to the sum of scores assigmedch trial (maximum = 30/30).
Tool-use Each tool was placed on a table in front of theigipant, who was
asked to demonstrate how s/he would use it. Théicpant's performance was
videotaped and subsequently scored by the same tarers as above. One point was
assigned when at least 2 of the 3 raters judge@dhfermance in a trial as correct, “0”
was assigned, if at least 2 of the 3 raters judhgederformance as incorrect. Then, an
experienced neuropsychologist (the same as abdasyifted the error as misuse,

mislocation, clumsiness, perplexity, or spatiaberaccording to previously established
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criteria (see Negri et al., 2007). The total saafra patient in this task corresponded to
the sum of the scores assigned to each trial, thémum being 15/1%

Action and tool naming taskfn the first task, participants were requested to
name, by producing a verb, 15 pantomimes presentdte form of video-clips, one at
a time, on a computer screen. All but five pairs wérb- noun had phonologically
unrelated roots (i.epenna-scrivergpen-to write vstimbro-timbrare stamp-to stamp),.
To avoid confusion in assessing the performancéhase five cases, patients were
always encouraged to produce the infinitive formtloé verb, for which a specific
suffixation is needediMmbr-are). The response was scored 1 if the participardysred
the correct verb or its acceptable alternative, @rfdthe response was incorrect. Self-
repairs, dialect forms of the target-verb and phagioal errors in which the target word
was clearly recognizable were scored as correctaBgc paraphasias, circumlocutions
and latencies longer than 5 sec were scored assehnothe case of multiple responses
for a single item, the first was considered. Theiimam score was 15/15. In the second
task, participants were requested to name the ds fiom photographs presented, one
at a time, on a computer screen. The same scoritggi@ were applied as for action
naming.

Verb and noun comprehension task&/o separate word-picture matching tasks,
one involving the 15 verbs and one the 15 noung weed to assess participants’ word
comprehension. A verb (or noun) was spoken alouthbyexperimenter in each trial,

while three color photographs (the target and twstractors) appeared on the computer

2 Inter-rater reliability was computed using the comlance correlation coefficient (Lin, 2000) for
assessment of concordance in continuous data, asedescores obtained by patients in each of the tw
tasks (imitation and tool-use). Correlation coedfit was 0.97 between rater 1 and rater 2, 0.9¥dmst
rater 2 and rater 3, and 0.98 between rater 1ated 3.
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screen, with their relative position (left, centeight of the screen) being pseudo-
randomly counterbalanced. In each matching taskiicgmnts had to indicate the

photograph depicting the spoken item. One pointagssgned for correct responses and
0 when the participant pointed at either distractdre maximum score was 15/15 for

each task.

2.3. Statistical analyses
2.3.1. Behavioral analysis

Group level.The data entered in this analysis correspondedheoirtdividual
percentage of correct responses in each experimeatalition. As patients’ and
controls’ data in the six experimental conditiorsre/not normally distributed (Shapiro-
Wilk's W-test, ps >.05), the non-parametric Wilcoxon test and Mavimtney-U-test
were used to compare performances within and aguasgs (patients and controls),
respectively. To measure the strength of assoaidtgtween performances at group
level, Spearman’s correlations were computed betwaaitation, naming and
comprehension of pantomimes, and between use, gaamd comprehension of tools.
Separate Spearman’s correlations were computedebataction and tool naming and
between action-verb and tool-noun comprehension.

Single-casesThe Revised Standardized Difference Test (RSDTwénal &
Garthwaite, 2006) was used to detect dissociatiasiag the software released with the
article by Crawford and Garthwaite (2005). The daling comparisons between
patients’ scores on different tasks involving thens stimuli: 1) action imitation versus
action naming; 2) action imitation versus actiombveomprehension; 3) tool-use versus

tool naming; 4) tool-use versus tool-noun comprefmn The software providesta
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score for each individual performance in the painjch estimates the abnormality of
the individual’'s score (defined as the percentagihe population that would obtain a
lower score), and 95% confidence limits on thiscpatage. In addition, based on the
significance values of thiescores and taking into account the correlatiohiwitontrols
across the two tasks, the RSDT determines whetbiempal difference between the
two scores reflects classical dissociation (congbaoecontrols, the patient is impaired
on task A but not on task B) or strong dissociafibie patient is impaired on both tasks
relative to controls, but task A is more impairéar task B), according to Shallice’
criteria (1988) revised in Crawford et al. (200Bpth types of dissociation provide
evidence that two functions are independent andaelseparate neural substrates. The
same inferential method was applied to test passlisisociations between action versus

tool naming, and between action-verb versus tooknmmprehension.

2.3.2. Lesion analysis

A neuroradiologist, uninformed of the experimentgjpotheses, mapped the
lesioned areas on the computerized tomography (CThagnetic resonance imaging
(MRI) scans for all patients but three (MB, SA a@&), onto a normalized MNI
template (www.bic.mni.mcgill.ca/cgi/icbm_view) ugin MRIcro
(http://'www.mricro.com; Rorden & Brett, 2000). Lenilocation in each patient was
identified using the Automated Anatomical Labellintap (Tzourio-Mazoyer et al.,
2002) provided by the software, and referring ® Buvernoy atlas (1991) (see Table
3). The following lesion analysis was performedhwiite same software, based on the
logic of subtraction proposed by Rorden and Karné2B04). This method is

particularly suited for visualizing evident anateali changes like those that typically
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follow strokes, even in relatively small sampleesiGiven the limited sample size, the
following analyses were run with the objective toypde a description of regions that
were damaged in all patients with impairment inieig task (task-specific regions),
and regions that were possibly implicated in bo#rbal and nonverbal functions
(shared regions).

Firstly, | overlaid all patients’ lesions to ensuinat those regions that are held to
be crucially involved in our experimental tasks evactually affected in our sample. To
show what region was specifically associated wéficit in each of the 6 tasks, lesions
of all patients impaired in a given task (accordingthe Crawford’'s t scores) were
overlaid, revealing the lesion site common to atignts in the group (i.e., lesion
intersection). From the resulting lesion densitgtql | subtracted the lesion sites of
patients who were not impaired in the same tasks $habtraction analysis, whereby
lesions of patients with injuries in the same h@inése and comparable
neurological/neuropsychological characteristics without the impairment of interest,
are subtracted from lesions of patients with thpamment of interest, is based on the
assumption that regions unrelated to the disordenterest reflect vulnerability to
injury (e.g. due to their vasculature or suscelitybio sheer and impact) and, therefore,
tend to be equally damaged in patients with differgymptoms (Rorden & Karnath,
2004). As subtractions were performed between groofpdifferent sizes, relative
percentages rather than absolute values were U$edautomatic three-dimensional
renderings of the subtraction analysis showed nsgithat were most frequently
damaged in one group of patients, and typicallyegba patients without that deficit.

Then, in order to investigate what region was pmgsnvolved in both action

performance and comprehension, lesions of group miéxis deficit were compared
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against lesions of group with comprehension defiditis comparison assessed directly
the embodied hypothesis that action-word comprebenglies on the same substrates
for motor production. Two separate comparisons \peréormed, one contrasting group
with imitative deficit against group with actionfiecomprehension deficit, and the
other contrasting group with tool-use deficit againgroup with tool-noun
comprehension deficit. In each comparison, regiassociated with both deficits
resulted from the overlay of all patients with eitldeficit (lesion intersection), from
which lesions of patients with no deficit in eithask were subtracted. In this manner, |
could clean off damaged regions with no speciffea on either task, while preserving
those regions associated with both tasks. Lesites giesulting from each of the
described comparisons were identified using theosatted Anatomical Labelling map
(Tzourio-Mazoyer et al., 2002) and verifying itstput referring to the Duvernoy atlas

(1991).
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Table 3. Description of lesion for all patients. Numbersigade Brodmann Areas.

Cerebral regions affected by the lesion BA invdlire the lesion

BB precentral gyrus, inferior frontal gyrus, insutesal ganglia 4, 6, 22, 38, 42, 43 ,44, 47
(putamen and caudate), superior temporal gyri entporal
pole.

BS middle and superior temporal gyri, middle odeipgyri. 19, 20, 21, 22, 41, 42

CF*  small portions of precentral and postecentsai, golandic
operculum, subcortical white matter.

CG middle and inferior frontal gyri, rolandic opahem, insula, 2, 3,19, 21, 22, 37, 39, 40, 41, 42

supramarginal and angular gyri, superior, middled an
transverse temporal gyri, middle occipital gyrus.

DC small portion of inferior frontal gyrus, precemdt and 2, 3,4, 6, 43,44
postcentral gyri.

DBM middle and superior temporal gyri. 20, 21, 22,41, 42

IN rolandic operculum, insula, postcentral gyrusferior 1, 2, 3, 7, 19, 21, 22, 37, 39, 40,

parietal lobule, supramarginal and angular gyripesior,
middle and transverse temporal gyri, superior anddla
occipital gyri.

MB*  basal ganglia

41, 42, 43

NP insula, basal ganglia (caudate, putamen, patjdu
SA*  periventricular hypodensity

SN inferior frontal gyrus, rolandic operculum, itesu 6, 20, 21, 22, 38, 42, 43
postcentral gyrus, temporal and transverse tempgysl
temporal pole, basal ganglia (caudate, putameligpat).

UL insula, basal ganglia (caudate, putamen, patilduhalamus

The location of the lesions was identified using thutomated Anatomical Labelling map (Tzourio-
Mazoyer et al., 2002), and with reference to thha&sadf Duvernoy (1991). * patients with no MRI of C

scan available: for these patients, the lesiornvedte defined with reference to the medical exhibit.
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2.4. Results
2.4.1.Group-level performance

Figure 1 shows the results of both groups in &lgkperimental tasks.

Controls. Controls were better at naming tools than actioasd at
comprehending tool nouns than action verbs (botHcd¥on: p = .02). Their
performance on naming and praxis tasks did notedifps > .05). Action-verb
comprehension was better than imitation (Wilcoxgn:= .03) and tool-noun
comprehension tended to be better than tool-us&e@®in: p = .06). Overall, controls
performed better on nouns than verbs, and on vadlnaun comprehension relative to
praxis tasks involving the corresponding actions taols.

The difference between performance on nouns anbsver consistent with
evidence for a stable and significant noun advantadpich holds for normal children,
older people and aphasic patients (DeBleser & Kakesc2003; but see below). The
performance difference between comprehension aadspomay merely indicate that the

former task was less difficult than the latter.

Patients. Mann-Whitneyt-Tests showed that, as a group and compared to
controls, patients were impaired in imitatign< .01), tool-use = .02), and in action
(p =.0001) and tool naming & .0001). They did not differ from controls in axtiverb
and tool-noun comprehensiop ¢ .1). Comparing patients’ performance across the
three tasks involving action-stimuli (imitation,t@n naming and comprehension) with
Wilcoxon tests, they resulted similarly impairedimaitating and naming actiong €

.15). Comprehension was better than nampg (.003) and imitation, although the
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latter difference did not reach significange=.08). Considering the performance with
tool-stimuli, naming resulted more impaired thaaltoese p = .03) and tool-noun
comprehensionp(= .003), while performance on these two tasks diddiffer (p = .2).
Therefore, patients showed a prominent impairmennaming with no difference
between action- and tool-stimulp (= .34), and in praxis, imitation being more
compromised than tool-use € .03). This is as expected because apraxic andsaph
symptoms are most common following left-side injuBomprehension of verbs and
nouns was relatively preserved, at group-levelhwib difference between action verbs

and tool nounsp(= .15).

D Action-stimuli @ Tool-stimuli

% correct reeponees

Patients Controls

Figure 1. Performance (percentage of correct responses) thf droups (patients and controls) in the
three types of tasks (motor production, namingwodd comprehension) triggered by action-stimuli and
tool-stimuli. Relative to controls, patients weignificantly impaired on naming (no difference betmn
action and tool naming) and motor production tgstsl-use better than imitation). Vertical bars oen

the standard error of the mean.
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While overall performance on action naming coredatith both imitation
(N=12, Spearman R=.5%=.04) and action-verb comprehensioN={2, Spearman
R=.67, p = .01), performance on imitation and action-verbmpeehension did not
(N=12, Spearman R=.43, = .17) (Table 4). The same analysis performed sRksta
involving tool-stimuli revealed only a significanbrrelation between naming and noun
comprehension N=12, Spearman R=.72p = .008) (see Table 4). Significant
correlations were found between action and toolingniN=12, Spearman R=.89,=
.0008), but not between action-verb and tool-noammrehensionN=12, Spearman

R=.42,p=.17).

Table 4. Results of Spearman’s correlation analyses cordpatethe raw scores of

tasks involving pantomimes of tool-use and tools.

Tasks with pantomimes of tool-us Tasks withgool
Naming Comprehension Naming Comprehension
Spear. R N Spear. R N Spear. R N Spear. R N
Imitation  .59* 12 42 12 Tool-use .40 12 .19 12
Naming 67 12 Naming 2% 12

*Correlation is significant at the .05 level. **Gelation is significant at the .001 level.
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2.4.2. Single-case performance
Table 5 provides a summary of patients’ perforneaacross all experimental

tasks.

Performance on action stimuli

Imitation versus action namingFigure 2). Six patients showed a poorer
performance on action naming relative to imitatitbree (CG, MB, UL) showed a
classical dissociation as, compared with contrtiey performed pathologically on
naming but normally on imitation; the remainingag@rBB, IN, SN) exhibited a strong
dissociation, with both performances being worsatbontrols but naming being more
impaired than imitation. One patient (NP) showeel tiversed (classical) dissociation,
in that she was impaired on imitation but not omimey. Of the remaining five patients,
one (SA) was more impaired on imitation than namibgt this difference did not
approach significance, while the other four pasguerformed within the normal range
on both action naming and imitation.

Imitation versus action-verb comprehens(gigure 2). Three patients exhibited
a significantly worse performance on imitation tr@mprehension. In particular, two
of them (IN, NP) showed a classical dissociatio tleir comprehension was within
normal range, and one patient (SA) showed a stdisspciation, as her comprehension
was also impaired, but significantly less than atan. On the contrary, two patients
resulted more impaired in action-verb comprehengiglative to imitation, one of them
(CG) exhibiting a classical dissociation (i.e., mal ability to imitate), and the other
one (BB) exhibiting a strong dissociation. Of themaining seven patients, six

performed normally on both imitation and compreh@msasks; one (SN) was impaired
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in imitation but the performance difference betweabe two tasks did not reach
significance.

Thus, when comprehension was tested through watdsei matching task,
which did not entail phonological-retrieval and sge production ability, a greater
imitative deficit, relative to word comprehensidmgcame evident in three patients,

while the comprehension deficit suggested by nami@adormance was confirmed in

two patients.

Performance on tool-stimuli

Tool-use versus tool naminffFigure 3). Seven patients showed a single
dissociation between the ability to use and thdéitalio name tools. Specifically, five
patients (CG, DBM, BS, CF, SN) showed a classitaatiation with impaired haming
but normal tool use, while two patients (BB and Idhowed a strong dissociation,
performing poorly on both tasks, with naming bewgrse than tool use. In contrast,
although patient NP was more impaired in tool usantnaming, the performance
difference did not approach significance. Of theaing four patients, three showed
no significant difference across tasks (althougmmared to controls their performance
on naming was impaired, it did not differ signifintly from tool use, which was within
the normal range), and one (DC) performed norn@ilypoth tasks.

Tool-use versus tool-noun comprehens{éigure 3) While | failed to find a
double dissociation between tool use and namingll gstients resulted more impaired
in naming, the word-picture matching task was rémgaof patients’ performances,
which were poorer on tool use relative to comprseimn In particular, NP and IN

showed a classical dissociation, with impaired ¥ and normal tool-noun
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comprehension. The reversed dissociation was slhgwwo patients, of whom CG was
impaired in tool-noun comprehension with a normhlility to use tools (classical
dissociation), and BB was impaired in both taski$hh womprehension being worse than
tool use (strong dissociation). The performancéefremaining eight patients on both
tasks was comparable with that of controls.

The word-picture matching task revealed that, ef $bven patients who were
impaired in tool naming (as compared to use), amliyvo patients comprehension was
actually worse than use. Two other patients shaweapposite pattern of performance,

resulting in a double dissociation between toolarsg tool-noun comprehension.

Language performance

Action naming versus tool namirfgigure 4) Six patients were more impaired
on tool naming relative to action naming: threettidm (BS, DBM, NP) revealed a
classical dissociation (normal performance on actiaming), and the remaining three
(BB, CG, IN) exhibited a strong dissociationNo patient showed the opposite
dissociation. Of the remaining six patients, BB,, 8N and UL were equally and
severely impaired in both tasks; CF and MB were anionpaired in tool naming,
relative to controls, but this performance did difter significantly from that on action
naming; finally, DC performed within the normal ggnon both tasks.

Action-verb comprehension versus tool-noun compraba (Figure 4) Double
dissociation was found when word comprehension teated with the word-picture

matching task. Indeed, while patients BB and CGlatdd a strong dissociation, with

% It should be noticed that patients BB and CG'dqretances on both action and tool naming were very
extreme (near floor). In this cases, even thoughRBDT showed a significant difference between the
two tasks (i.e. dissociation), the results sho@drbated with caution (see Laws et al., 2004).
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noun comprehension worse than verb comprehensioh, was impaired at
comprehending action verbs, with normal tool-nowmprehension. All remaining
patients performed normally with both word-classes.

Thus, only in patients BB and CG, impairment inltoaming and in the
comprehension task could be due to brain damagetadff tool-noun representations
more than action-verb representations; one pafi#h), who was dramatically impaired
in naming both types of stimuli, showed a major dgento noun, relative to verb

representations, in the comprehension task.

Age of acquisition (AoA) effect on actions and toaiming.| tested whether
AoA of words affected noun and verb retrieval diffietially. The AoA of a word is
thought to determine the way in which the informatis stored and accessed in the
brain; therefore, it has been suggested that tmigbie affects differently, word classes
for which segregated substrates are predicted @hhgk, Lewis, & Brysbaert, 2004).
The effect of AoA results in a better performanceearly-acquired than later-acquired
words, this being more reliable in naming, than dcomprehension performance
(Morrison, Ellis, & Quinlan, 1992). Naming abiligiso reveals that words learned at
late childhood are typically more vulnerable toslas elderly subjects and patients with
neurological conditions (Morrison, Hirsh, & Duggaé03). | tested whether the AoA
had a different impact on nouns and verbs usingseas correlations between the
mean Ao0A of nouns and verbs, as assessed in ihg stidy (see “Materials” section),
and the mean percentage of patients’ correct regsoim naming for the same items.
Overall, AoA correlated with the patients’ ability name itemsN=30,r=-.43,p = .01):

earlier-acquired words were named more accurately were more resistant to the
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deficit - than words acquired at a later age. H@vewhen correlations were carried out

separately for nouns and verbs, performance owractaming did not correlate with

AoA (N=15,r=-.35,p = .2), whereas there was a significant correlabetween AoA

and tool namingN=15,r=-.5719,p = .02).

Tableb5. Individual performance of all patients across aperimental tasks.

Action-stimuli Tool-stimuli

Imitation Naming Comprehensior Tool-use Naming @orhension
Case %corr tscore %corr tscore %corr tsc @corr tscore %corr tscore % corr  tscore
BB 56.67 -3.63 0 -11.77  46.67 -7.24 7333 417 0 -2431 60 -10.72
BS 86.67 -0.42 93.33 -0.09 100 0.7¢ 100 0.72 86.672.82 100 0.32
CF 90 -0.06 86.67 -0.93 93.33 -0.2: 100 0.72 86.672.82 100 0.32
CG 80 -1.13 0 -11.77 66.67 -4.24 100 0.72 0 -24.31 46.67  -14.40
DBM 90 -0.06 86.67 -0.93 100 0.76 93.33 -0.50 46.67-12.73 93.33 -1.51
DC 96.67 -0.65 93.33 -0.09 86.67 -1.2 93.33 -0.50100 0.48 100 0.33
IN 40 -5.42 26.67 -843 93.33 -0.23 40 -10.28 33.33 -16.04 100 0.33
MB 100 1.00 73.33 -2.59 100 0.76 86.67 -1.72 86.67 -2.82 100 0.33
NP 60 -3.28 86.67 -0.93 100 0.76 66.67 -5.39 80 -4.47 100 0.33
SA 40 -5.42 60 -4.25 80 -2.24 86.67 -1.72 80 -4.47 100 0.33
SN 73.33 -1.85 46.67  -5.93 86.67 -1.21 86.67 -1.72 73.33 -6.12 100 0.33
UL 76.67 -1.50 60 -4.25 86.67 -1.21 86.67 -1.72 80 -4.47 100 0.33

Note Patients are sorted alphabetically by their afsti Numbers in bold denote t-scores (Crawford &
Garthwaite, 2002) significantly below the contraiséan.
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2 Imitation @ Action Naming
24
22 4
-20 A4
-18
-16 4
A4 4

12 4
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BB** BS CF cG* DBM DC IN** mB* NP* SA SN uL*

Imitation B Action-verb comprehension
24

t scores
)

BB** BS CF CG* DBM DC IN* MB NP*  SA™** SN uL

Figure 2. Upper part: patients’ performance on action imitativersus action naming. Lower part:
patients’ performance on action imitation versusiomeverb comprehension. Patients are shown in
alphabetic order. Besides patients’ initials: *maties classical dissociation, **indicates strong
dissociationCrawford & Garthwaite’s RTSp < .05). On the top of the columriéndicates dissociation
with better performance on imitation than on wotidisli; ~ indicates dissociation with better

performance on word-stimuli than on imitation.

58



26 - Tool use W Tool naming

* *

24 |
22 4
=20 4
-18 A *
-16 -
14 | *
10 |

8 | "
6 4

4 *

0 ! 1 | 1 | S 1 1 1 I ]

BB*™*  BS* CF* CG* DBM* DC IN** MB NP SA SN* uL

t scores
i
S
?

58 Tool use B Tool-noun comprehension

24
22

t scores

BB** BS CF CG* DBM DC IN* MB NP* SA SN uL

Figure 3. Upper part: patients’ performance on tool use \@rol naming. Lower part: patients’
performance on tool use versus tool-noun comprétenBatients are shown in alphabetic order. Bsside
patients’ initials: *indicates classical dissoamtj **indicates strong dissociatiofCrawford &
Garthwaite’s RTSDp < .05). On the top of the columriéndicates dissociation with better performance
on tool use than on word-stimuli; ~ indicates disation with better performance on word-stimulirtha
on tool use.
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Figure 4. Upper part: patients’ performance on action vertusd naming. Lower part: patients’
performance on action-verb versus tool-noun comgmsion. Patients are shown in alphabetic order.
Besides patients’ initials: *indicates classicadgdiciation, **indicates strong dissociati@@rawford &
Garthwaite’s RTSDp < .05). On the top of the columriéndicates dissociation with better performance

on action-verbs than on tool-nouns; ~ indicatesatimtion with better performance on tool-nounsitha
on action-verbs.
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2.4.3. Lesion results

The lesion overlay of the 9 patients, for whom & or MRI scan was
available, covered the classic perisylvian langyarg@eessing regions and the
frontoparietal network sustaining sensorimotor fiows (see Figure 5A; refer also to
Table 3, where regions damaged in each patient liated). In the following
comparisons, patient NP, who had a prominent iregaiin imitation and tool-use, was
not included, as she had only subcortical lesioguiie 5B). Although her performance
was highly informative with respect to our hypoikesncluding this patient in the
groups with similar impairments would have “maskédé cortical regions that were
affected in the remaining individuals. Indeed, thiersection plot only shows regions

that are commonly affected in all patients in augro

A) Lesioned regions in all patients

B) Subcortical lesion of patient NP

s @m&\
%wx Y&

Figure 5. A) The lesion overlay including all 9 left-damagedigatis for whom CT or MRI scan was

available.B) NP’s CT scan showing the lesion affecting the leimisphere insula, basal ganglia,
thalamus and surrounding white matter. Coordinafabe transverse sections are given. As customary,

the neuroimage is reversed, the right hemisphesa the left side of the picture.
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Damaged regions in processing action-stin{é#igure 6) Lesion overlay of all
patients with imitative deficit (BB, IN, SN), afteaubtraction of damaged areas in the
remaining patients with no imitative deficit, shaléhat imitation was specifically
associated with insular cortex and postcentral §yxtending to the opercular region
(OP) of the parietal lobe. The lesion site assediatvith deficit in action-verb
comprehension (impaired: BB, CG), after subtractegjons of non-impaired patients,
resulted centred in the insular cortex, pars oparisuand, marginally, pars triangularis
of the inferior frontal gyrus (IFG), superior tenmpbpole (TP) and a small portion of
superior temporal gyrus (STG). The intersectionyaminvolving patients with action-
naming deficit (BB, CG, IN, SN, UL), after subtreng lesions of non-impaired
patients, revealed no mutually shared coordindtbis result suggests that, as it could
be expected, the naming deficit of our patientalted from damage to different
processes (from motor to semantic), and thereforalitferent brain regions. The
contrast between lesion sites associated with itkefio imitation and action-verb
comprehension confirmed the above task-specificonsg In addition, it showed that
regions associated to both deficits overlappet@iennsula and the posterior part of PO.

Damaged regions in processing tool-stim{Higure 7) The lesion overlay of
patients with tool-use impairment (BB, IN), aftarbsraction of the remaining non-
impaired patients, was centred in postcentral gywxiending to the supramarginal
gyrus (SMG). Lesion site specifically associatethwool-noun comprehension deficit
of patients BB and CG (after subtraction of non-&ngd patients) involved the insular
cortex, pars opercularis of IFG, extending to tdmeent part triangularis, and superior
TP, extending marginally to STG. Again, the samalysis applied to patients with

action-naming deficit (BB, BS, CG, DBM, SN) revedleno mutually shared
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coordinates. The contrast between lesion sitesceged with deficits in tool use and in
tool-noun comprehension confirmed the above taskifp regions, and showed that

regions associated to both deficits overlappetieénrisular cortex and OP.

A) Deficit in action imitation (patients BB, IN, SN)

Imitation

Comprehension

Figure 6. (A) Lesion overlay of three patients with imitation maoimpaired than action-word
comprehensiorfB) Lesion overlay of two patients with action-wordhgarehension more impaired than
imitation. The number of overlapping lesions isslirated by a colour coding increasing frequenfc@s
violet (n=1) to red (indicating the maximum numhsérsubjects in each group) colo§€) Damaged
regions specifically associated with imitative dfi after subtraction from non-impaired patierdse
shown in yellow color. Damaged regions associat@th deficit in action-verb comprehension, after
subtraction from non-impaired patients, are shawinght-blue colorD) Intersection of damaged regions
implicated in imitation and action-verb comprehensiOnly those regions in which the percentage of
overlapping lesions for a specific group of sulge@tfter subtraction from the other groups) was%.00

are shown. Coordinates of the transverse sectiotie drain are given.
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Tool use

Comprehension

Figure7. (A) Lesion overlay of three patients with tool use enionpaired than tool-noun comprehension
(B) Lesion overlay of two patients with tool-noun cawlpension more impaired than tool use. The
number of overlapping lesions is illustrated byfeliént colours coding increasing frequencies fraohet
(n=1) to red (n=2) colour{C) Damaged regions specifically associated with defictool use, after
subtraction from non-impaired patients, are showryéllow color. Damaged regions associated with
deficit in tool-noun comprehension, after subtmaetirom non-impaired patients, are shown in lighteb
color. D) Intersection of damaged regions implicated in tosé and tool-noun comprehension. Only
those regions in which the percentage of overlappasions for a specific group of subjects (after

subtraction from the other groups) was 100% argvah@oordinates of the transverse sections arengive
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2.5. Discussion

In this chapter | tested the hypothesis that th&omcproduction system is
causally involved in the comprehension of wordsiteel to action. One explanation of
the conflicting neuropsychological and neuroimagewdence about the relationship
between action and language systems suggesthéhaktent to which the two systems
overlap is a function of i) the perceptual and &ptaal similarity between verbal and
nonverbal stimuli employed in linguistic and nowglinistic tasks, and ii) the temporal
similarity of the development of skills underlyingose tasks (Bates & Dick, 2002;
Saygin et al., 2004).

Here, | showed that, although linguistic and naguiistic (motor) deficits in left-
damaged patients may correlate, single-patientsfoppances on motor and word
comprehension abilities double dissociated, eveanidentical action-related stimuli
were used in tasks with comparable developmengaestl will start by discussing
patients’ performance on linguistic and non-lingigisasks involving actions and tools,

and | will then consider their linguistic perfornt@on action verbs versus tool-nouns.

2.5.1. Linguistic and non-linguistic abilities

The analysis of the patients’ performance at gran@ at single-case level on
action imitation and linguistic tasks with verbsafmng and comprehension) produced
different results. Although at group-level a pogtisignificant correlation between
action naming and imitation seems to support thguraent that action-word
representations are related to representationmébor performance (Gallese & Lakoff,
2005), the single-case analysis revealed the liofita logic based on correlations. A

number of patients were, in effect, impaired on imgmactions but relatively
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unimpaired when imitating them, while one patiehbwed the opposite pattern,
suggesting that word representations can be delugspite preserved imitation, and
vice versa

On the other hand, action imitation and comprelmenslid not correlate at
group-level but if | increased the sample size thre number of observations, this
correlation could become significant, as reportedotievious studies (see Buxbaum,
Kyle, & Menon, 2005; Negri et al., 2007). Howeveihen performance of individual
patients was considered, comprehension and imitadimuble dissociated suggesting
that the ability to comprehend action-verbs camliseupted in the absence of deficit in
producing the corresponding motor program, anmck versa While it cannot be
established unequivocally why two functions do -dor not - correlate (as any third
factor or, merely, the lack of statistical poweancexplain it), the observed double
dissociation provides a solid basis for inferrirtzatt they are served by distinct
substrates. Individual patients’ performances eingié the embodied view of language:
the basic ability to translate a visual input itanotor output required for imitation,
does not seem necessary for the comprehensionled treat denote the same motor act.

When | analyzed the relationship between the ghitituse tools and the lexical-
semantic processing of tool-nouns, at group ldvielund that tool use did not correlate
with either tool naming or tool-noun comprehensifs. observed above, the lack of
correlation may reflect, in the first place, theitled power of our analysis, due to a
small-sized sample of participants or stimuli. Hoe® previous studies involving
larger samples suggest that, although tool uset@widrecognition can correlate (e.g.
Negri et al., 2007), this is not universal (see séeset al., 2007). The lack of

correlation, in our study, is rather in keepinghnatouble dissociation between the use
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of tools and the ability to comprehend their nowisserved at individual level. Overall,
our findings agree with studies that describedcsete deficits affecting one of these
abilities at a time (De Renzi & Lucchelli, 1988; ¢gieet al., 2007; Rosci et al., 2003;
Rumiati et al., 2001). Hence, the ability to useldodoes not seem necessary for
successfully comprehending their nouns.

The lack of double dissociation between verbal andtor tasks, when
comprehension was tested with a naming task, doeaeaken this conclusion. In fact,
naming deficit does not necessarily reflect dantageord (semantic) representations.
Based on the overall performance of patients obaleiasks, we can safely conclude
that the naming deficit was genuinely determinedtsgmantic breakdown only in two
patients. In contrast, the naming disability of temaining five patients could be due to
a failure occurring at other stages of the procgsssuch as the lexical-phonological
retrieval of a specific entry that did not abolisemantic activation required for
performing the word-picture matching task (see Hemt al., 1997). Notice that this
independence of naming from word recognition, whilalso predicted by influential
models of language (Morton & Patterson, 1980; Sddeg & McClelland, 1989), does
not mean that a close relationship does not eristden them. Indeed, both functions,
tap the same representations, as confirmed byghedorrelation | found in the group-
level analysis, between action naming and actiab-gemprehension, and between tool

naming and tool-noun comprehension.

2.5.2. Tool-nouns and action-verbs

Although performances on action-verbs and toolrsogorrelated at group-

level, they dissociated at the level of individuphtients. When action-word
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representations were assessed with naming tasle ffiatients named actions
significantly better than tools, while none of {hatients showed the opposite pattern of
performance. However, double dissociation betweetiomverb and tool-noun
representations emerged when they were assesdetheitvord-picture matching task,
which is more reliable than naming in assessingprehension. In the light of the
double dissociation between action-verbs and toailas, | conclude that the semantic
(motor) content of words is not sufficient — or da®t constitute the only principle - for
determining their organizationin the brain. In lwéh previous neuropsychological and
imaging studies (see Shapiro & Caramazza, 2008)dissociation between verbs and
nouns reported here maintains that word represensaare (also) organized by word-
form class, even when they share relevant semfmatiares.

Notice that, in the comprehension task, seeingcstatotographs, instead of
video-clips, might have made the recognition of dingoing action more difficult than
the recognition of a tool. Luckily, having observaddouble dissociation makes this
event unlikely (e.g., Shallice, 1988). Moreover thithin-patient difference between
accuracy rates in the two comprehension tasks athsmrequivalent in the two patients
with noun-verb dissociation, so that one task caibeosaid significantly more difficult
than the other.

The segregation between the two word-classes is saigpported by the
significant AoA effect on tool naming (noun retraybut not on action naming (verb
retrieval). The AoA is held to affect differentlyonds that belong to different classes,

and are presumably represented in different bratwarks (Ghyselinck et al., 20d4)

“ Note that AoA can also affect verb retrieval (Golw & Burani, 2002; Morrisoet al, 2003),
depending on the aspects of word processing tappedyiven task (see Boulenger et al., 2007).
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Although the lack of correlation between AoA anti@tnaming can merely reflect the
lack of power in this analysis, our results fulplicated those of Boulenger, Décoppet,
Roy, Paulignan, and Nazir (2007), in a rating stodynormal participants, involving
similar stimuli (actions and concrete objects), $hene task (naming), but a much larger
number of observations, relative to our study.

| cannot exclude that action-verbs and tool-nolmesessemantic features. As the
task | used to test comprehension (matching a weits corresponding action or tool)
did not tap all aspects of action knowledge assediavith a word (e.g., function,
context), it remains possible that, under differsk conditions, semantic similarities
between word classes may become evident and #@esentations, closely interactive
(and overlapping).

One final consideration concerns the numerical rdprtion of patients with
verb superiority, relative to those with noun sugdy, in the naming task. This
observation is contrary to the distribution of watdss effect in aphasics, which is
predominantly in favor of nouns (e.g., DeBleser &uschke, 2003 | suggest that the
apparent discrepancy between our results and tkepseted in literature depends on the
fact that the inferential method | used to tessaltsation in single-patients, takes into
account controls’ means, standard deviations amtelation between the same two
tasks, while other methods (i.e-scores and within-patienf) that are often used to test
dissociations do not. Laws and colleagues (2006yveld that the higher incidence of
deficits in processing living, relative to nonlignitems, did not hold when they
employed the inferential method to compare a patetn controls, like in the RSDT.
Indeed, as in their analysis controls also performeorse with living than with

nonliving things, a patient's poor performance dming things resulted non-
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significantly worse or, paradoxically, less sevidran performance on nonliving things,
even when the row data show the opposite (Laws5;208ws et al., 2005). This seems
to be the case of our study, where controls peddrimetter on tool nhaming=98 +
3.9) that on action naming1E94 + 7.7). Therefore, along with Laws and collesgju
our results maintain that the use of inferentiathnds for dissociation, which do not
take into account controls’ performance, might haxaggerated the number of verb

deficits, or underestimated the incidence of noeiicds in previous studies.

2.5.3. Linguistic and nonlinguistic action-relategechanisms
Task-specific regions

Action imitation.In our study, deficit in action imitation was asisted with
lesion in the insula, the postcentral gyrus houshmeg primary somatosensory cortex
(SI), and extended to OP that forms the lower nmagji the inferior parietal gyrus
(IPG). The affected portion of OP fairly corresperd the secondary somatosensory
cortex (Sll, Eickhoff et al., 2006; 2007) considtgrwith frequent observations of
imitative deficit following damage to parietal regs (De Renzi & Faglioni, 1999;
Rumiati, Papeo, & Corradi-Dell’Acqua, 2010, for eview). The left parietal regions
had been found to be critically involved in exengthand configuration (Goldenberg &
Hagmann, 1997). In particular, left SI and Sl thhbld somatotopic body
representations may provide knowledge of one’s baay structure to transforms the
perceived action into one’s own action, and songatssry feedback to allocate the
hand in the near-body space (e.g., Goldenberg, ;1889msdorfer, Goldenberg,
Wachsmuth, et al., 2001; Tanaka & Inui, 2002). @sestly with neuropsychological

observations, imaging studies reported postcerdcdivation in the processing of
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referring to knowledge of one’s own body during oraind conceptual tasks (Ruby &
Decety, 2001; 2003), and SlI activation in the el of hand position relative to
one’s own body (Corradi-Dell’Acqua, Tomasino & Fjr009).

A study on 44 apraxic linked the left insula tdicéin finger posture imitation,
(Goldenberg & Karnath, 2006), and fMRI studies agged insular activation witthe
encoding of body schen{€haminade, Meltzoff, Decety, 2005; Corradi-Dell’Ay et
al., 2009), or, as part of limbic system, with thecessing of the social/empathic
component of imitation (Carr et al., 2003). Givée treciprocal connections of insula
with many cortical (prefrontal, premotor, pariedald temporal) and subcortical (limbic)
structures, it is difficult, at present, to establivhat its specific functional contribution
to imitation is.

Action-verb comprehensionin our patients, comprehension deficit was
associated with lesion in the IFG and STG, which @assic components of the
perisylvian-language network, in the superior T an the insula. The role of the pars
opercularis and triangularis of the IFG (Broca’'e&rin verb processing is largely
documented in neuropsychological (Caramazza & $illi991; Damasio & Tranel,
1993; Daniele et al., 1994; McCarthy & Warringtdr§85; Miceli et al., 1988) and
imaging studies (Kellenbach, Wijers, Hovius, Muld&rMulder, 2002; Shapiro et al.,
2005). However, due to its involvement in a widega of linguistic and non-linguistic
tasks (Bookheimer, 2003; Fink et al., 2006; Friemlef002), recent neurobiological
models of language assign the Broca’s area an gxedike function in controlling the
retrieval and binding together, into a coherentraleepresentation, lexical and non-
linguistic information associated with a word, ceygd from posterior regions (e.g.,

Fiez, 1999; Hagoort, 2005; Thompson-Schill et397)
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STG that was marginally encompassed by lesiomagher typical correlate of
comprehension (e.g., Chao, Haxby, & Martin, 199%derici, Rischemeyer, Hahne &
Fiebach, 2003; Scott & Johnsrude, 2003; VandenlegerdPrice, Wise, Josephs,
Frackowiak, 1996). Although traditional neurolodio@odels do not posit a role of TP,
our findings go along with clinical studies on semn@ dementia (see Jefferies &
Lambon Ralph, 2006), and TMS studies on healthyigiaants (e.g., Lambon Ralph,
Pobric & Jefferies, 2009), suggesting that thisaeds one crucial substrate within the
neural network for conceptual knowledge. The ineahent of TPs is held to be
bilaterally, but evidence suggests that the laless specialized for verbal modality
(Lambon Ralph et al., 2001). Finally, while leftsidar lesions often elicit speech
production deficit (Dronkers, 1996; Shuren, 1993)ging studies have also linked this
region to the semantic processing of words (FriegdRliischemeyer, Hahne & Fiebach,
2003; Mummery et al., 1999). Mummery et al. (1998)pothesized that insular
activation reflects automatic aspects of semamticgssing; however, its precise role in
word comprehension, as well as in speech produ¢tiea Hillis et al., 2004) remains
unclear.

Tool use.Lesions of patients with tool-use impairment - & leymptom of
ideational apraxia - overlapped in a relatively Bmegion centered in postcentral gyrus
and SMG that forms the anterior part of the infeparietal lobule. A wealth of studies
on patients suffering from ideational apraxia ssggethat the capacity for highly
skillful tool use relies on the left inferior patad lobe (e.g., Rothi et al., 1991; Rumiati
et al., 2001). Consistently, imaging studies widalthy subjects related the postcentral
gyrus to execution of visually-guided grasping (eFgey, Vinton, Norlund & Grafton,

2005), and the left SMG to the access of objecteel action schemas during motor
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performance (Binkofski, 1999; Johnson-Frey et200Q5; Rumiati et al., 2004), but also
in non-motor tasks involving tools, such as sentajuiiigments (Canessa et al., 2008;
Kellenbach et al., 2003), naming (Chao & MartinQ@J) or passive perception (Mahon
et al., 2007).

Tool-noun comprehensionRegions implicated in deficit of tool-noun
comprehension were the insular cortex, pars opatisuland, marginally, pars
triangularis of the IFG (Broca’'s area), and supefi®. The fact that these regions
matched those associated with deficit in actiolv@mprehension is not surprising as
the group of patients with impaired action-verb poemension involved the same two
patients (BB, CG) who formed the group with impditeol-noun comprehension. As
discussed above, these lesion sites have beerddatprocesses that abeoadly
involved in comprehension, irrespective of task add content.

However, while the deficit of our patients seerosréflect damage tmon-
specific semantic processing, this does not exclude thstemde of neural systems
dedicated to particular types of knowledge or wolasses. The anatomo-functional
distinction between verbs and nouns, as suggestadany studies (see Shapiro &
Caramazza, 2003), might not have been appreciategl klue to limitations of our
lesion analysis (i.e., small sample size and fullrtap of groups with impaired action-
verb and impaired tool-noun comprehension). Dodidsociation observed in patients’
behavioral implies that the — at least partial dejpendence of verb and noun
representations, even when semantically relatadpre than a possibility.

Shared regions for motor performance and actionevaymprehension
Two regions resulted associated with deficits ahbimitation and action-verb

comprehension: OP and insula. As discussed abloeenvolvement of OP in imitation
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may reflect the encoding of spatial location of diaarm in relation with one’s own
body (schema) (e.g., Corradi-Del’Acqua et al., 200 Notice, however, that the
overlap between imitation- and comprehension-rdlaggions extends more caudally
relative to the portion of OP associated with itmta deficit only. Therefore, other
processes held in different portions of OP contgduto imitation deficit. This
possibility takes into account evidence for foustiglict cytoarchitectonic areas in human
OP, which can be expected to contain separate fEhgsentations, or serve different
functional aspects within the somatosensory sykakhoff et al., 2007).

In word comprehension, the involvement of OP melate to the functional
relevance of the left inferior parietal cortex inderstanding written and spoken words,
as acknowledged for more than a century in clinicakstigation (Dajerine, 1892;
Geshwind, 1965; Hart & Gordon, 1990; Heilman ef #B82; Mesulam, 2008), and
supported by imaging studies (Friederici et alQ@0Price, 1998). OP has also been
linked specifically to auditory processes for spe@erception (Binder et al., 2010;
Hickok & Poeppel, 2000).

OP and its adjacent parietal cortex is part offtbatoparietal circuitry that, in
the embodied conception, is crucial for action genfance (e.g., imitation), as well as
for action comprehension (Rizzolatti, Fogassi & |€s#, 2001). Despite so, | did not
find any apparent involvement of motor and premotartices in action-word
comprehension. This is clearly contrary to the i@rdlaim of embodied hypothesis that
action meanings are encoded in these anterior megoons (see also Hickok, 2009, for

a similar argument). Thus, | have to conclude thatmotor system does not necessarily

® Notice that this specific function of PO is coheraith the predominant proportion of hand/arm Epat
errors (95%) or unrecognizable gestures observedripatients in action production tasks (i.e.atcti
imitation and tool use), relative to semantic @ual errors.
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support this processing. Moreover, while all ourtigggs with imitative and
comprehension deficits had damage to OP, it shbaldeminded that many of them
(i.e., all but BB) had impaired imitation withoubrmprehension deficit, and one of the
two patients with impaired comprehension (CG) hadserved imitation. In other
words, the portion of OP, where networks for imitatand comprehension overlap,
does not seem necessary for either task. Thisnadigen is better accommodated
within the frame of a distributed architecture oimplex functions (Mcintosh, 2000;
Price & Friston, 2002) predicting that, when thiréocalized damage, there may be no
evident cognitive deficit, although the damagedaegnay be part of the network. As
Price and Friston (2002) observed, “[ijmaging canprinciple, identify the set of
regions that are sufficient for a cognitive opematiand the lesion-deficit model
identifies which of these areas are necessary41g8). That is, the involvement of a
given region in a task does not imply that thatiaegs necessary for that task! The
recruitment of OP in several tasks may be one mesteof “one-to-many structure-
function” relationship predicted within the samegpective, whereby a particular area
may be part of different networks depending ontési context (Mcintosh, 2000; Price
& Friston, 2002). Consistently with that, for inst®, OP is activated in disparate
linguistic tasks and irrespective of the word cohtdeaving open a possibility that
distinct neural systems overlap in the same anamegion (Price, 1998).

A similar reasoning applies to the insula thatasruited in surprisingly large
number of tasks, suggesting that there is no omtemiany functions to which insula —
or different portions of insula — contributes, gsaat of different networks.

The same two regions, OP and insular cortex, te$utom the intersection-

analysis between tool use- and tool-noun compretwemslated lesions. OP has been
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independently related both to tool-use ability, aagart the grasp-specific cortical
network to guide hand-object interactive moveméney et al., 2005; Naito & Ehrsson,
2006), and to word comprehension/perception, asudsed above. Likewise, insular
cortex has been linked to both (and many othergtfans. Again, the lesion analysis
combined with the behavioral observations, leadthéoconclusion that networks for
tool-use and tool-noun comprehension may overlagpme anatomical regions, (or the
same regions can be part of the two networks)emains that no evidence in our
findings indicates a critical function of motor % in word comprehension.

One may observe that, in our patients, none of ghexic deficits was
specifically associated with damage to motor arelnmtor areas, but rather resulted
from disruption of posterior (parietal) componeatshe sensorimotor circuitry. Hence,
it can be argued that theterruptionin any point of the circuitry contributes to word-
semantic impairment. This possibility has to beleded on the basis of our patients’
behavior: two patients (IN, SN) with damage to O anpaired imitation could still
comprehend words (denoting the same actions), ahdnp IN who was also impaired
in tool use could still comprehend tool-nouns. I mean to exclude that language
and action are highly interactive systems, espgcicause our comprehension task
(word-picture matching) did not exhaust all aspettaction knowledge associated with
a word. It is plausible that, in other task consesensorimotor regions can gain greater
relevance for achieving comprehension, a possiiihiat well meshes with the notion of
a distributed architecture of cognitive function&hat our results mean is that a
complex cognitive process, such as word comprebensiannot be localized to the
motor cortices, as stated in the strictly embodieew (Rizzolatti et al., 2001;

Pulvermuller & Fadiga, 2010). Moreover, the repadrt®uble dissociations imply that,
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even if one assumes that, not the motor corticesthe whole sensorimotor circuitry
sustains comprehension, this cannot be regarded mscessary component of the
processing.

As last remark, results of lesion analyses dsedisso far must be taken as
descriptive and, possibly, suggestive of the neuraerpinnings of the investigated
functions. The limited sample size did not allow tesemploy more sophisticated
methods (i.e., voxelwise lesion mapping), for whipbwer is a major concern
(Kimberg, Coslett & Schwartz, 2007). Thus, our s relied only on evident
anatomical changes in the patients’ brain. The samtation resulted in comparisons
between lesions of small-sized groups, often m&stlito two individuals. Moreover, a
very few patients exhibited deficit in only oneka# particular, the susceptibility of
naming ability to impairments at many processingele can explain why | failed to
detect naming-specific regions. This objective wlorquire having a larger number of

patients with anomia and spared semantic or maitties.

A case of deep apraxi®atient NP was a case @éepapraxia, as her disorder
resulted from damage to subcortical structures kEsgere 8), including insular cortex,
basal ganglia (head of caudate nucleus, globugipsland putamen), thalamic nucleus
(lateral portion) and surrounding white matter émtal capsule and peristriatal white
matter). Her deficit in both tool-use and imitati@uggests a functional breakdown at
the level of the output gestural buffer that tenapity holds the whole action to be
performed (Cubelli et al., 2000; Rumiati et al. 1@ This diagnosis is consistent with
the lesion affecting the basal ganglia (and theinections to prefrontal areas), which

are held to be involved in online action monitorif@ptvinick & Plaut, 2006). On the
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other hand, Pramstaller and Marsden (1996), in aa+aealysis of single-cases,
suggested that deep apraxia reflects the inteampif information flow from the left
inferior parietal lobule to frontal motor regiordiye to lesion of white matter (arcuate
fasciculus and internal capsule) adjacent to bgasaglia and thalamus. For the sake of
our study, NP’s performance was highly informata® her praxis dysfunction left
completely unaffected word comprehension. Thisaimsg¢ brings further support to our
conclusion that neither the motor system, nor thles frontoparietal sensorimotor
circuitry that in this patient was apparently intgrted in a crucial point, can be

regarded as a substantial correlate of action-wondprehension.

2.6. Conclusions of chapter 1

Our findings show that producing actions and prsicgswords related to the
same actions rely on independent representatioysibras and dissociable neural
substrates. This is true even when verbal and mbal@bilities are acquired equally
early in life and deal with identical stimuli. Preus neuropsychological studies have
reported patients with preserved action and obpechprehension and apraxia, and
others with no apraxia but impaired action and dbjeowledge (e.g. Negri et al.,
2007; see Mahon & Caramazza, 2005, for a reviewdreH| have extended this
dissociation to the relationship between action aeton-word representations. A
productive investigation of the role of basic magaspecific systems in cognition
should start from the evidence that a person mag leer ability to physically use a
broom, while she can still be able gpasp what the D.F. Wallace’'sBroom of the

Systerhis!
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Chapter 3.
The “when” of motor simulation:
Timing and task-dependency of motor

activity in word processing

3.1. Introduction
The hypothesis that motor simulation is the medranifor understanding action-words
implies that motor activation occueutomatically even when a subject’s attention is
diverted from the motor content of a word (Pulvellerii 2005). On the contrary, recent
imaging studies have shown that M1 was activatdg onsome — but not all — tasks
involving action language (e.g., Tomasino, Werhéejss & Fink, 2007; Willems, Haggort
& Casasanto, 2010). Establishing whether motowatitin is automatic in word processing
can provide insight on the question as to whethsgrves lexical-semantic encoding or not.
Insight on this question can also be gained bybéstang the precise time interval

in which M1 activity enhances. Word recognition is, fact, a multistage processing,
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characterized by lexical, syntactic, semantic anstqoonceptual stages, each with its own
specific time course. If it is true that M1 is ategral part of word representation, it should
be active during the lexical-semantic stages ofdwecognition, i.e., within 200 ms. Some
electrophysiological studies seem to support tgmothesis (Hauk, Davis, Pulvermiller &
Marslen-Wilson, 2006; Penolazzi, Hauk & Pulvermijli2007; Pulvermiiller, Shtyrov &
llImoniemi, 2005). For instance, Pulvermulkgral. (2005), using magnetoencephalography
(MEG), while participants listened passively to teeam of action-words and pseudo-
words, reported that a short-lived activity occdrie frontocentral regions within 200 ms
after action words appeared. However, given théduinspatial resolution of the technique
employed, the authors could only conclude that phecessing of action words was
maintained in different parts of frontocentral cortex, possibhcluding the prefrontal,
premotor and motor aredqibidem p. 889). On the other hand, in TMS studies, where
temporal resolution is combined with a more presigatial resolution, language-induced
modulation of M1 was found to be either an earlyd@no, Riggio, Melli, et al., 2065 0r

a late phenomenon (500 ms post-word; Oliveri e28i04).

In this chapter | addressed two questions. Fitegs motor activation occur
automatically even when participants perform a task that baretyires the explicit
retrieval of the motor content of the word? Secamidiat stage of word recognition is most
likely to activate the motor cortex? Given its ingic characteristics, TMS provided the

ideal instrument to address these questions. thviden supra-threshold TMS is applied to

! The authors reported that TMS was applied 500-#® after the sentence-onset, which always

corresponded to the second syllable of the actéwh {Buccino et al., 2005).

80



M1 at a given point in time, it elicits motor-evakpotentials (MEPS) in peripheral muscles
responding to the stimulated area. MEPs provideéextdmeasure of motor excitability at
that time, as their amplitude is proportionateh® level of motor activity. Moreover, TMS
delays or disrupts the ongoing behavior in the wtied areas (Harris, Clifford &
Miniussi, 2008), thus, investigating whether andwtoat extent behavioral performance
changes when M1-activity is temporarily disrupteth ¢hrow light on the question as to
whether M1 activity critically (necessary) contribs to processing action-word.

TMS was applied to the left hand-M1 and MEPs werded from hand muscles
while participants performed a semantic and a Bigdlaegmentation task. The semantic
task, where participants were instructed to juddeetiver each verb was action-related,
required the explicit retrieval of the implied mptoepresentation. The syllabic-
segmentation task asking participants to decide¢hennumber of syllables in each verb,
primarily directed their attention to the sub-leti¢orthographical-phonological) features
of a word (e.g., Carreiras, Vergara & Barber, 20@@mantic activation is rather automatic
in visual word recognition, but it might be only piicit when the retrieval of word
meaning is not necessary in order to perform tkg, tas is in the syllabic segmentation
(MacLeod, 1991; Neely, 1977). If M1 activation ist@matic in response to action words,
MEPs should be greater for action than for noneactierbs irrespective of the task, i.e.
syllabic segmentation and semantic encoding.

Three separate experiments were carried out, islwhMS was applied at different
timings after word onset (hereafter, post-stimuluis)Experiment 1, TMS was delivered
170 ms post-stimulus, as Event-related PotentiRIP(Estudies indicate that lexical access

occurs already at 100-200 ms after the visual pteien of a word, in posterior regions
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(Sereno, Rayner & Posner, 1998), and early semprtitesses may start prior to 200 ms,
in anterior regions (Pulvermdller, Harle & Humm&D01). In Experiment 2, TMS was
triggered 350 ms post-stimulus, the time when tranbis thought to encode category-
specific attributes of word meaning. Over the 380-8s latency range, in fact, a greater
negativity (N400 component) in posterior regionsvi@und for motor words compared to
visual or abstract words (Kellenbach, Wijers, Havat al., 2004). With a similar latency,
parietal and frontal positivity (P30dike) correlate with more fine-grained aspects of
action-word meaning, such as the body segmentsivietdoin the implied action
(Pulvermdller et al., 2001). In Experiment 3, TM&saapplied 500 ms post-stimulus, i.e. in
post-conceptual stages of word recognition.

Manipulating the delay between stimulus onset arajmatic stimulation across
experiments served to investigate the time-courseMd activity when participants
performed different linguistic tasks. It also pr®d a methodological control for
distracting/alerting effects and acoustic and ka&ensations associated with TMS. This
control is based on the assumption that nonspeeifiects of TMS are independent,
whereas the behavioral effects are highly dependenthe precise interval between the
event and the stimulation (Robertson, Théoret &ckalsLeone, 2003). This procedure
proves to be particularly appropriate for singléspuTMS protocols, where stimulus and
pulse are not delivered simultaneously (Walsh &Rwth, 1999). In addition to MEPS,
accuracy rates and reaction times (RTs) were delle@as measures of participants’
performance. Thus, besides identifying the merpalations that most likely modulate M1
(explicit or implicit encoding of motor content)psight was gained as twhen M1 is

recruited andvhatthe nature of its relationship (causal?) is wirigliistic performance.

82



3.2. Materials and Methods

3.2.1. Participants

Eleven individuals (7 men, 4 women; mean age = 244 years) took part in
Experiment 1, fourteen (5 men, 9 women; mean agé.# + 3.5 years) in Experiment 2,
and eleven (5 men, 6 women; mean age = 26.3 + B)y@a Experiment 3. All the
participants were right-handed (mean lateralityteund: Experiment 1, 83, range 65-100;
Experiment 2, 80, range 60-100; Experiment 3, 86ge 65-100; Oldfiled, 1971), and had
normal or corrected-to-normal vision. None of thésad ever participated in a TMS
experiment before. The participants were provideth \&n explanatory leaflet on TMS
prior to the experiment, and filled in a questiommato ensure they were clear of
contraindications to TMS (Wessermann, 1998). Thegnfiomed their voluntary
participation in writing, gave their written conseand received compensation for their

collaboration. The study was approved by the letlalcs committee.

3.2.2. Stimuli

A norming study was conducted, in which a list3@b verbs was shown to ten
healthy university graduates or undergraduates wieoe not involved in the main
experiments. This set of items was selected foligwhe criteria of the linguistic tradition
that distinguishes between action verbs refermnghtysical acts, and state or psychological
verbs with no reference to a physical object (Tayl®77; Vendler, 1957). Participants
were asked to decide whether each verb was relatad action, and for those that were

judged so, to specify the associated body effesmtoong the following alternatives: “upper
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limb”, “lower limb”, “head” or “whole body”. Verbsndicated as action-related by at least
80% of the panel were included in the TMS studgulteng in a final set of 256 items. This
set included 128 action-verbs (64 associated wahdh e.g.,"mescolo”, | stir; and 64
associated with other body effectofsalto”, e.g.,l jump and 128 non-action verbs (e.g.,
“meditd, | wonde), presented in the first person singular of thespnt tense (see
Appendix B). Fifty percent of verbs in each catgg(@itand-action, non-hand action and
non-action) were 3-syllable words; the remainin§d@as divided equally between 2- and
4-syllable words. In addition to length (i.e., nuentof syllables), hand-action, non-hand
action and non action verbs were matched for wriftequency (Dizionario di frequenza

della lingua italiana, Consiglio Nazionale delle&iche, C.N.R.- I.L.C.}:testsn.s.

3.2.3. Procedure

Participants performed two tasks, a semantic asyllabic segmentation task, both
involving action and non-action verbs. In the seficatask, they were asked to judge
explicitly whether each verb implied a physical &etg. “mastico”, | chew) or not (e.qg.
“adoro” , | adore). In the syllabic-segmentation task participants died¢ion the number of
syllables in each verb (3 or different from 3,,i2.0or 4). They sat on a height-adjustable
chair at approximately 1 meter from a 17° CRT saoréleat displayed the stimuli (font:
Arial 38). The height of the chair was regulatedatign the participants’ gaze with the
centre of the display. Each trial began with anuatio alert of 1500-Hz pure tone followed
by a blank screen for 100 ms and then, by a firatimss displayed in the centre of the
screen for 1750 ms. After a 200-ms blank, the veab projected in the centre of the screen

for 375 ms, which gave the participants sufficiemte to read the stimulus (Sereno et al.,
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1998). The verb was then substituted by three dtbish were displayed for 3975 ms, to
allow participants to provide the vocal response.donclusion of this cycle, the next trial
began. Each trial lasted 6200 ms from start tcsinia time sufficiently long to prevent
interaction between consecutive TMS-pulses (Roberts al., 2003).

Participants were instructed to give yes-or-noavaesponses to all the stimuli in
both tasks. Half of the participants had to resptyed” to action-related verbs and “no” to
non action verbs in the semantic task, while in shigabic task the yes-response was to
correspond to 3-syllable verbs and the no-resptim@e or 4-syllable verbs. The other half
of the participants received opposite instructiofise voice-onset time was recorded as a
measure of RTs, using a microphone connected texteznal response box of an E-prime
PC-controlled system (Psychology Software Tools;.,InPittsburgh, PA). Response
accuracy was recorded online by the experimenter pvbissed one of the two mouse keys:
the right for yes-responses and the left for npoeses.

The experiment consisted of four blocks of 64 ¢riehch, for a total of 256 items:
semantic task (64 verbs) and syllabic task (64 s)eviith TMS, and semantic task (64
verbs) and syllabic task (64 verbs) with sham dton, as control. | obtained 128 MEPs
for each participant, as one magnetic pulse wasieapfor each item (pulses delivered
during the two sham-blocks did not elicit MEPS).ndaction, non-hand action and non-
action verbs were randomly presented within eadtkyland a pause was administered
after every 32 items. Participants were given fpractice trials before each block. The
order of the two tasks, the mapping of the verletggction vs. non-action verb and 3 vs.
2/4 syllables) to a response (“yes” or “no”), ar tverb lists in TMS and the sham

condition were all counterbalanced across partitgpa
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3.2.4. Single-pulse TMS protocol

TMS site and TMS intensit8ingle-pulse TMS was applied to the left M1, using
Magstim 200 stimulator (Magstim Company, Withlakik) connected to a figure-of-eight
coil (70 mm in diameter). The coil was positiongdnbapping the cortical representation of
the first dorsal interosseus muscle (FDI) of thghtihand, starting from the Cz reference
point of the international 10-20 EEG system (Jasp®58) and moving the center of the
coil approximately 6 cm to left, i.e., position €3. The optimal scalp position for the
induction of MEPs with maximum amplitude in thehidg=DI muscle was individuated for
each participant. The coil rested tangential tosttedp surface. The target site was marked
on the participant’s head with a cosmetic pencit the coil was maintained in position by
an articulated, metallic arm.

TMS intensity was adjusted to 120% of the motoeshold at rest, which is defined
as the minimum intensity to evoke MEPs with50 puV peak-to-peak amplitude in the
relaxed FDI, in 3 out of 5 consecutive pulses (Rosst al.,, 1994). The mean motor
threshold for participants of Experiment 1 was 3¥.6.4% of the maximum stimulator
output. The means in Experiment 2 and 3 were 38I74+tand 38.9 = 2.2 respectively.
Participants were instructed to keep their right/aand and head motionless and the
muscle relaxation was monitored throughout the empnt to check for involuntary
movements. A visual feedback consisting of a muselteh, i.e. an abduction movement
of the right forefinger, was always present aftgual TMS delivery.

The same intensity was used for sham stimulatiorthils condition, the coil was
held perpendicularly to the surface of the scalprdhe left M1, so that it mimicked the

noise and the mechanical vibration of TMS, althoughmagnetic stimulation actually
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reached the scalp (Robertson et al., 2003). Therastl the two stimulation conditions
(TMS and sham) was counterbalanced across subpsmtsrding to Latin square.
Participants were not informed whether they werengoto receive TMS or sham
stimulation.

Timing of TMS deliveryThe same protocol was adopted for all three erpents,
the only difference being the timing of the TMS bqgtion. In Experiment 1, TMS pulses
were triggered 170 ms after the onset of each &ignin Experiments 2 and 3, TMS was
applied 350 and 500 ms post-stimulus, respectividi§S-induced MEPs were recorded by
a pair of gold surface electrodes placed over tid Factive electrode) and the
metacarpophalangeal joint of the index finger (efiee electrode). The ground electrode
was placed on the ventral surface of the righttwilibe electromyographic (EMG) signal
was amplified and filtered (bandpass 20 to 2000 thrpugh a Grass amplifier (P122
Series) and recorded with the Biopac system (MRth6@el) at a sampling rate of 5 kHz.
EMG data were transferred to a personal computepfitine analyses run with Matlab
(The MathWorks, Natick, Massachusetts, USA). Théaydef TMS delivery in each

experiment was replicated in the sham condition.

3.3. Statistical analysis

The same statistical analyses on RT, accuracy aB& Mlata were performed in
Experiments 1-3 as the experimental design itsal wlentical Practice trials, trials with
RTs shorter than 100 ms and longer than 2500 nasthense in which the participants made
errors in the syllable count or in semantic judgeim@ccording to the norming study),

were excluded from the offline analysis. Mean Rifid accuracy were submitted to a 2 x 2
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x 3 analysis of variance (ANOVA), with TMS conditigleft M1 vs. Sham), task (semantic
vs. syllabic) and verb category (hand-action v$1-hand action vs. non action) as within-
subjects factors.

Notice that, although both action-related, handeacand non-hand action verbs
were considered as separate levels of the verlgaatéactor. Indeed, while some studies
reported increased hand-M1 activity associated wather heterogeneous stimuli (e.g.,
action verbs related to several body effectors ramehs of manipulable objects; Oliveri et
al., 2004; concrete nouns such as “house” anddcplMeister et al., 2003), other studies
showed that M1 was activated in a somatotopic &ashaccording to the body-effector of
the implied-language action (see Pulverlller, 2006)ven the uncertainty on the
involvement (general or specific) of hand-M1 indaage, | considered, in this analysis,
that TMS to the hand-M1 might affect differentlynth and non-hand action verbs.

The peak-to-peak amplitude (mV) of each MEP wasymtted by an automatic
Matlab script and then normalized. MEP amplituddsrior to 0.1 mV were not included.
Z-scores were calculated using the individual maad standard deviation of each mini-
block of 32 trials. Given the high variability ofdividual MEPs, Z-scores were used to
increase the comparability of mini-blocks, withiand between-participants. Normalized
MEP peak-to-peak amplitudes were subjected to &22epeated measures ANOVA with
task (semantic vs. syllabic) and verb-categoryigachand-action vs. non-hand action vs.
non-action) as within-subject factors. All post-tmmnparisons between single factors were

carried out using LSD Fisher’s test £ .05).
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3.4. Results
Table 1, 2 and 3 summarize the results of the R@uracy and MEP analyses for

the three experiments.

3.4.1. Experiment 1: M1 activity during lexical s (TMS 170 ms post-stimulus)

RTs The main effect of task was significaf{1,10)=6,27,p=0.03, revealing that
semantic judgments were given, on average, 106asterfthan syllabic judgements. The
effect of category was also significami(2,20)=10.33,p<0.001, with action verbs (both
hand and non-hand related) being processed fdstarnon action verb$$<0.001). The
task x category interaction was significaR{2,20)=10.33,p<0.001, suggesting that the
effect of verb category was dependent on the typgasik performed (see Figure 1A). Post-
hoc tests revealed that, in the semantic taskicpmahts responded faster to hand- and non-
hand action verbs than non action verlps<(Q.001), with no difference between the two
action-verb categoriesp#0.1). Instead, the three verb categories did nfférdin the
syllabic task jgs>1). This effect was independent of TMS, as theratction between
stimulation condition, task and category did noprapch significanceF(2,20)<1,n.s
Thus, the semantic encoding was faster for actam for non-action verbs; the syllabic

segmentation did not give rise to difference ackesb categories.

Accuracy. The effect of task resulted significanf(1,10)=5.13, p<0.05, the
semantic judgments being more accurate than thebgyjudgments. There was a trend for
the interaction between task and categb(®,20)=2.77 p=0.08 (see Figure 2A). Post-hoc

comparisons showed that semantic judgments were agurate on the two action-verb
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categories, relative to non-action verps<0.05), whereas the syllabic task was performed
equally well with the three categorigs$0.1). This pattern of results allowed us to nue
that a speed-accuracy trade-off could explain @gpehts’ performance.

MEPs. The analysis of the normalized MEPs led to no iBgmt effect or

interaction (allps>0.2).

3.4.2. Experiment 2: M1 activity during semantiogessing (TMS 350 ms post-stimulus)

RTs The effect of task was significarf(1, 13)=13.53,p=0.003, as well as the
effect of categoryt-(2,26)=12.00p=0.001. RTs in the syllabic task were slower thHasé
in the semantic task, and hand-action verbs weareggsed faster than non-hand action and
non-action verbsps§<0.01). The task x category interaction was sicguift, F(2, 26)=10.4,
p<0.01 (see Figure 1B). In the semantic task, hatidraand non-hand action verbs were
processed faster than non-action veqss<(.01), and hand-action verbs were judged also
faster than non-hand action veri®<@.01). The three categories did not differ in the
syllabic task ps>0.2). The three-way interaction between TMS, task category was also
significant,F(2, 26)=4,27%=0.02 (Table 1), showing that in the semantic tasks further
delayed patrticipants’ performance on non-actiorbserompared with the sham condition
(p=0.02). No TMS effect was observed in the sematdgk for the two action-verb
categories s>0.1). Conversely, in the syllabic task TMS slovdesvn responses to both
action-verb categories compared with the sham tiondp<0.05).

Thus, like in Experiment 1, here, participants pssed action verbs faster than

non-action verbs in the semantic but not in thdabid task. In addition, the three-way
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interaction revealed that TMS delivery to M1 delhymarticipants’ responses when they
performed the semantic task on non-action verbd,vamen they performed the syllabic
task on action verbs.

Accuracy.The effect of TMS was significanE(1, 13)=6,83,p=0.02, participants
being less accurate during TMS than sham stimulafithe main effect of category was
also significantF(2, 26)=10,59p<0.001, whereby hand-action verbs were processed mo
accurately than non-hand action and non-action sveips<0.001). There was also a
significant task x category interactidf(2, 26)=4,71p=0.02 (see Figure 2B). Accordingly,
participants were more accurate with hand-actian thon-hand action and non-action
verbs, in the semantic tasksE0.001), while no difference was found across verb
categories in the syllabic taskgs@0.1). The agreement between accuracy and RTtgesul

excluded the speed-accuracy trade-off effect akaapon of participants’ performance.

MEPs.The ANOVA revealed only a trend for the effect ategory,F(2, 26)=3,26,
p=0.05, according to which MEPs were the greatestnfin-action verbs. However, the
lack of interaction between task and categ&i(2, 26)<1,n.s, did not allow any obvious

conclusion concerning the involvement of left Miword processing.

3.4.3. Experiment 3: M1 activity during post-concep processing (TMS 500 ms post-
stimulus)

RTs.The analysis revealed a significant main effedask,F(1, 10)=13.95p<0.01,
the semantic task being faster than the syllalid,aamain effect of the verb-categoi2,

20)=6.03,p<0.01, whereby hand-action verbs were processadrféisan non-hand and
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non-action verbsps<0.05). Although the interaction between task aatkégory did not
approach significanceF(2,20)<1, n.s., the pattern of participants pertamoe was
qulitatively comparable to that of Experiments {s€e Figure 1C).

Accuracy.The ANOVA revealed a significant main effect oskaF(1,10)=5,27,
p=0.04: the semantic task was performed better tharsyllabic task (0.90 + 0.02 vs. 0.83
+ 0.004). Qualitatively, the pattern of participanperformance in the two tasks, with the
three verb-categories was consistent with thatxgeiments 1-2 (see Figure 2C), but no
interaction approached significangs¥$0.1).

MEPs. The effects of task and category were not sigmticg>.05), but the
interaction between the two factor w&g¢l, 10)=8.872p=0.01. Post-hoc tests showed that
the semantic processing of hand-action verbs etiajreater MEPs, as compared with non
action verbs §=0.03), whilst the MEP amplitude for non-hand actieerbs did not differ
from that for non-action verb9%0.1). In the syllabic task, M1 excitability verlbgs
significantly smaller following hand-action than mband action and non-action verbs
(ps<0.03). Again, there was no difference in the MERpbtode between non-hand action
and non-action verb$£0.6).

A difference was also observed in the MEP amplitbdewveen the semantic and
syllabic processing of hand-action verps@.001): M1 activity significantly increased and
decreased, depending on whether the same verbs precessed semantically and
syllabically, respectively. A similar differencetleen tasks was not observed for the other
two verb-categoriesp$>0.1). Thus, the enhancement of M1 activity ocdionly when
participants explicitly encoded the content of thend-action verbs, but not when they

encoded their phonology. In the latter conditiord, attivity resulted to be rather inhibited.
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Table 1.Mean RTs (ms) in all experimental conditions of Exments 1-3.

Semantic task

Syllabic task

Hand-act Non-hand act Non-act Hand-act Non-hand act Non-act
Experiment 1 TMS 730 726 853 948 905 909
Sham 722 705 882 818 844 836
Experiment 2 T™MS 781 845 962 1156 1166 1105
Sham 774 848 886 1065 1101 1111
Experiment 3 TMS 627 683 713 843 856 862
Sham 560 612 683 767 814 762

Tabled mean RTs (ms) following the semantic andstiiabic processing of the hand-actidtefd-ac), the
non-hand actionNon-hand agtand the non actiorNpn-ac) verbs, during TMS and sham stimulation, in
Experiments 1-3. The regions in bold type showexrldhly significant differences between TMS and sham

(Experiment 2).

Table 2.Mean Accuracy (proportion of correct responseslliexperimental conditions of

Experiments 1-3.

Semantic task Syllabic task

Hand-act Non-hand act Non-act Hand-act Non-hahd a Non-act
Experiment 1 TMS 0.93 0.93 0.83 0.87 0.84 0.87
Sham 0.94 0.91 0.84 0.86 0.86 0.86
Experiment 2 TMS 0.97 0.88 0.88 0.89 0.86 0.88
Sham 0.99 0.92 0.88 0.93 0.90 0.93
Experiment 3 TMS 0.94 0.90 0.84 0.83 0.84 0.82
Sham 0.93 0.90 0.90 0.84 0.84 0.82

Tabled mean accuracy (proportion of correct respen®llowing the semantic and the syllabic processf
the hand-actionHand-ac}, the non-hand actiorNpn-hand adtand the non actiorNpn-ac) verbs, during
TMS and sham stimulation, in Experiments 1-3. Aaténce between TMS and sham stimulation was never

observed.
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Figure 1. Mean RTs (ms) as a function of the tasks (semartit syllabic) for the verb categories (hand-
action, ‘hand’; non-hand action, rfon-hand; and non action, fion-act). Vertical bars denote the Standard
Error of the mean. In ExperimentA) and 2(B), both action-verb categories were processed fasternon-
action verbs in the semantic task; RTs for the eéhcategories did not differ in the syllabic task. |
Experiment 3JC), the pattern of performance was similar to thaExberiments 1-2, although the interaction

did not approach significance.
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Figure 2. Experiment 2: Mean accuracy (proportion of corresponses) as a function of the tasks (semantic
and syllabic) for the verb categories (hand-actidrgnd’; non-hand action, rfon-hand; and non action,
“non-act). Vertical bars denote the Standard Error oftiean.(A) Experiment 1: in the semantic task, both
the action-verb categories were processed morgaetyithan the non action verbs; accuracy diddifbér

for the three verb categories in the syllabic t4Bk.Experiment 2: hand-action verbs were processea mor
accurately than the other verb categories in theaséc task; the three categories did not diffehim syllabic
task.(C) Experiment 3: qualitative, the pattern of perfonte was consistent with that of Experiments 1-2,

although the interaction did not approach signifim
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Table 3. Means of normalized (sem) MEP peak-to-peak ang#guin all experimental

conditions of Experiments 1-3.

Semantic task Syllabic task
Hand-act Non-hand act Non-act Hand-act Non-habhd ac  Non-act
Experiment 1 -0.05 (0.05) 0.06 (0.08) -0.02 (0.06)  0.03 (0.07) -0.09 (0.06) -0.003 (0.03)
Experiment 2 0.04 (0.05) -0.17 (0.07) 0.06 (0.04)  0.04 (0.08) -0.09 (0.09) 0.06 (0.04)
Experiment 3 0.12 (0.04) 0.07 (0.08) -0.07(0.04)  -0.19 (0.07) 0.01 (0.07) 0.05 (0.05)

Tabled mean normalized MEP amplitude following #enantic and the syllabic processing of the hand-
action Hand-ac}, the non-hand actioNpn-hand agtand the non actiorNpn-ac) verbs in Experiments 1-

3. The regions in bold type showed the facilitationhe semantic task and the inhibition in thdadyt task,

for hand-action verbs only, as compared to normacterbs (Experiment 3). A similar dissociationviegn

tasks was not observed for the other verb categoriany of the three experiments.

02 Non-action verbs

7 02, Non-hand action verbs 7 02, Hand —action verbs 7
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170 ‘ 350 ‘ 500 170 ‘ 350 ‘ 500 170 ‘ 350 ‘ 500
TMS delay (ms) TMS delay (ms) TMS delay (ms)
*—* Semantic task Syllabic task

Figure 3. Analysis of normalized MEP peak-to-peak amplitddethe verb categories (hand-action, non-
hand action and non action verbs) as a functioth@ftasks (semantic and syllabic) and the timing &S
delivery (170, 350, 500 ms). At 500 ms post-sti,UIMEP amplitude increased when the participants
performed the semantic task on hand-action verbspaced with non-action verbs. It decreased, redativ
non-action verbs, when they performed the sylldagk on the hand-action verbs. The difference inPME
amplitude between the two task was significant Hand-action verbs. A similar dissociation was never

observed for the non-hand action verbs. Verticed bdanote the Standard Error of the mean.
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3.4.4. Between-subjects analysis
MEP data from all the three experiments were siiegeto an ANOVA with factors,

2 task and 3 verb-category, manipulated withineetigj and 3 timing of TMS delivery as a
between-subjects factor. This analysis was perfdrimeorder to investigate the time-
course of M1 activity associated with each verlegaty during their semantic and syllabic
processing. The three-way interaction between teastlegory and TMS timing approached
significance, F(4,66)=2,1656,p=0.08 (see Figure 3). Post-hoc comparisons revealed
different pattern of M1-activity for hand- vs. nband action verbs, when compared with

non-action verbs.

Hand-action verbsAt the first two timings of TMS delivery (i.e., 07and 350 ms
post-stimulus), MEP amplitude for hand-action venas not different from that for non-
action verbs, in either task (gis>0.3). Moreover, at these latencies, MEP amplitude
following the semantic and the syllabic processaighand-action verbs did not differ
(p>0.3). When recorded at 500 ms post-stimulus, tfierdnce between MEPs for hand-
action verbs and non-action verbs approached signife in the semantic tasg=0.07),
and reached significance in the syllabic tagk0(03). Moreover, M1 activity for hand-
action verbs resulted greater in the semantic hdhe syllabic taskp<0.01). Confirming
the results of the individual experiments, this Igsia suggests that M1 activity is
modulated by hand-action verb processing only dumpoest-conceptual stages of word
recognition (500 ms post-stimulus), with the dim@ctof the modulation (increase or

decrease) depending on the task-demand.
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Non-hand action verb3.he pattern of M1-activity following non-hand amtiverbs
proved to be different from that of hand-actionbgrAt 350 ms, | observed a dramatic
decrease of MEP amplitude for non-hand action vedbstive to the other two verb-
categories, in the semantic task onpg<0.05). However, besides this effect, the MEP
amplitude associated with non-hand action verbemneiffered from that of non-action
verbs in either task condition, and at any timenval (all ps>0.2). No difference was
found when the same verbs were subjected to thetasks (=0.5). In other words, the
difference in MEP amplitude between semantic arthlsig tasks, | observed for hand-
action verbs at 500 ms post-stimulus, never ocdudoenon-hand action verbs.

The results of the between-subject analysis coefirnthose of the single
experiments. The effect of action-verb processingvid activity was observed at 500 ms
post-stimulus when hand-M1 activity for hand-acti@rbs increased during the semantic
task, and decreased during the syllabic task. Mattivation associated with action verbs
did not occur within 350 ms, i.e. in the time in&rfor lexical-semantic access. In other
words, hand-M1 activity increased only after theddal-semantic access to representations
of hand-action verbs, and only when the task ebllicequired processing the motor
information associated with a word. At this latenthe syllabic segmentation of the same
hand-related items led to an inhibition of mototiaty. The fact that this pattern was
observed only with hand-action verbs indicates thatphenomenon of language-induced
motor activity occurs in a somatotopic fashionleeting the implied-language content.

The pattern of M1 activity associated with non-haadion verbs appears quite
unclear. No conclusion can be drawn, also becduseniot possible to establish whether

any MEP effect for this verb-category actually te=ai from hand-M1 activity, or from
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activity in other M1 sites (e.g., leg- or face-grspreading to hand-M1, through horizontal
cortico-cortical connections (Schieber, 2001). @e tther hand, the different apttern of
M1 activity associated with the processing of hacsten and non-hand action verb,
suggests that the interaction between action-wagdnimgs and motor system is sensitive

to the somatotopic organization of M1 (Pulvermilléauk, Nikulin & llmoniemi, 2005).

3.5. Discussion

In this chapter, TMS has been used to measurextigability of the participants’
left M1 while they processed action verbs. RTs awcduracy were analysed to assess
whether action verb processing was significanthe@éd by TMS interference with M1
activity. The results challenge the view that moaetivity is automatic in response to
action-words, and crucially contributes to themgessing.

Participants’ performance showed that action vehsth hand and non-hand
related) were processed faster (and better) relativnon-action verbs, in the semantic but
not in the syllabic task (Experiments 1-2). Relatie sham, TMS delayed the semantic
judgments of non-action verbs and the syllabic ssgation of action verbs when applied
350 ms post-stimulus (Experiment 2). Although tlkeenantic processing was sometimes
faster and more accurate for hand-action thandarirand action verb&Experiments 2-3),
these two categories interacted similarly with dtfeer factors, and differently with respect
to non-action verbs. MEP results showed no enhaecewnf hand-M1 activity within the
response latency critical for lexical-semantic pssing (Experiments 1-2). The hand-M1
activity was modulated by the word content only wineeasured at 500 ms post-stimulus.

In particular, relative to non-action verbs, M1 iaty increased when participants
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performed the semantic task on hand-action verixs dacreased when they performed the
syllabic task on the same items (Experiment 3)imdilar pattern was not observed for non-
hand action verbs: M1 activity associated with ¢hasimuli did not differ from that
associated with non-action verbs, both in the séimamd in the syllabic task. The MEP
analysis, where the timing of TMS delivery was udg#d as a between-subjects factor,

confirmed the findings of the three individual expeents.

3.5.1. Verb processing with and without M1 TMS

The overall advantage of action verbs relative nlan-action verbs is well
established in the literature on lexical-semantmcpssing. Using ERP, Kellenbaehal.
(2004) found that the earliest effect associatetth Wie processing of semantic attributes
was elicited by motor words at about 250 ms, coegpavith abstract and visual words.
Notice, however, that while this study reveale@rmaporal precedence of cortical responses
to motor attributes, it found no difference in thartical networks involved in processing
the different word categories. Accordingly, behaaiostudies on healthy participants
showed that the comprehension of language withcegsee-functional (motor) attributes is
faster than the processing of items with non-mdtaesual) attributes (Laws, Humber,
Ramsey & McCarthy, 1995). Following these findingawset al. (1995) proposed that the
former category may be characterized by a morenskte and complex cortical
representation than the other categories, posbéatguse the motor information “attached”
to action-word representations provides a relatiamatext - including path, manner,
results and instruments - that instantiates andcless their conceptualization. This

possibility well matches the classical concreterses$ imageability effects, whereby more
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concrete and imaginable words are processed fagtat characterizes word retrieval and
recognition of both healthy and brain-damaged inldials (Berndt, Haendiges, Burton &
Mitchum, 2002; Luzzatti, Raggi, Zonca et al., 206@e Paivio, 1971).

In Experiment 2 two further effects were observedmpared with the sham
condition, M1 TMS delayed RTs in (1) the semanticagling of non-action verbs, and (2)
the syllabic segmentation of action-verbs (bothchand non-hand related). These results,
which were quite unexpected and only partial (ir@,facilitation was found for action
verbs in the semantic task), can be tentativelgrpreted in the framework @bngruence
effectsbetween stimulus and response or between cont¢uwstienuli (Kornblum et al.,
1990). In general, when multisensory stimuli cotwo¢cdhe information they convey is
combined to generate the response (Laurienti, Ki#ldjian et al., 2004). Thus, the
former effect may be the consequence of accesssmgdmantics of words with non-motor
content, while a concurrent motor stimulation wasvgled. By eliciting overt hand
movements, TMS might have acted as an incongrueithepike stimulus when
participants processed non-action word content Psdeermiller et al., 2005; Tomasino et
al., 20083. A similar mechanism possibly explains the lagffect. Here, the co-occurrence
of motor stimulation (or the view of hand movemelhtited by TMS) and an action verb,
might have facilitated the automatic activationtbé task-irrelevantmotor information

associated with the word, which had to be inhibibbefore responding, with a processing

2 The reason why we failed in detecting a facildatof the semantic processing of hand and non-hation-
verbs might be that, as these were the fasteshefekperimental conditions, RTs could not be furthe

shortened - with a statistically significant timeripd - by a congruent stimulation.
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cost in terms of RTs (Eimer, Hommel & Prinz, 19%&rnblum, Hasbroucq & Osman,
1990; Lu & Proctor, 1995). The assumption herehat,talthough syllabic segmentation
primarily involved phonological computations, autin access to semantics occurs
whenever a word is read (MacLeod, 1991; Neely, 1977

Congruence effects suggest that a stimulus-respangsestimulus-stimulus (as in
our case) set overlap for any dimension, and tlee umderlying systems interact at some
unspecifiedlevel (Kornblum et al., 1990). In the context afrstudy, these effects were
observed just at the latency (350 ms) when worddomor non-motor attributes are
alleged to be processed, but were not accompagiadspecific M1 activation. Thus, while
they may suggest an interaction between languadenastor systems, such interaction
seems to occur at the stage of processing whemaatstonceptual representations of

words and actions are contacted, with no involvearoétower-level motor programs.

3.5.2. M1 activity in different stages of actiordaron-action verb processing

M1 activity increased when TMS was applied 500 rostystimulus, only when
participants performed the semantic task with hactibn verbs, suggesting that language-
induced motor activation depends upon éxglicit retrieval of the motor content of the
word. On the contrary, in the syllabic task, | déte a decrease of M1 activity following
hand-action verbs, which may reflect the inhibitmfnrmotor processes not required by the
task.

The increase and the decrease of corticospinataditly have been previously
associated with facilitation and inhibition of mofarocesses, respectively (Koch, Franca,

Del Olmo et al., 2006; Reynolds & Ashby, 1999).plarticular, Kochet al's (2006), in a
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paired-pulse TMS study on the functional connettibetween premotor cortex and M1,
found that MEP amplitude increased when a respbadeto be performed, and decreased
when a response was one of the possible altersatiug not the correct one, and therefore,
had to be suppressed. Interestingly, M1 activity weodulated, in a top-down manner, by
the activity of higher-level motor areas selectthg response, among the alternatives, to
satisfy the task demand (Koch et al.,, 2006). Siyilain our study, the modulation
(increase or decrease) of hand-M1 activity appaarstrongly constrained by the demand
of the task.

This chapter contains the first study in which Mdiiaty has been measured at
different timings, during different linguistic tasknvolving the very same stimuli, and in
which the effects of its temporary disruption hdeen tested on participants’ behavior.
According withy previous studies, our results shbwat the motor system does activate in
action word processing. However, relative to prasistudies, ouraddsthat this activity
depends on whether the task required explicithcgssing the motor content of the word,
or not. Moreover, the lateo-occurrence of M1 activity, together with the lawkeffect on
participants’ performance, when TMS interfered vt activity, suggests that this region
is not part of network subserving the lexical-setitaencoding of action-words.

A previous TMS study, in which M1 activity was tedtat different time intervals
while participants were reading concrete nounsdléound enhancement at 600 ms post-
stimulus and later, but not before (Meister, Boeodi& Foltys, 2003). To the best of our
knowledge, this time interval falls far beyond that lexical-semantic encoding, within
post-conceptual stages. The existence of post-ptunalestages of language processing has

been suggested by the activation of a fronto-tealpoetwork, after the lexical-semantic
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access, which may sustain the supramodal contexttegration of different levels of
information from different modalities (MarinkoviBhond, Dale et al., 2003). In the case of
action verbs, the retrieval of conceptual repreg@ns may lead to the implicit activation —
or generation - of motor images that, in turn,\ate M1 (e.g., Kosslyn, Thompson, Wraga
& Alpert, 2001). This form of imagery is known te lengaged automatically as a strategy
to perform tasks with sensorimotor components tbatnot easily be inferred from [...]
verbal material” (Kosslyn, Behrmann & Jeannerod®%t®. 1337) or, | add, whose recall is
more effective via simulation. The time at whichdaage-related M1 activation (500 ms)
was found in the present study, fell fairly witlihre lengthy interval for imagery processes
(from 400 ms to 750 or more; Ganis, Keenan, KosdlyPascual-Leone, 2000; Iwaki,
Ueno, Imada & Tonoike, 1999). Finally, M1 is invetVin motor imagery in a somatotopic
fashion (e.g., Ehrsson et al., 2003), therefores itot surprising that the effect | reported
was specific for hand-action verbs, when only h&tidwas stimulated.

M1 activation wouldresult fromunderstanding action verbs rather tlantributing
to it: it may reflect post-conceptual operations fHasg from the explicit retrieval of motor
information associated with a word. Here, | sugdhat the strategic function of motor
imagery can provides an insight as to why langyageessing goes beyond the completion

of lexical-semantic encoding and engages the nsytstem.
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Chapter 4.
“She” is not like “I”: Agent-dependent

motor activity in verb processing

4.1. Introduction

Embodied cognition holds that action understandesylts from the automatic mapping of
a perceived action onto the perceiver's motor systtself-other shared representation”),
where a simulation of that action is carried outzgRlatti, Fogassi, & Gallese, 2001). This
mirror matchingmay be accomplished by neurons in the motor ¢sdhat “respond to the
action itself, rather than to the body (or the pajyswho performs that action” (Jeannerod,
2004, p.423). As activations in left motor and poton regions in humans have been
reported not only when an action was observed (faadrogassi, Pavesi, & Rizzolatti,
1995), but also when a presented word implied atiorac(Hauk, Johnsrude, &
Pulvermdller, 2004), mirror matching has been galim¥d to language. Lexical-semantic

processing of action words, like the processingof other action-stimulus, may depend
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upon the early (within 250 ms) and automatic atiive of agent-neutral motor

representations via motor simulation (Pulvermul2®05). Moreover, the idea of “self-
other shared representation” grounding the mirratcimng implies that the motor system
responds equally to words with self- and otherteglaaction meaning.

While the motor facilitation for self versus otheaistion has been widely studied in
action observation (Decety & Chaminade, 2003), dmdynasino, Werner, Weiss and Fink
(2007) have explored this phenomenon using wordtiasuli The authors reported no
difference in BOLD signal in the primary motor @at(M1), when participants imagined
the content of action phrases adopting the firssgue (1P) or the third-person (3P)
perspective. However, as participants had to repbether the mental scene took place
indoor or outdoor, it is possible that they faitedocus on the subject of the verb and used
the egocentric perspective by default, as it isljiko occur during simulation (Willems,
Hagoort & Casasanto, 2010).

Soliciting the integration of the subject with theeaning of an action verb can
crucially contribute to establish how self and ethections modulate motor activity. In
action observation, the diversity in stimulus otéion between 1P and 3P actions can
produce, on its own, different effects on the magstem (Saxe, Jamal, & Powell, 2006),
and it is not easy to isolate this visual effecinirthe effect of the agent on the system. In
contrast, words enjoy the advantage of holding momwisual inputs associated with either
action perspective.

In this chapter I report a study in which trans@hmagnetic stimulation (TMS)
was combined with a linguistic task to test workked motor facilitation. Participants

were requested to read and report the subjecttiminaand nonaction verbs presented in 1P
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(afferr-o) or 3P @fferr-a). TMS was applied to the left hand-M1 to measwico-spinal
excitability, defined by the amplitude of TMS-indit motor-evoked potentials (MEPS) in
peripheral muscles responding to the stimulatech.aréhis approach permitted the
investigation of two hierarchical questions. Firate motor responses to action verbs
automatic and independent of the subject of them@etA positive answer to this question
would support the hypothesis that neurons withiror properties contribute to action
language processing. Alternatively, is motor adiora greater for self-referential or for

other-referential action verb meaning?

4.2. Materials and Methods

4.2.1. Participants

Sixteen native-Italian university graduates and emgrhduates (8 female; 20-35
years) participated in the experiment. All werehtiganded (laterality quotient: 80-100;
Oldfield, 1971) with normal or corrected-to-normasion. Before the experiment, they
received information about TMS, compiled a questare to ensure they were clear of
contraindications (Wassermann, 1998), and confirrtteslr voluntary participation in

writing. The study was approved by SISSA Ethics cuttee.

4.2.2. Stimuli
Sixty-four Italian verbs associated with hand-atsi¢“mescolare’, to stir), and 64
nonaction verbs (state/psychological verbsjeditare”, to wonde)j were used, each

presented in both 1P and 3P of the present teredding a total of 256 items. Verbs were
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chosen from a larger database used in a previody $see Chapter 2), where 375 verbs
were selected according to the criteria of lingaistadition (e.g., Taylor, 1977), and then
assessed by a panel of 10 judges for their semassicciation with action and the body
part involved. The selected experimental stimuliraveivided in two equivalent lists,
matched for length (number of graphemes) and wriftequency (Laudanna, Thornton,
Brown, Burani, & Marconi, 1995), in which each veappeared only in one of the two
possible forms (either 1P or 3P). The present tarfketional morphology of all the verbs

was regular.

4.2.3. Procedure

Participants sat on a height-adjustable chair ateter from a LCD screen that
displayed the stimuli (font: Arial 45); they had tead each verb and state whether the
subject was the 1P or 3P. They were encouragedaib the verbs accurately in order to
perform a successive recognition test. Each teglln with a 1500-Hz pure tone followed
by a 100-ms blank screen, after which a centratiiix was displayed for 1450 ms. The
screen went blank again for 50 ms, then the vepeaed in the centre for 350 ms. Finally,
three dots were displayed for 4075 ms, solicitimg participants’ response. On conclusion
of this cycle, the next trial began. Each triatéas6025 ms, a time sufficient to prevent
interaction between consecutive TMS-pulses (RobeytShéoret & Pascual-Leone, 2003).
Half of the participants were instructed to respdvad when the subject was 1P, atuidy,
when the subject was 3P. The remaining participardee given opposite instructions.
These syllables were preferred to the obvidisfd “s/hée in order to avoid response bias

due to phonological difference between the two @asps. The voice-onset time was

107



recorded as a measure of RTs, using a microphamgected to the external response box
of an E-prime PC-controlled system (Psychology &afé Tools Inc., Pittsburgh, PA).
Response accuracy was recorded online by an exgetiempressing the right mouse-key
for 1P-responses and the left one for 3P-respoissh participant performed a 8-trials
training phase and then 2 blocks, one with M1 TM8 ane with sham stimulation, each
comprising a list of 128 items (32 1P-action ver®®,3P-action verbs, 32 1P-nonaction
verbs and 32 3P-nonaction verbs), for a total o8 2&ndomized trials. The mapping
between the list in a block and the stimulation ditbon (TMS or sham) was
counterbalanced across subjects. A pause was allewery 32 trials. The experimental
design was 2 x 2 x 2 with factors TMS (M1 TMS ahdm), person (1P and 3P) and verb

category (hand-action and nonaction), all manigdatithin-subjects.

4.2.4. TMS protocol

Site and intensitySingle-pulse TMS was applied to the left M1, gsanMagstim
200 stimulator (Magstim Company, Withland, UK) cented to a figure-of-eight coil,
positioned over the cortical representation ofright-hand first dorsal interosseus muscle
(FDI). This site was mapped starting from the Genence point of the international 10—-20
EEG system (Jasper, 1958), and moving approximéteiy leftward, i.e. position C3/C4.
The optimal scalp position for the induction of nrmaxm MEP amplitude in the right FDI
muscle was individuated for each participant andkedhwith a cosmetic pencil. The caill,
tangential to the scalp surface, was maintaingabsition by an articulated arm. The TMS

intensity was adjusted to 120% of the motor thré&sho rest (mean threshold: 40+2.8% of
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the maximum stimulator output), defined as the mimn intensity to evoke MEPs with
>50 pV peak-to-peak amplitude in the relaxed FDI, ineatst 3 of 5 consecutive pulses.
Participants were instructed to keep their righh/aand and head motionless and were
monitored throughout the experiment to control neigelaxation and the presence of a
muscle twitch, an abduction movement of the rigbtefinger, after each M1-TMS
delivery.

The same magnetic pulse intensity was used for Bet8 and sham stimulation. In
sham, the coil was held perpendicularly to the pscalrface over the left M1. This
condition provides a control for nonspecific efeecf TMS, as it mimics the characteristic
TMS noise and the mechanical vibration, without n&ig stimulation reaching the scalp
(Robertson et al., 2003). The order of the two slation conditions was counterbalanced
across the participants, who were not informed hdrethey were going to receive TMS or
sham stimulation. TMS-induced MEPs were recordea Ipair of gold surface electrodes
placed over the FDI (active electrode) and the ozpophalangeal joint of index finger
(reference electrode). The ground electrode waseglan the ventral surface of the right
wrist. The electromyographic (EMG) signal was arfigadi and filtered (bandpass 20-2000
Hz) through a Grass amplifier (P122 Series), acdroed with the Biopac system (MP150
model) at a sampling rate of 5 kHz. EMG data wemadferred to a personal computer for

offline analyses with Matlab (The MathWorks, Natiékassachusetts, USA).

TMS timing In both stimulation conditions, TMS was deliver280 ms after the
stimulus-onset. This timing was set empirically,tba basis of pilot tests. In the first pilot,

the approximate timing for the retrieval of refdrah information was estimated
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implementing the same experimental paradigm asamtain TMS experiment, except that
TMS was not used and participants (9 right-handdd/e-Italians, 7 female, 20-35 years)
had to respondio/ for 1P verbs andlui/ for 3P verbs. The mean RT for referential
judgments across all conditions was 288 ms. Thifaydeés consistent with both
electrophysiological studies reporting a negatigfettion before 300 ms after word-onset,
associated with referential processes (Van Berkmornneef, Otten, & Nieuwland, 2007)
and electrophysiological responses in frontocentegions associated with action-word
processing (Pulvermiuller, 2005). | also found th@tverbs were processed faster than 3P
verbs, F1,879.71, p=0.01. As this result could be biased by phonollgatifference in
vocal responses, a second pilot was run with 8 pasticipants (5 female, 20-31 years),
who responded with the syllabldsa/ and/da/, as in the TMS experiment. The mean RT
was 406 ms, and 1P verbs were again processed tiaaste3P verbsl,:(l,7):22.87,p<0.011.
While the increase of mean RTs in the latter expent probably reflected additional
processing needed to map the intended respongée tappropriate label, the pattern of

results confirmed the temporal advantage in praocgsd over 3P verbs.

4.2.5. Recognition test

Participants performed a recognition test afteritNtS session, to test whether they
had actually processed the whole verbs and nottgukst part (i.e., the verb suffix) that is
often sufficient in Italian for extracting informah about the subject. The experimental

setup was the same as before, except that TMS evasved from the participant’s head

! Mean RTs to the verbs in the two experiments wigtely correlated =256;r=0.24,p>0.0001).

110



and turned off. Eighty verbs were randomly presgnt;e at a time, on the computer
screen in their infinitive form: 40 (20 action- a@@ nonaction-related) were selected from
the experimental stimulus-set (“old” list); the raiming 40 were new action (N=20) and

nonaction (N=20) verbs (“new” list). The old andwnererb lists were matched for

frequency and length. Each trial began with a foatross remaining on the screen for 400
ms and followed by the verb, shown up to 20 sedidj@ants were instructed to read and
decide whether the verb had been presented duren@MS section, by pressing the right
mouse-key for yes-response and the left for noeresgs. They were encouraged to favor
response accuracy over speed, and received feedback the correctness of response for

each trial.

4.2.6. Analysis

The criterion for including a participant in theflofe analysis was the successful
performance on the recognition test. Thereforejr@rbial test was performed on each
individual performance (number of correct response)check that it was significantly
above the chance-level (50%). This led to the estatuof 3 participantg6>0.05).

The remaining 13 participants were all includedha following analysis. The all
achieved at least 90% accurady=07%) in the referential-judgment task administered
during the TMS experiment. Mean accuracy and RTiewatered in a 2 x 2 x 2 repeated-
measures analysis of variance (ANOVA), with factdMS (M1 TMS vs. sham), person
(1P vs. 3P) and verb category (hand-action vs. ctmrg. In the RT analysis, trials in

which participants provided an incorrect resporid®)(and those with RTs 2 standard
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deviations $D) above or below the individual condition mean (6%correct responses),
were excluded. Post-hoc comparisons were carriedsong LSD Fisher’s test(<0.05).

In the MEP analysis, the peak-to-peak amplitude \mmVeach of the 128 MEPs
obtained from each participant was computed withldbaand then normalized. Trials in
which participants provided an incorrect responsgewdiscarded (6%). Z-scores of the
remaining MEPs were calculated using the individt@aidition mean and SD. Normalized
values were then subjected to a 2 x 2 repeateduresadNOVA with person (1P vs. 3P)

and verb-category (hand-action vs. nonaction) disinvsubject factors.

4.3. Results

MEP. The interaction between Person and Verb-categogs wgignificant
Fa.1278.27,p=0.01 (Fig. 1): motor facilitation was greater fid?-action verbs than for 3P-
action verbs¢<0.03), while no difference was found between IR} @3P-nonaction verbs
(p>0.1). Motor facilitation for 1P-action verbs walsa@ greater relative to 1P- and 3P-
nonaction verbsps<0.05), while it did not differ for 3P-action vertand 1P- and 3P-
nonaction verbsps>0.1). Neither the main effect of Person nor tlanneffect of Category

resulted significantps>0.1).
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Figure 1. A) Sample MEPs (mV) for 1P and 3P hand-action aoedhaction verbs. Data from one
representative subject. B) Mean normalized pegtetmk MEP amplitude for 1P and 3P as a functiorhef t
Verb category (hand-action and nonaction). 1P-actierbs enhanced cortico-spinal excitability toreager

extent than 3P-action verbs and (1P and 3P) namaetrbs. Vertical bars denote SEM.
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Accuracy.The analysis revealed significant effects of TNFg,12=5.29, p=0.04,
and Verb categoryF(110=7.61, p=0.01. Accordingly, participants were more accurate
during sham TMS than during M1-TMS delivery, andfpened better on nonaction than
on hand-action verbs. However, the two factorsraitlinteractF(1 12<1. The main effect

of Person was not significark 12<1.

RTs. The effect of Person was significanf12=6.43, p=0.02: participants’
responses were faster on 1P than on 3P verbs. I8 XxTPerson interaction approached
significance, F(1,1074.36, p=0.05 (Fig. 2): during sham, participants were dasthen
processing 1P verbs than 3P vents0(01); this advantage was abolished during M1-TMS
delivery (>0.1). Neither the main effect of TMS, nor the maffect or category resulted

significant,F1,12<1. Mean accuracy and RTs are summarized in Table 1

Table 1. Mean RTs and accuracy (standard error of the nfe@N) in each experimental

condition.
RTs (ms) Accuracy*
1P 3P 1P 3P
TMS hand-action 586 (66) 592 (64) 95 (1.3) 95 (0.9)
Nonaction 568 (60) 574 (62) 97 (1.1) 97 (1.2)
Sham hand-action 554 (69) 592 (78) 97 (1.1) 96) (1.2
Nonaction 561 (75) 612 (88) 98 (0.5) 98 (0.9)

* Percentage of correct responses
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Figure 2. Mean RTs (ms) for 1P and 3P as a function ofMfeeb category (hand-action and nonaction) in
each TMS condition (M1 TMS and sham). M1 TMS abi@is the temporal difference in processing 1P and
3P verbs, observed during sham, independent ofdhecategory. Vertical bars den@&M

Additional analysisThe RT results showed that 1P verbs were processecl|
faster than 3P verbs (in sham condition), consilstavith what we found in the two pilot
tests (see above). One possibility is that thely)letiming of TMS delivery, in our study,
allowed detecting motor facilitation only for verlisat were processed faster. In other
words, we might not have detected motor facilitatior 3P-action verbs because, on
average, they were processed later than the avefdd®action verbs.

To check this, we analyzed the MEPs corresponthngP verbs with the fastest
RTs, i.e., with RTs falling within the first andettsecond percentile of the RT distribution

of each participant. The mean RTs for the firstriigawere 417 ms + 49 (sem) and 419
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+54 for 3P-action and nonaction verbs, respectivdlge two-tailt test revealed no
difference between 3P-action versus nonaction y#it)=-1.80,0>0.09, and, on average,
the MEP amplitude was greater for 3P-nonaction ¥€B3+0.44) than for 3P-action verbs
(3+0.44). The same analysis was run considering/BBs corresponding to 3P verbs with
RTs belonging to the second quartile of each ppeit’s distribution. The mean RTs were
532 +52; 526 51 for 3P-action and 3P-nonactiorbserespectively. Notice that these
values approach closely the mean RTs for 1P-a¢686 +33) and nonaction (568 +30)
verbs. Again, the two-tatltest revealed no difference in MEPs between 3ievaeind 3P-
nonaction verbs,t(12)=-0.6, p>0.55, with MEP amplitude for 3P-nonaction verbs
(3.5+0.54) being qualitatively greater than for @&Rion verbs (3.410.47).

To conclude, there was no difference between 3iBraeind nonaction verbs, even

when processing time for these items matched drdltR verbs.

4 4. Discussion

In the present study, | compared TMS-induced MERsmparticipants processed
1P or 3P hand-action and nonaction verbs. Our teepubvide novel demonstration about
the specificity of motor facilitation during actiarerb processing: M1 activity increased for
action (as opposed to nonaction) verbs, only whessgmted in 1P. Significant lower
excitability was found when the same verbs weresemted in 3P. In this case, no
difference between action and nonaction verbs wasd. Furthermore, | found that, during

sham, participants were faster in processing 1Bsveslative to 3P verbs, but this temporal
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advantage dasappeared when TMS interfered with Mivitg. Our data have critical
implications in relation to whether primary motesponse to action verbs is automatic, and
to what extend motor circuits house shared reptasen for self and others’ actions.

To the best of our knowledge, this is the first destration that motor system does
not respond automatically to any action word buyda those implying self-referential
action meaning. Since | compared motor facilitatan randomly interleaved trials, the
effect appears immediate and not attributable togd@rm contextual fluctuations of
participants’ cortical states, which can threatkatl designs. | can also exclude that task-
related cognitive effort, which may cause increasmtical excitability (Scott, McGettigan,
& Eisner, 2009), accounts for this interaction:idgrsham stimulation, participants were
faster in responding to 1P than to 3P verbs ardoadih they were overall more accurate
on nonaction compared to action verbs, there igndecation that processing 1P-hand
action verbs was more difficult relative to 3P-haation verbs.

The first implication of the non-automatic mototiaity is that the motor system is
not a necessary component of the lexical-semantigark, as proposed by some embodied
accounts of language-induced motor activity (Puhidter, 2005). If the motor system
directly encoded the motor attributes of a wordtandacilitation would have followed 1P-
and 3P-action verbs to an equal extent, as the sdtnbutes applied to both. On the
contrary, the involvement of M1 in conceptual pssieg seems to depend on the word
having an action meaning, as well as on the agehteamplied action.

The difference in motor facilitation between 1Pd&#-action verbs also unhinges
the core principle of the embodied hypothesis #Eton understanding results from a

direct coupling between a perceived action andoae/n motor representation. In fact, the
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motor cortex seemsapable of distinguishing between self and other, by repmting
action contents in a subject-specific (1P), rathan subject-neutral format. The hypothesis
that self and other actions share the same repetgenhas been already challenged in the
domain of action observation. For instance, usifdST Maeda, Kleiner-Fisman and
Pascual-Leone (2002) found that action observatipdulated the left M1 activity
maximally when the observed actimatched the observer’s orientation. Likewise, Jacks
Meltzoff and Decety (2006) reported greater BOLBpanses in left motor system for 1P
than for 3P views of actions. In our study, theerof the acting subject in modulating
motor activity has been extended to language psoogs

A more general role of M1 in self-other distinctimnsuggested by the abolition of
the participants’ advantage in processing 1P owerv8rbs, when TMS disrupted M1
activity. This advantage found both in the pilotsdathe main experiment with sham
stimulation, conforms to previous evidence of “gefierence” effect, whereby self-related
words are easier (e.g., faster RTS) to process thlaer-related words (Markus, 1977).
Notice that TMS slowed down participants’ perforroamut did not impede their ability to
do the task (in the accuracy analysis, the TMS psdeinteraction was not significant).
This suggests that the self-other distinction isintagned by the joint activity of a
constellation of brain regions forming the “selfet distinction network” that assigns an
action to an agent (Jeannerod, 2004). Our datalorate previous evidence that the left
M1 belongs to this network (Ruby & Decety, 2003).

In summary, | have shown that processing actiorde/onodulate the motor system,
depending on the agent to whom the implied act®mtiributed: processing 1P-action

verbs does facilitate the motor system, whilst psstng 3P-action verbs do not. It follows
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tha the motor system does not respond automatitmatlye word’s action content itself, but
it does only when the conceptual representaticanwbrd integrates the actiovith the self
as the agent of that action.

Intriguingly, these constraints parallel those ttygically elicit kinaestethic motor
imagery. Imagery, the internal rehearsal of motats,ais accompanied by kinaesthetic
sensations and motor activations similar to thas¢he corresponding execution, when
people generate and transform images of body mavesm&olodkin, Hlustik, Chen &
Small, 2004). Moreover, activity in M1, premotordasomatosensory regions is greater
when people represent actions in 1P perspectias it 3P perspective (Jackson et al.,
2006), and when they imagine to manipulate objedts their own hands rather than when
they imagine objects rotating on their own (Kossl@anis, & Thompson, 2001), to the
extent that a virtual identity has been establighetiveen kinaestethic motor imagery and
first-person imagery.

The idea that language-induced motor activationsil@vaeflect opportunistic -
rather than obligatory - implicit imagery (or siratibn) triggered by the words’ motor
content, accommodates at best recent observatormadtor activation during certain but
not all conditions of action-word processing. Inrtgalar, TMS and imaging studies
reported increased motor activity only during tadkat focused participants’ attention on
the motor attributes of words (Papeo et al., 20G8masino et al., 2007), or when action
words were presented in a context (i.e., a senjeghe¢ emphasized the representation of
body movements (Raposo, Moss, Stamatakis, & Tyl869). However, none of those
studies compared directly motor activation for @ctverbs with different subjects, or asked

participants to process, or mentally represengregitial information. If people do not
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routinely attend to this information and use theasmtric perspective as default in mental
simulation (Willems et al., 2010), the motor aspeat word meaning to which the 1P
perspective is applied, could be themselves sefiidio elicit motor activity.

While no one denies thatimages play an important role in many cognitive
processes(Fodor, 1975, p.184) and motor imagery can belicitly triggered by virtually
any stimulus or task with sensorimotor compone#igsglyn, Behrmann, & Jeannerod,
1995), only the classic embodied account of comgmsion predicts that motor simulation
is obligatorily engaged in processing action-relateords. The study | reported in this
chapter seriously challenges this interpretatiorthef relationship between language and

motor system.
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Chapter 5.
Human ver sus object motion:
The stimulus-dependency of motor

processes in language comprehension

5.1. Introduction

When people process the sentence "Close the dramglying an action away
from the body, they are faster in performing a c&s@ movement in a congruent direction
than in the opposite (toward the body) directiode(Berg & Kaschak, 2002). These
congruence effects suggest that language and motor system interaeiuecthe stimulus
and response sets in the ensemble have properties in common, and elements in the stimulus
set automatically activate corresponding elements in the response set” (Kornblum et al.,
1990, p. 253). That is, they prove that the comgmeler activates a motor representation of
the implied-language motion, which shares featwigs motor processes for response. The

activation of motor representations in language mefmension is widely accepted to reflect
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motor simulation (Barsalou, 1999; Glenberg et2008; Rizzolatti & Crighero, 2004), the
mental rehearsal of a motor act that relies on mateural substrates but is not
accompanied by overt body movements (Jeannerods;1P8rro et al., 1996). Motor
simulation is experienced implicitly (i.e., uncomagsly), during action observation,
understanding, planning or anticipation (Jeann&dkcety, 1995). The term is often used
as a synonym of motor imagery, which is considéisedonscious counterpart, as both deal
with motor representations and are associated laitfely overlapping neural substrates in
the motor areas (Grezes & Decety, 2001). HoweVer,tivo operations may differ with
respect to some properties. For instance, imadp@ing a conscious process, may require
greater specification of the imagined movemengtinat to motor representations implicitly
triggered during simulation (Willems, Hagoort, & $a&anto, 2010).

The extent to which the simulation process involvaed motion-language
comprehension shares properties with imagery psoitas still not clear. To address this
guestion, in the current study, we tested whetheiconditions triggering motor simulation
in the case of language are the same as thoseririggnotor imagery for other cognitive
operations (e.g., mental rotation), or whether ecsp relationship exists between motor
simulation and language comprehension. The latgpothesis has been forwarded in the
embodied theories of language, according to whiaitom simulation determines the
understanding of motion-language, because motonimgs are directly mapped into the
comprehender’'s motor representations (RizzolattjaSei, & Gallese, 2001). This implies
that motor simulation is necessarily recruited, méheer an action word is processed. On
the other hand, studies on imagery have shownphateiving a motion-stimulus is not

sufficient to elicit motor processes or simulati@yg., Solodkin, Hlustik, Chen, & Small,
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2004). Establishing whether motor simulation isuéed in language comprehension, and
motor imagery in other cognitive operations (ergental rotation) following the same
constrains, will help define the nature of the tielasship between language and motor
processes.

What do we know about the involvement of motor peses in imagery? A wealth
of studies demonstrated that motor processes stippagery when individuals imagine the
rotation of body parts and bodily or manual intéicats with objects (Kosslyn, Thompson,
Wraga, & Alpert, 2001). In other words, imageryrtets motor processes when a stimulus
is transformed in an egocentric frame of referencén a “personal” perspective (Jackson,
Meltzoff, & Decety, 2006), and its motion is assded with the kinesthetic feelings of
moving one’s own body (Solodkin et al., 2004). émtrast, imagining stimuli moving in an
object-centered visual space engages processeganalto those recruited for visuospatial
perception within the posterior parieto-occipitagions (see Zacks, 2008). Thus, imagery is
not a unique, undifferentiated ability, but it esdi on different sets of processes, or
strategies, which can be independently employed or disruptetrain injury (Tomasino &
Rumiati, 2004).

Moreover, even in those cases when a motor straseigiggered, the motor system
responds differently, depending on the properties of theveraent involved. The kinematic
and kineasthetic features of a movement, indeetérdene the way that movement is
represented. Movements conforming to postural araseasily and frequently performed
and, therefore, have more accurate, detailed reptasons owning the same features as the
actual physical motion (Cooper & Shepard, 1975sé&as, 1987). This isomorphism results

in a linear relationship between the time for siatioh and execution of those movements

123



(Parsons, 1994). In contrast, movements opposigs$tural bias, which require reaching
uncommon postures near the extremes of joint limaitsl are associated with more
uncomfortable kinaesthetic sensations, have lesslel® mental representations, resulting
in a weaker, non-linear relationship between thental simulation and actual execution
(Parsons, 1994). This phenomenon, name#twardness effect (Sekiyama, 1982), has
typically been observed in the mental rotation afdis (Funk et al., 2005; Parsons, 1987;
1994). Recent imaging studies further support te of the familiarity of a movement on
motor activity: motor regions are more active whmople perceive familiar movements
(movements that they often perform), relative sléamiliar ones (Calvo-Merino, Glaser,
Grezes, Passingham, Haggard., 2005; see also ®massner, Hamilton, Kelley, Grafton,
20009).

In the current study, we selected sentences desgrédo manual action requiring
either clockwise (CW) or counterclockwise (CCW)atoin performed by a human agent
(e.g.,The worker is screwing the light bulb into the lamp), and the CW or CCW rotation of
a mechanical, non-manipulable object (eTdne video-tape is rewinding). Although both
human- and object-related sentences included simitdor words (i.e., verbs) and referred
to motion, the sentential context was varied ineortd elicit kineasthetic or visuospatial
representations, respectively. Right-handed ppdids were asked to listen to motion
sentences (and nonsensical sentences) and proesleryno sensibility judgments by
turning a knob either CW or CCW with the right hamdst (see Methods). The CCW wrist
rotation is an awkward movement, as it has veryitdidhdegrees of freedom toward a
posture close to the limits of the wrist's joinhidaopposite to the bodily postural bias. In

contrast, the CW manual rotation has more degrdedreedom and is far from

124



biomechanical constraints; therefore, it is likéty be more comfortably and frequently
performed than the CCW one.

If motor simulationdetermines the understanding of motion-related words, both
human- and object-related motion sentences shdtddtdhe subsequent motor response,
as they both include verbs with motor meaningotfthe other hand, motor processes serve
a motor strategy that supports the retrieval oké&sthetic information associated with a
linguistic utterance, language should affect thbseguent motor response only when
sentences elicit representations with kinaesthetibpdied, motor components (i.e., human
actions). If this is the case, we also expect thatinteraction between motor simulation
elicited by kineasthetic language and motor praegss affected by the type of movement
involved. In the case of common movements havingsymably more accurate
representation (CW rotations), the simulation tditiby a sentence shouiid the motor
representation for performing a similar movemeni/(tation), resulting in a congruence
effect. When an awkward movement (CCW rotationpilved, the interaction between
the mental simulation of that movement and the motpresentation activated for
performing a similar movement is expected to beksgathus resulting a diminished or

less stable congruence effect.

5.2. Experiment 1. congruence effect between implied-language and physical rotation
Participants were asked to make yes-or-no sergijiidgments (i.e., semantic-

judgment task) on sensible and nonsensical sergemueuding a selected subset (see

Norming study) that described human-hand or mech&object CW and CCW rotations.

Participants provided the response by turning abkaiher CW or CCW. We tested
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whether motion-related words automatically elictitor representations that interact with a
subsequent motor response. Alternatively, and stargly with the mechanisms of mental
imagery, motor simulation may be recruited only whgarticipants process sentences
where motion words are used to build kinaesthetitomrepresentations, such as bodily

motion, but not external-object motion.

5.2.1. Materialsand methods

5.2.1.1. Simulus selection

Twelve Italians were asked to assess whether &Adertalian sentences described
motion. After judging a sentences as motion-relapagticipants had to specify the type of
motion, choosing between “manual” (e.g., The worikescrewing the light bulb into the
lamp), “mechanical”’ (e.g., The video-tape is revimigdl or “other”, and its direction (CW,
CCW or other). Fifty-six sensible sentences, 28 iomotand 28 state items, judged
consistently in each of the above dimensions byeast 85% of the panel, were thus
selected. Of the 28 motor sentences (see Appendlixl€ described human actions
requiring CW (N=7) or CCW (N=7) manual rotation,dah4 described external objects
rotating CW (N=7) or CCW (N=7) by a mechanical @eviThe 28 sensible state sentences,
matched for length with motion sentences (humberplobnemes, p > .1), described
psychological or physical state of people (N=14pbjects (N=14; e.g. “Stars are shining
in the night sky”).

In all sentences, verbs had an imperfective asf@egt, is turning), as it activates

event knowledge more strongly than the perfect@qeeg., had turned), and is most likely
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to elicit a mental image of the implied languageteat (Ferretti, Kuta, & McRae, 2007).
The verb in each sentence was followed by 2-6 wtirdisspecified the context, the manner
and the path (i.e., direction) of motion descrilimdthe verb. In Italian, very few verbs
denote a rotation and the same verb can be useestwibe different kinds of motion; the
argument of the verb was therefore necessary foaleiotion (rotation) and its direction.
For instance, in the sentence “The child is shangethe colored pencil”, the direct object
(the pencil) is crucial to denote a rotating motiarhilst sharpening with a knife would
change radically the manner and path of motiorortter to allow the semantic-judgment
task, 56 nonsensical sentences with the same wgteuas the sensible ones (subject, verb

and 2-6 words as complement) and comparable I€pgth1) were created.

5.2.1.2. Norming study

A Norming study was carried out with the objectieecollect basic information
about the selected sentences. Mean reaction tiRiEs) (o each sentence were obtained
with a semantic-judgment task, where the aboveebBible and 56 nonsensical sentences
were presented acoustically to 29 right-handedaftal They had to decide whether each
sentence made sense by pressing a key (see Apd@ndix

At the end of the experiment, the same volunteerapteted a questionnaire to
evaluate whether CW and CCW human sentences andr@ZCW object sentences were
comparable for those attributes that might infleetiee relationship between language and
motor processes. The familiarity tightly correlategh the processing time of an item, and
the imageability of an utterance affects the abilib mentally represent its content

(Connine, Mullennix, Shernoff, & Yelen, 1990). Mokeer, features such as amplitude and
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continuity of implied-language motion need to bentcolled as they might render the
motion implied in some items, more perceptuallyesdland suitable to the interaction with
motor processes, than others. The same featurds migdulate the processing times of
sentences, because, if simulation is triggerediithe spent for mentally rotating a stimulus
is proportional to the degrees of rotation (e.chefard & Metzler, 1971; Shepard &
Cooper, 1982). Thus, participants were asked te the familiarity, imageability,
amplitude and continuity (i.e., whether the implimdtion was continuous or part-way) of
the motion implied by each sentences.

The results of the questionnaire showed that CW@@W human sentences were
matched for all the assessed dimensions. The samsetwe for CW and CCW object
sentences. Therefore, besides length and structumplexity, CW and CCW sentences
within each stimulus-type were comparable for faamitly, imageability, amplitude and
continuity of implied motion. The RTs analysis ralezl that participants processed CW
and CCW human sentences equally f§&8) = 0.88,p = .3; for object sentences, they
showed a temporal advantage in processing CW iemasthe CCW oneg(28) = 2.17p
= .03, t(28)en=2.62, p=.01 (Fig. 1). This preliminary study provided infeation on
participants’ performance in a response condition.,( keypress) that did not elicit
congruence effect with the implied-language motibm.the following experiment, we
investigated whether and to what extent the congidetween implied and actual motion
affected participants’ performance. Additional imf@tion on procedure, analysis and

results of this norming study is given in the ApgierD.
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Figure 1. Norming study: mean RTs (ms) for the processinghwinan sentences and object sentences

implying clockwise (“implied cw”) or counterclockag (“implied ccw”) motion. Vertical bars denote the

Standard Error of the mean

5.2.1.3. Participants
Forty-four healthy, native Italian speakers (14 esall18-36 years), all university
graduates or undergraduates, participated in thedystThey were all right-handed,

according to the Edinburgh Handedness Inventoryl,(Btdlfield, 1971).

5.2.1.4. Procedure

The 56 rational sentences (28 motion-related anst&@ items) and 56 nonsensical
sentences described above were presented to pantisi All items had been previously
read aloud and recorded (http://audacity.sourceforg/) by a female Italian speaker. They
were transmitted through headphones, their lengtiging from 2.066 to 3.995 ms.
Participants made yes-or-no sensibility judgmengsturning a knob (diameter 7 cm)

requiring a power grip and wrist rotation in a CW ©CW direction from a central
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position. The knob was fixed to a panel, orthogdoahe table. Participants sat in front of
the panel and handled the knob with their rightchdrhey were instructed to keep the right
elbow motionless on the table, so that the knoddcba rotated only by wrist. The knob
triggered a metallic stick, hidden behind the pandlich stopped the rotation after 60° in
either direction by touching a micro-switch. Lefidaright micro-switches, connected to the
external response box of an E-prime PC-controllstesn (Psychology Software Tools,
Inc., Pittsburgh, PA), acted as key-presses. Regsomwere recorded from the onset of each
sentence; RTs used in the analysis were calculgtesdibtracting the sentence length from
this value.

Each sentence was presented twice for a total df iR¥ns. Participants were
divided into two equal groups. Group 1 was insedcto turn the knob CW for yes-
response and CCW for no-response, and Group 2 ngasicted to do the opposite (i.e.,
CW rotation for no-response and CCW rotation fos-gesponse). Thus, in Group 1,
responses to critical items (i.e., motion sentenaese congruent with sentences implying
CW rotations and were incongruent with sentencgsdyimg CCW rotations; the opposite
was true for Group 2. The manipulation of the refehip between implied and actual
rotation was never mentioned and the critical sege constituted only 25% of the whole
stimulus-set; therefore, it was unlikely that papants became aware of the critical
sensorimotor components of the task and generatpdcttions that could bias the
performance (Frith & Dolan, 1997; Rees, Frith, &leg 1997).

Prior to the experiment, participants were traimethandling the knob with an 8-
trial familiarization phase. They were instructedréspond as quickly as possible, but not

before they had listened to the whole sentencenast nonsensical sentences could not be
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recognized as such, until the last word had beandhé\fter completing the experiment,
participants were debriefed to assess whether these aware of the critical task
manipulations and how they felt during CW and CC\Wements.

The experimental manipulations yielded a 2 x 2 »ékign with factors: (i)
Stimulus-type (human and object sentences), (ii)ngdeence (congruence and
incongruence between implied language and manualtion), and (iii) Group (CW
responses to critical items in Group 1 and CCWaases in Group 2) as the only between-

subjects factor.

5.2.1.5. Analyses

Familiarization, state and nonsensical trials wedriecarded from the off-line
analysis. All participants achieved at least 85%ueacy (M=97%) in sensibility judgments
and were all included in the RT analysis. Incoilyepttdged trials (3.2%) and those with
response latencies 2 standard deviations (SDs) &way the individual condition mean
(4.5% of correct responses) were discarded (R&tdi893). The remaining data were
subjected to a 2 Stimulus-type x 2 Congruence Xr@ufs repeated-measures ANOVA.
Planned comparisons between critical conditionewen using two-tailed t-testsi€ .05).
To test for the generalizability of the effects otke items (Clark, 1973), the by-item
analysis was performed with regressions of repeatedsured data, according to the

method proposed by Lorch and Myers (1990).
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5.2.2. Results

Table 1 summarizes the results of the RT analyse&xXperiment 1 (and for the
following Experiments 2 and 3).

The main effect of Stimulus-type was significardrticipants were faster in judging
human than object sentences, F(1,42)= 34.74, p<i0p2=.45. The Congruence x Group
interaction was significant, F(1,42)= 18.57, p<.00p2=.30. Participants in Group 1 (CW
responses) were faster on congruent than on ingengtrials, p <.001; conversely, those
in Group 2 (CCW responses) were slower when prouwgsgicongruent relative to
congruent trials, p = .02. The three-way interactietween Stimulus-Type, Congruence
and Group was also significant, F(1,42)= 4.08, .p5; [1p2=.09 (Figure 2A). Two-tailed t
tests between critical conditions revealed thabioup 1, manual rotation was faster when
it was congruent with the rotation implied by béiliman, t(21)= -2.44, p=.02, t(21)item=
4.33, p < .001, and object sentences, t(21)= -2785,.01, t(21)item= 2.16, p = .01. In
Group 2, this difference was no longer significkort human sentences, p > .1, whilst for
object sentences, judgments of incongruent tridseviaster than those of congruent trials,
t(21)=2.24, p = .03, t(21)item=1.82, p = .08.

Importantly, incongruent trials in Group 2 involvéide same CW object-related
sentences that led to faster responses in Grodmhi%.suggests that there was always a
temporal advantage for CW object sentences, irodisigeof the direction of the manual
response. This bias was already found in the narsindy, where participants responded
with a keypress. It is possible, however, that mup 2 the congruence between CCW
sentences and the motor response (CCW rotatiofljtdted its execution, thus reducing

the size of the bias (i.e. the RT difference betw€CW and CW trials) in this group,
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relative to Group 1. In other words, a congrueniéece might have taken place also for
object sentences. To check this, we compared #eeasithe bias in the two groups, which
was far from being significant, t(21)= 1.16, p >This confirmed that CW sentences were
always processed faster relative to the CCW ohessikze of this bias remaining unaffected
by the status of congruence between implied angdabobtation. As expected, in the post-
experimental debriefing, all participants reportgdater discomfort associated with CCW

than CW manual responses.

Table 1. Mean RTs (ms) in all experimental conditions opEsments 1-3.

Human sentences Object-related sentences
Congruence Incongruence Congruence Incongruence
Experiment 1 Group 1 305 352 369 484
Group 2 387 373 482 422
Experiment 2 Group 1 193 261 256 308
Group 2 294 262 355 268
Experiment 3 Group 1 287 348 337 427
Group 2 355 330 385 332

Tabled mean RTs (ms) in Experiments 1-3, followtiing processing of human and object sentences inpGro
1 (clockwise manual response) and Group 2 (couptkwise manual response), when the implied languag
direction was congruent and incongruent with thenuaé response. The regions in bold type showed the
significant differences between congruent and igcoent trails in the same condition of Sentencetspd

Group.
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Figure 2. Mean RTs (ms) for the processing of human senteaoel object sentences in Group 1 (“cw
clockwise manual response) and Group 2 (“ccw”, tenafockwise manual response), when the implied
language direction was congruent and incongruettt thie manual response. The pattern of performance
observed in Experiment 1 (A) was replicated botlExperiment 2 (B) and Experiment 3 (C). Verticatdba

denote the Standard Error of the mean.
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5.2.3. Discussion

We found that the congruence effect (faster respéoifowing a sentence implying
congruent motion) took place when participants eesed with CW rotation (Group 1), but
not with CCW rotation (Group 2). However, the thwegy interaction showed that these
two factors interacted differently, depending or t8timulus-type. For human-related
sentences, physical responses congruent with idifdieguage direction were faster than
incongruent responses when participants respondtedGW rotation (Group 1), while no
difference was found between congruent and incanrgrtrials when the motor response
was CCW (Group 2). The performance difference otpssing CW and CCW sentences in
Group 1 reflects a congruence effect between theesee content and the motor response,
as the same sentences were processed equally thst Norming study, when participants
responded with a keypress. Although the same sesdewere presented, a congruence
effect was not found in Group 2, suggesting a oblthe type of involved motion (CW or
CCW) in the interaction between stimulus and respon

The relationship between mental simulation eliciteg sentences and motor
processes for response gave rise to different teffeiepending on the kinematic features
and familiarity of the involved movement. In padiar, when the stimulus-response
interaction involved a manual rotation conformirg dostural bias and associated with
comfortable kinaesthetic sensations (i.e., CW ioupr1), motor simulation elicited by
human sentences matched the motor representatromhéo execution of a congruent
movement, resulting in the congruence effect (&¢pnberg & Kaschak, 2002). In Group
2, we found no congruence effect, but an overadllitptive increase of RTs, possibly

reflecting the awkwardness effect, expected wherstimulus-response interaction involve
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awkward movements (CCW rotations) that have wealess accurate representations,
relative to more comfortable and familiar moveme&Rarsons, 1994).

Using human-related sentences and a paradigm sitoithe one employed by us,
Zwaan and Taylor (2006) reported a congruence tefflen participants responded with
both CW and CCW manual rotation. In their studywbeer, the rotation required a
precision grip that involved only finger movememsile we asked participants to respond
by rotating their wrists. As aforementioned, thekesardness effect has been demonstrated
for hand rotations, but never for finger rotatiddand/wrist and fingers clearly have
different biomechanical constraints and discrefgagentations in the brain (Goldenberg,
1999; Haggard, Kitadono, Press, & Taylor-Clarked@0 hence, phenomena observed with
hand-related tasks do not necessarily apply toefinglated tasks. More crucially, in the
domain of mental rotation studies, different paiseof participants’ performance have been
reported in similar tasks, depending on the kindnaivement involved in the task (see
Sack, Lindner, & Linden, 2007). Thus, although mastent explanations assume that the
stimulus-response interaction takes place at aehidgvel of representation (Hommel,
Musseler, Aschersleben, & Prinz, 2001), it has bsaggested that motor and premotor
representations of different muscle groups areegdfitly susceptible to interaction with
mental simulation (Sack et al., 2007).

Our findings with human sentences do not contratticse of Zwaan and Taylor
(2006), but the different responses employed intih@ studies might have elicited the
awkwardness effect in our but not in their studythe congruence effect even with CCW
rotation, in their but not in our study. This conteabout the potential importance of

specific muscle groups may pose a limit to the gareation of our findings. Overall, the
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congruence effect in Group 1 and the awkwardndssteh Group 2 suggest that human
sentences evoked motor representations.

As for object-related sentences, participants iouprl were faster in responding to
CW relative to CCW items. This pattern, howeved dot reflect a congruence effect, as
the same advantage was found in Group 2, even lhdweye, the response was congruent
with CCW items. If the motor response interactethwepresentations elicited by object
sentences, the CW bias should have been abolishedileast - significantly diminished
in Group 2, because the congruence between imphddactual CCW motion would have
facilitated CCW responses. On the contrary, oudifigs suggest that participants’
processing of object sentences did not elicit (motepresentations that could affect the
motor processes for response.

The key result of Experiment 1 is that representatievoked by human sentences
affected a subsequent motor response, while rapegsmns elicited by object sentences did
not. In other words, only human sentences eliciggtesentations owning kineasthetic
motor components that trigger a motor modalityiofudation. These findings mirror those
observed in imagery studies, where stimulus-spedifteractions between manual and
mental rotation were reported, when mental rotatvas applied to different visual stimuli.
For instance, Sack, Lindner and Linden (2007) repbthat the mental rotation of hands
was facilitated by congruent and inhibited by ingarent manual rotation, whilst the
mental rotation of cubes was unaffected by the memgre with manual rotation. Likewise,
imaging studies reported motor and premotor actimatonly when participants mentally
simulated movements associated with a kinesthettinfg of the movement (Solodkin et

al., 2004).
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In the case of external-object motion, it is likehat our participants produced a
visual representation of the moving object. Overalhumber of studies showed that this
kind of stimuli activates visuospatial parieto-gutal regions (see Zacks, 2008 for a
review). More crucially, the CW bias observed heesinds of left-to-right directionality
preference, ubiquitously found in visuospatial gsses (Tversky, 1995). We will later

return to this point of discussion.

5.3. Experiment 2: the effect of the angle of rotation

Experiment 1, we observed a congruence effedBrioup 1, when participants
responded to human sentences with a CW manualomtdiut not in Group 2, when they
responded with a CCW rotation. We proposed thas ttifference in participants’
performance resulted from CW and CCW movementslwedbin the stimulus-response
interaction in Groups 1 and 2, respectively, haguoglitatively different representations. In
particular, CCW movements may be less accuratphesented than the CW ones, because
they are less frequently experienced. The reduaedlifrity of CCW movements, relative
to CW movements, is primarily due to the greatekwaardness for their execution, as they
are opposite to the bodily postural bias. Thus,difigculty of execution, in itself, might
account for the lack of congruence effect, as tmight have been precluded by generally
slow reaction times.

The aim of Experiment 2 was to assess whetheresuits were due to the mere
difficulty in executing CCW responses, or to thepdyand accuracy of mental
representations that these motor responses relpqerimental design and procedure were

the same as in Experiment 1, except that partitspsesponded by rotating their wrist of
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30° (rather than 60° as in Experiment 1) in eittheection. This reduction of the angle of

rotation was meant to facilitate the performanc€6W responses.

5.3.1. Materialsand methods

5.3.1.1. Participants
Participants were forty university graduates orargcaduate students (14 male; 18-

38 years), all healthy, right-handed (EHI, Oldfi€l®71), native Italian speakers.

5.3.1.2. Procedure
Stimuli and procedures were identical to those eyed in Experiment 1, the only

difference being that the knob was adjusted asdaire a 30° rotation in either direction.

5.3.1.3. Analyses

Familiarization, state and nonsensical trials weliscarded. All participants
provided at least 85% of correct sensibility judgmse (M=96%) on critical items.
Incorrectly-judged trials (4.1%) and those withp@asse latencies 2 SDs away from the
individual condition mean (5% of correct responsesje discarded from the RT analysis.

By-subjects and by-items analyses were performewl Bgperiment 1.
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5.3.2. Results

The results of Experiment 2 were qualitatively igeal to those of Experiment 1.
The effect of Stimulus-type was significant, F(9;38.08, p = .02,[1p2=.14: motor
responses were faster for human than for objectesees. There was a significant
Congruence x Group interaction, F(1,38)= 28.06,.004,[1p2=42: in Group 1, RTs were
faster for congruent than for incongruent tria(89)=-3.87, p = .001; whilst incongruent
trials were faster than congruent trials in Groypt(29)=3.63, p = .001. The three-way
interaction was not significant, F(1,38)<1, n.sg(ffe 2B). However, planned comparisons
between critical conditions revealed that partiotigeof Group 1 were faster in congruent
than incongruent trials, when processing both hyr{d8)=-2.96, p < .01, t(19)item=>5.17,
p <.0001, and object sentences, t(19)=-2.63,d=t(19)item=2.36, p = .02. No difference
was found in Group 2 between congruent and incangrtrials for human sentences, p >
.1. For object sentences, incongruent trials weoegssed faster than congruent trials,
t(19)=3.28, p < .01, t(19)item=3.66, p = .001; ther words, CW object sentences were
always processed faster than CCW sentences. Asperifnent 1, the size of this bias (i.e.,
the difference in RTs between CCW and CW sentendashot differ in Groups 1 and 2,
t(19)=-.94, p =.3, suggesting that RTs to objeattesgces were not affected by the
relationship between the implied and the actuation.

Finally, that the 30° CCW rotation was equally it to perform, compared to the
30° CW rotation, was confirmed by the 92.5% of iggrants (N=37) in the post-

experimental debriefing.
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5.3.2. Discussion

As in Experiment 1, here we found that processummgdmn sentences interacted with
concomitant motor processes for responding, asaleddy congruence effects in Group 1,
and awkwardness effects in Group 2. Importantlythe current experiment, the decrease
of the knob rotation from 60° to 30° made the CG3ponse less difficult to perform than
in Experiment 1. As a result, participants’ RTs réased visibly in Experiment 2 (see
Figure 2), even though the overall pattern of pennce remained unchanged.

We obtained different results when participantpoesied to human sentences with
CW and CCW rotation, even though both movementsewegually-demanding. This
demonstrates that the difference in performancevdmt Groups 1 and 2 cannot be
explained in terms of mere physical difficulty ihet execution of either movement. In
contrast, it seems that, in the two conditions, shimulus-response interaction involves
gualitatively different motor representations (Ceog. Shepard, 1975; Funk et al., 2005;
Parsons, 1994). The temporal advantage in proge€3i object sentences over the CCW
ones occurred when participants responded with 8hand CCW rotation, and its size
was unaffected by the response direction.

One might observe that the manual rotation of thebkmimicked better manual
actions implied in human sentences, than the desttrajectory of mechanical objects, to
the extent that the stimulus-response interactiazhtvhave been promoted for human but
not for the object items. Although the apparatupleyed in the present study and the
biomechanical constraints of human hand/wrist wertesuitable to replicate some implied
mechanical-object rotations (e.g., a continuous °3fifiation), consistent findings in

Experiments 1-2 suggest that participants’ perforceawas not constrained to a specific
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amplitude of the response. This issue has beemefuraddressed in the following

Experiment 3.

5.4. Experiment 3: the effect of the plane of rotation

anguage can convey very detailed features ofi¢iseribed context, which are used
to construct imaginal representations during commgmeion (Bergen & Chang, 2005;
Jackendoff, 2002). The plane along which motioresaglace (e.g., vertical or horizontal)
was found to be encoded in language-evoked repeggers (Bergen, Lindsay, Matlock, &
Narayanan, 2007; Richardson, Spivey, McRae, & Bawnsa2003; see Anderson, Chiu,
Huette, & Spivey, 2010, for a review). For instanBergen and colleagues (2007) reported
that the processing of sentences implying up- ,(€Idne patient rose”) or down-direction
(“The glass fell”) selectively interfered with visuprocessing in the same part of the visual
field.

In Experiments 1-2, the plane of rotation in th@nual response was fixed, whereas
that implied by sentences was variable. Indeed,esofrour sentences (e.g., “The boy is
turning up the volume of the hi-fi") involved rotan on the same vertical plane as the
manual rotation; other sentences, such as “the<Cdrning in the CD-player”, described
motion that took place on a horizontal plane. Tlaeable relationship (congruence or
incongruence) between implied and actual planetattion, which was not experimentally
controlled, might have promoted the interactionnaen language and motor processes in
some cases, but not in others.

Experiment 3 was carried out to investigate waetthe effects observed in

Experiments 1-2 were constrained by the specifem@lof manual rotation, or could be
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generalized to a condition differing for this dinsean. The experimental paradigm was the
same as in the previous experiments, except thdtrtbb used for responding was adjusted

as to require a manual rotation on a (almost) botel plane.

5.4.1. Materials and methods
5.4.1.1. Participants

Forty-six university graduates or undergraduate® (hales; 18-35 vyears)
volunteered for this study. They were all healthght-handed (EHI, Oldfield, 1971),

native Italian speakers.

5.4.1.2. Procedure
Stimuli and procedures were the same as in Expatithexcept that the panel, to
which the knob was fixed, was placed at an angle8@f to the table, obliging the

participants to rotate their wrists CW or CCW oraémost-horizontal plane.

5.4.1.3. Analysis

Familiarization, state and nonsensical trials weliscarded. All participants
achieved at least 85% accuracy on sensibility juslgs(M=96%) and were all included in
the following analysis. Incorrectly-judged trial3.§%) and those with RTs 2 SDs away
from the individual condition mean (4.8% of correesponses) were discarded. RT data
entered a repeated-measures ANOVA with the sammréa@s in Experiments 1-2.
Planned-comparisons between critical conditions taedby-item analysis were performed

as above.
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5.4.2. Results

The results of Experiment 3 were qualitatively $amto those of Experiments 1-2.
The effect of Congruence was significant, F(1,44¥5p = .02/ 1p2=.11: RTs were faster
when implied language and manual rotations wergmant. The effect of Stimulus-type
was also significant, F(1,44)=14.13p2=.24, p = .001, with responses to human sentences
being faster than those to object sentences. Timeulss-type x Group interaction was
significant, F(1,44)=4.93, p = .03]p2=.11, suggesting that that the above advantage in
judging human sentences occurred when participasigonded with a CW (Group 1, p =
.0001), but not with a CCW rotation (Group 2, @y The Congruence x Group interaction
was also significant, F(1,44)=58.9, p < .000p2=.57. Participants in Group 1 were faster
in congruent trials, p < .0001; conversely, paptcits in Group 2 were significantly slower
with congruent trials, p < .01. The Stimulus-typ€angruence x Group interaction was not
significant, F(1,44)=1.30, n.s. However, plannedhparisons between critical conditions
revealed that, in Group 1, the congruence effegk folace both for human and object
sentences, as participants were faster in progeS\W than CCW sentences (human
sentences: t(22)=-2.74, p = .01, t(22)item=2.28,.03; object sentences: t(22)=-4.59, p= <
.001, t(22)item=4.34, p < .001). In Group 2, thifedlence was no longer significant for
human sentences, p >.1, whilst for object sentenoesngruent trials were faster than
congruent trials, t(22)=2.51, p > .02, t(22)item&& p < .0001 (Fig. 2C). Once more, the
size of the bias for CW object sentences over @@#&/®nes, was not significantly different
in Group 1 and Group 2, t(22)=1.20, p = .2. Thikdaded our argument that language did

not affect participants’ motor responses when itcesned external-object motion.
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5.4.3. Discussion

While the interaction between the processing of &unsentences and the
subsequent response resulted in the congruencaeg@jcand awkwardness effects (Group
2), for object sentences, the faster processi@\ifitems was not affected by the direction
of the motor response. Thus, with the current erpent, we replicated the results of
Experiments 1-2 and generalized them to a conditiomhich subjects’ response was
performed on a different plane of rotation, relatito the previous experiments. These
results ruled out the possibility that the variatdiationship (congruence or incongruence)
between the plane of motion implied by sentencelstla@ plane of manual rotation brought

a confounding factor in our participants’ perforroan

5.5. General discussion

By comparing sentences implying human and exteshpdet motion we have
shown that motor simulation is a stimulus-speaifiechanism in language comprehension,
as it takes place when language content descriasih bodily actions , but not when the
implied motion refers to external, non-manipulabbgects. The interaction between motor
simulation evoked by human sentences and motorseptations for responding was
reflected in the congruence effect and its susodipyi to different types of motor
representations involved in the response (i.e., wamitness effect) (Experiment 1).
Identical results were replicated when the angh @ane of rotation in the response were
varied (Experiments 2-3). This suggests that threctlon of rotation was the critical
dimensional overlap between representations ofudtisnand response, which, however,

was effective only when the former referred to hamaotion. Our findings also add that
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the experience (or familiarity) with a given movarh@lays a role in the interaction of
basic (motor) systems with high-level cognitive ggsses (language). In particular, the
congruence effect takes place when a simulated mewe matches the representation
underlying its physical performance. This matchursscmost likely when the involved
movement conforms to the postural bias and, as, ssiftequently experienced, resulting in
a more accurate or detailed representation, relatvawkward (less comfortable and less
familiar) movements.

The conditions that trigger motor processes (or uktion) in language
comprehension mirror those that elicit the moteaitegy, or kineasthetic motor imagery, in
mental rotation of visual stimuli (Kosslyn et &001; Solodkin et al., 2004; Tomasino,
Borroni, Isaja, & Rumiati, 2005). This implies thatotor simulation does not reflect the
automatic and obligatory mapping of motor meaninge the comprehender’s motor
system (Rizzolatti & Craighero, 2004). If it wellgetcase, both human- and object-related
motion sentences should have affected the subsematar response, as they both include
words (verbs) with motor meaning. Motor simulaticather appears as one strategy to
support the retrieval of kineasthetic motor infotima associated with a language meaning,
as cued by the context (Rumiati, Papeo, CorradiAegua, 2010). This strategy-based
interpretation accommodates a number of studiegrtiag increased motor activity when
people were induced (explicitly or implicitly) tac@ss the motor attributes of words, but
not when their attention was driven to other aspettthe same verbal materials (Papeo,
Vallesi, Isaja, & Rumiati, 2009; Tomasino, Wern&¥eiss, & Fink, 2007; Willems,
Hagoort, & Casasanto, 2010). In the same vein,ulstg accounts that attempted to

explain the connection of language to “the restagition” (i.e., modality-specific sensory
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or motor systems) pointed at imagery as the linkaggveen the two, but not the core
attribute of comprehension (Jackendoff, 2007; Magh&007; Myachykov, Posner,
Tomlinal, 2007).

These findings also highlight the importance of seatential context in the activation of
motor representations during comprehension (s@eRdp0so, Moss, Stamatakis, & Tyler,
2009). We showed that the association of a lexiodl with motion was not sufficient to
elicit motor simulation, but it was the integratiohall words’ meanings in a sentence that
yielded motor imagery effects. Even though the vigyiically brings motion within the
linguistic focus and can be crucial to trigger diation (Taylor & Zwaan, 2008), this
appears limited to those cases when the sentemeewhole, describes bodily actions, thus
activating kineasthetic motor attributes of a vareaning. The influence of the sentential
context on the engagement of a motor modality nfjleage processing requires a higher-
level cognitive mediation at that is not predictey the proposal that a motor word is
directly and automatically matched with the motepresentation of the corresponding
physical act (Rizzolatti et al., 2001).

Differently from human-sentences, mechanical-objesstntences showed a
consistent advantage (faster RTs) for CW items o@@W items, which remained
irrespective of the direction of the motor respo(iderming study and Experiments 1-3).
Sentences describing the rotation of mechanicaatdjthat do not afford interactions with
human body, were selected on purpose, as imagafiestshowed that this type of content
evokes visuospatial representations with no kimestist components that affect the motor
system (Solodkin et al., 2004). On the other hamgijospatial processing is characterized

by a preference for left-to-right directionalityv@rsky, 1995) that is in keeping with the
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advantage we observed for CW object sentences. biags appears ubiquitously in the
mental representation of visual scenes (Tversk§5),umbers (Dehaene et al., 1993) and
time (Vallesi et al., 2008). Moreover, it influerscthe mental representation of sentential
contexts: for instance, Italians spontaneouslyesgmt actions described in subject-verb-
object sentences, as evolving with a left-to-rigafectory (Maas & Russo, 2003). The left-
to-right bias seems modulated by cultural aspectsh as habits of writing and reading, as
it is less strong or even reversed in Arabic andrel speakers, relative to Western
population (Maas & Russo, 2003). Thus, if our arguatnis correct, the pattern of
performance we observed for object sentences mapbleshed or reversed in participants
belonging to a population with right-to-left wrigrand reading system.

As in imagery, in language domain, motor or viswads processes can go along
with word processing depending on the kind of (cet®) information that is the most
salient in a linguistic message. For instance, agAasotor representations might be
activated for making judgments about detailed sgnpooperties of named objects (see
also Caramazza & Mahon, 2003; Machery, 2007; Ma&ti€aramazza, 2003; Oliver &
Thomson-Schill, 2003; Tyler, Moss, 2001). Howevie claim that semantics can also
encode the physical aspects of a concept (see lreayn2008), or that conceptual processes
can sometimes (e.g., when cued by the context)arlynodality-specific systems is quite
different than claiming that motor simulation iscare attribute of the understanding of
motion language. We believe that, given the avhilavidence, the notion of “strategy”
accounts at the best for the relationship betweetomsimulation and language (Papeo et

al., 2009; Rumiati et al., 2010). This notion ingglithat different mechanisms, beyond
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motor simulation, can yield the same output or supine same task, depending on a given
task context (Price & Friston, 2002).

The parallel between the conditions that triggetanamagery in mental rotation
tasks, and motor simulation in language, leavdisogten a possibility that the two differ to
some extent. For instance, if we assume the vieinafiery as the conscious counterpart
of simulation (Jeannerod & Decety, 1995), it mightthat motor representations evoked by
motion-related sentences are less detailed thae ttmnsciously generated and transformed
during imagery tasks. Suggestively, in this studg, found that the effects of interaction
between human sentences and motor response wdee independent of the detailed
features of the involved motion (i.e., angle arahpl of rotation), as if a general description
of the implied-language action was created, lackinegkind of specification that would be

needed if one imagined that action explicitly.

5.6. Conclusions

The stimulus-specific interaction between languagd motor processing suggests
that motor simulation is constrained by the contextvhich motion-related words are
presented. What does this finding add to our unaeding of the relationship between
motor simulation and language comprehension?

Sentential contexts implying human (or biologicaption are most likely to evoke
motor representations with kineasthetic compon#rds affect the comprehender’s motor
system. This suggests that motor simulation isrseguence admbodiment, reflecting the
sense of agency, or ownership (“it is my body, it is me”; see Longo et al., 200&nd the

influence of bodily experience (i.e., one’s own orotepertoire) in cognition, when one
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applies a “personal perspective” (Buccino et al04) in processing language contents.
The role of kinematics and kineasthetic sensatjpersple experience when performing
different movements (e.g., CW versus CCW rotation)their mental representation, as
shown here, brings support to this interpretatsee(also Chatterjee, 2010). On the other
hand, the relevance of the sentential context icitiely motor simulation immediately
implies that the motor system does not respondnaatioally to motion words: the lack of
motor imagery effects when motor words (verbs) weesented in object-related sentences
reveals the inadequacy of motor simulation as aeggrand necessary mechanism for
encoding motor meanings. Our motor experience miyence how we understand actions
to the extent that, under certain conditions, endzbcepresentations can go along with — or
even supersede - more abstract representationseahings. Nothing in the evidence
supporting this claim motivates the inference thmaitor simulation is the core of the

understanding of motion-related words.
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Chapter 6.
The implicit transfer of motor strategy in

language processing: an fMRI study

6.1. Introduction

Mental simulation is a form of implicit imagery, efeby images of things or events
are “visualized” and transformed in a three-dimenal mental space, when the physical
stimulus is out of view (e.g., Jeannerod & Dece®93; Kosslyn et al., 1995). Activations
of primary motor (M1) and premotor (PM) corticesridg imagery are triggered when
individuals imagine the movements of their own bgulrts or bodily interactions with
objects (motor strategy), but not whet they imagioe instance, an object rotating on its
own, in an object-centered reference frame (i.esyal strategy; Kosslyn et al., 1998;
2001). Accordingly, several studies showed that lgi® M1 and PM are activated

especially in tasks that drive participants’ ati@mttoward the motor content of word-
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stimuli as opposed to their lexical-phonologicasttees (e.g., Tomasino et al., 2007;
Willems, Hagoort & Casasanto; 2010). In contraghvthe simulationistview that motor
simulation is automatically and necessarily invdie word processing (e.g., Rizzolatti et
al., 2001; Rizzolatti & Craighero, 2004; Pulvernei)|2005), it has recently been suggested
that, just like in imagery, simulation in languagean opportunistic strategy to accomplish
certain linguistic task (e.g., Rumiati et al., 2D10

Yet, the specific conditions that are found to\at& motor system leave open one
possibility that simulation is at least necessarydeep semantic analysis of action-related
language. In breaking out of this impasse, we wseadvel paradigm in the action related
verb processing domain, whereby we assessed & effthecognitive contexfmotor and
nonmotor) on the subsequent language-related miocetand activation ), while keeping
constant the stimuli (action and nonaction verbs) ¢he task requiring deep semantic
analysis of those stimuli. We could thus invesiegathether éhighestlevel factor could
modulate the engagement of motor simulation, evedeu those stimulus- and task-
conditions that typically elicit it.

Wraga et al. (2003) showed that individuals solaeshental rotation task using a
motor strategy, when they had previously perforaedotor rotation task, but not when the
preceding task involved visual rotation. The transéf a motor-modality of processing
from one task to another that does not necessaijyire motor processes is based on
motor learning (Grafton et al., 1995; Grafton et 4998; Pascual-Leone et al., 1994),
which takes place in the absence of participanigraness and is tested indirectlia
performance (Graf & Schacter, 1985). We exploiteglrhechanisms of motor learning and

transfer tamodulate the cognitive context in which particigaptocessed language.
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We asked participants to read action and nonaetwhs for delayed recognition,
after either a motor task (motor context) or a aistask (nonmotor context)The
instruction to read verbs for delayed recognitisnthought to trigger deep levels of
processing, whereby depth is intended in termshefextent to which meaningfulness is
extracted from the stimulus (Lockhart & Craik, 1996unctional magnetic resonance
imaging (fMRI) was used to assess M1 and PM adctiman the two conditions that were
identical, meaning that similar linguistic itemsre@resented for the same task, except for
the cognitive context elicited by the precedingiade reasoned that, if motor simulation
is necessary for understanding action words, M1R¥dactivity shouldourstwhenever an
action-word is being deeply processed; if, on thetr@ry, it is one (unnecessary) strategy
for encoding action meanings, the highest-levetexnal variable might modulate motor

activation, top-down, irrespective of the stimutimitent and task demand.

6.2. Materials and method

6.2.1. Participants

Since gender differences in handedness tasks hese teported in behavioral
(Voyer et al., 1995) and neuroimaging (Jordan gt24102) studies, only healthy female
university graduates or undergraduates (N = 18t hgnded, aged 22-28 years) took part
in the present experiment as paid participants. cAlthem were right-handed (on the
Edinburgh Inventory test, Oldfield, 1971) nativeeakers of Italian, with normal or
corrected-to-normal vision and no history of neagatal illness, psychiatric disease, or

drug abuse. They all gave written informed congamdr to the study. The study was
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conducted in accordance with the Declaration ofsiH&l and approved by the local ethics

committee.

6.2.2. Stimuli

Linguistic stimuli

In the linguistic task240 stimuli were presented, one at a time, on aewhi
background computer screen. Legal words (N=160%eguied in their infinitive form
(Verdana: 40), included 80 verbs associated withdhections (fescolare’ to stir), and
80 nonaction verbs (state/psychological verlagiotare”, to adorg. In addition, a list of
80 meaningless illegal letter stringegdawq”), matched for length with the above verb
list, t(79) < 1, was presented. Verbs were chosen frominaulsis-set selected with a
Norming study and used in previous studies (seed®ap al., 2009, and Chapter 3). The
selected stimuli were divided in two equivalenttdjsmatched for the percentage of
agreement on the category (action vs. nonacti@igth (number of graphemes) and
written frequency (Laudanna et al., 1995).

In the recognition task administered at the endhef fMRI scanning section, a
subgroup of 40 verbs (20 action and 20 nonacticag 8elected from the experimental list
(“old” list), and presented, intermingled with 2@wm action and 20 new nonaction verbs

(“new” list). The old and new verb lists were magdHor frequency and length.
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Stimuli in the motor and nonmotor learning phase

Two types of stimuli were used one for each memtation task (MR) constituting
the learning phase. Color photographs of a haradlggometrical figure, appeared, one at a
time, on a white-background computer screen, imtb#r and in the visual leaning phase,
respectively. In both conditions, stimuli were simoin one of six possible orientations in
the picture plane, namely, at 45°, 90°, 135° 225PQ°, or 315° from their upright
canonical orientation. Each figure appeared at e&tie six angles of orientation 20 times,
the total set of stimuli, in each learning phassutting in 120 photographs (Figure .1&dr
both sets of stimuli, the photographe were 560x&&6Is.

In the motor task, the 120 photographs could degtber the right (50% of trials)
or the left hand (50% of trials). In the visual ddion, the 120 geometrical figures depicted
three-dimensional armed cubes (Shepard & Metzléi 1)l created by using Blender

(http://www.blender.if). The figure, in its upright orientation, had apamately the shape

of a “Z". A red marker was placed on either shoem of the figure. A black arrow
heading either leftward (50% of the trials) or tigard (50% of the trials), was placed at

the center of the vertical arm cueing the directmmmental rotation.

6.2.3. Experimental design and procedures

We used a 2 x 2 block experimental design in whehmanipulated the cognitive
context (motor versus nonmotor) of word processasgdefined by the preceding MR, and
the word-stimulus (i.e., action verbs versus nadoacterbs). In addition to action and

nonaction verbs, meaningful letter strings wereented.
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Eight-trials blocks of action verbs, nonaction \erbr strings were randomly
presented (2 sec per stimulus), after each bloaktbér motor or nonmotor task (2 sec per
stimulus), for a total of 60 blocks (30 silent remy] 15 motor and 15 nonmotor task), This
yielded six experimental conditions: (1) actionlvéact), (2) nonaction verb (nact), (3)
letter strings (string), after the motor task (p&Ht and, (4) action verb, (5) nonaction verb,
(6) letter strings, after the visual task (post_£)fixation cross (150 ms) separated each
stimulus in a block. Each block was introduced hstructions (5000 ms) informing the
participants about the upcoming task (silent reqn either MR), and followed by a
resting baseline of 10000 ms.

The motor and the nomotor tasks corresponded tand-totation (or handedness)
task and a cube-figure rotation task, respectivighg former required participants to decide
whether each presented photograph depicted a te#t oght hand. Participants were
explicitly instructed to perform the task using ator strategy consisting in imaging to
rotate their own hand until it reached the positbthe hand-stimulus on the screen. These
task instructions and stimuli have been reliablpvah to elicit egocentric-perspective
taking, motor cortical activations and processest@mstrategy) analogous to those for
actual execution of hand movements (e.g., Kosswh £1998; 2001; Parsons, 1998). In the
cube-figure rotation taslparticipants were required to imagine the figuretiog leftward
or rightward, according to the direction prompteadtiee central arrow, until it reached the
canonical orientation with its longer arm alignedhwthe midsagittal line of the computer
screen, and then decide whether, from that positicnred spot was at the left or at right of

the screen. This type of stimuli and the instrugdiof imagining an external object rotating
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in an object-centered visual spaggage a visual strategy that recruits corticabregand
processes analogous to those for actual visuospatieeption (Kosslyn et al., 1998; 2001).
Participants performed the three tasks (readingpmand nonmotor task) in the
MRI scanner. Before the scanning session, they wareed outside the scanner on the
hand- and cube-rotation tasks. Training was prtechantil participants felt confident that
they understood the task and applied the correstiesty. During the scanning session, they
laid supine with their head fixated by firm foamdpaand their arms along the body with
the palms parallel to the legs. They were aske#tetep the head and the arms/hands
motionless for the whole duration of the experime8timuli were presented using
Presentation 9.0 (Neurobehavioral Systems) ancqtea] to a VisuaStim Goggles system
(Resonance Technology). Behavioral responses in WiRe provided by participants

pressing the keys placed under the left toes, lfit"“responses (left-hand or left-sided
marker), or under the right toes, for “right” resges (right-hand or right-sided marker) of
an MRI-compatible response device (Lumitouch, Lighte Medical Industries, CST
Coldswitch Technologies, Richmond, CA, USA) mounteda custom-made feet support.
Foot responses were chosen to minimize interferéeteeen response preparation and

execution and the predicted task-related activitylil. and PM hand areas. In the linguistic

task (silent reading) no response was required.

Hand-area localizerTo individually locate the hand representation witM1 of
both hemispheres, a functional localizer task (Kaefet al., 2008; Tomasino et al., 2010)
was performed within the scanner, immediately after main experiment. Participants

were instructed to perform right or left hand cleing movements in synchrony with the
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white-to-red color alternation (frequency: 55 H#)aocircle appearing in the center of the
white-background computer screen. Participants opgéd 9 blocks of active hand
movements (15s each) alternated with 9 baselinengegeriods (15s each), during which
they performed no movement. Each “active” block wesceded by an instruction-screen
(3 s) informing participants on whether they hadrtove the right or the left hand. The

time between instruction and stimulation onset jittesed (1.5, 2.0, 2.5 ms).

Recognition taskThe recognition task was administered at the @nthe fMRI
session and outside the scanner. Participantsnsatabair at 1 meter from a LCD screen
that displayed each verb (Verdana: 45) for 2000foigwed by a blank that remained on
the screen up to 10000 ms, to allow the responsey Were instructed to decide whether
the verb had been presented during the fMRI sedsiqoressing the K-key of a keyboard
for yes-response and the L-key for no-responsesoAs as they provided the response, the

new trail started. In this task, they were encoedaip favor response accuracy over speed.

6.2.4. fMRI data acquisition

A Philips Achieva 3-T whole-body scanner was useddquire both T1-weighted
anatomical and functional images using a SENSE-Heeldannle head coil and a custom-
built head restrainer to minimize head movemenéehEsubject was scanned first for the
main experiment and then again for the localizek.t&unctional images were obtained
using a single-shot gradient echo, echoplanar inga@PIl) sequence. EPI volumes for the
main experiment (N = 840) contained 30 axial slitER = 2500 ms, TE = 35 ms, FOV =

200.000 90.000 230.000 mm, matrix: 128 x 128; dinwekness of 3 mm with no gaps, 90°
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flip angle, voxel size: 1.79x1.79%3.3 mm) and wpreceded by 7 dummy images that
allowed the MR scanner to reach a steady statevé@®ines for the functional localizer (N
= 265 images) were acquired with the same sequeheaeacteristics as in the main
experiment except for a shorter TR of 1600 s, fef@é) axial slices, and 5 dummy images.
Both experiments were obtained in the same fMRs&isas The main experiment lasted
35.54 min and the localizer task 7.15 min. Aftendtional neuroimaging, high-resolution
anatomical images were acquired using a T1-weigBt®dmagnetization-prepared, rapid
acquisition gradient fast filed echo (T1W 3D TFEN&SEE) pulse sequence (TR = 8.227 ms,
TE = 3.76 ms, FOV = 240.000 190.000 240.000 mm,skgfittal slices of 1 mm thickness,

flip angle = 8°, voxel size: 1 x 1 x 1) lasting 8rfin.

6.2.5. Behavioral data processing
Behavioral data were analyzed to ensure that gamtts performed successfully on

both MR tasks and on the recognition tasks.

Mental rotation tasksA general indication that participants have beetualy
performed the mental rotation is provided by a gmaidin RTs, which increase linearly
with the increase of the angle of rotation (Kosstyral., 1998; Shepard & Metzler, 1971).
In addition, to ascertain that participants rotateel stimuli according to either (motor or
visual) strategy, we checked whether RTs reflect-hand biological constraints (Parsons,
1987; 1994). Performing the handedness task (mitagery based strategy), which
involves a somatic or biomechanical space (Pargsabrieli, Phelps & Gazzaniga, 1998),

induces faster processing of stimuli oriented talsathe body’s midsagittal plane (i.e.,
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medial) compared to those oriented away fromaet ,(iateral). This “lateral-medial” effect,
which holds that imagined movements are affectetlibgnechanical limitations that apply
to real movements, is not expected when particgppamgntally rotate the stimulus in the
visual space (i.e., visual-imagery based strategy).

Thus, consistently with previous experiments (Passo0l1987; 1994), lateral
orientations corresponded to 45°, 90° and 135%tgimd rotations, and to 225°, 270°, and
315° left-hand rotations, from the upright canohicaientation. For cubes, lateral
orientations corresponded to the figure rotateddzl, 90° and 135° from its upright
orientation. “Medial” orientations correspondedright hands rotated at 225°, 270° and
315°, left hands at 45°, 90° and 135°, to cuberéigat 225°, 270° and 315°, from the
upright orientation.

First, for each individual, we performed a binonedt on the performance (number
of correct response) in both MR tasks, to checkithaas significantly above the chance-
level (50%,p<0.05). Then, to assess the angle-gradient effebbth MR tasks, and the
lateral-medial effect, which was expected for tlendedness task but not for the cube-
rotation task, a repeated-measures ANOVA was rurR@ndata, with factors stimulus
(hands versus cubes), orientation (lateral versadiat) and angle (short versus middle
versus long). Notice that we collapsed the handesiné hand-stimuli (right or left); as a
result, short, middle and long angles for lateewi@ations corresponded, respectively, to
right-hands rotated at 45°, 90° and 135°, andHhaftds rotated at 315°, 270° and 225°; for
medial they corresponded, respectively, to rightdsarotated at 315°, 270° and 225°, and

left hands rotated at 45°, 90° and 135°. For cuperds, lateral short, middle and long
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angles corresponded, respectively, to 45°, 90° B8 ; medial short, middle, lateral
orientations corresponded, respectively, to 3139°2and 225°.

Trials in which participants provided an incorreesponse (12% for the motor and
18% for the nonmotor task) and those with RTSIE above or below the individual
condition mean (6% of correct responses for theomatid 9% for the nonmotor task), were
previously discarded from the analysis (Ratclif§93). All post-doc comparisons were

performed with the LSD Fisher’s test£0.05).

Recognition taskA binomial test was performed on each individualf@enance
(number of correct response), to check that it wigsificantly above the chance-level
(50%). The successful performance on this taskyels as on both MR tasks, was the
criterion for including a participant in the offénanalysis of bahvioral and fMRI data.
Moreover, mean accuracy rates of participants webenitted to a 2 x 2 repeated-measures
ANOVA, with factors context (motor versus nonmotaryd word-stimulus (action versus
nonaction). This ANOVA was performed in order teess potential effects of the context

(motor and nonmotor) on the delayed recognitioaation and nonaction verbs.

6.2.6. fMRI data processing
Statistical analysis were performed on UNIX workstas (Ubuntu 8.04 LTS,

1386, http://www.ubuntu.con)/ using MATLAB r2007b (The Mathworks Inc., Natick,

MA/USA) and SPM5 (Statistical Parametric Mappingftware, SPM; Wellcome

Department of Imaging Neuroscience, London, WKp://www.fil.ion.ucl.ac.uk/spm

Dummy images were discharged prior to further imggecessing. Pre-processing
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included: spatial realignment of the images to tlkerence volume of the time-series;
segmentation producing the parameter file useddomalization of EPI data to a standard
EPI template of the Montreal Neurological Institutamplate provided by SPM5; re-
sampling to a voxel size of 2x2x2 mm; and spatmbathing with a 8-mm FWHM
Gaussian kernel to meet the statistical requiresnehtthe General Linear Model and to
compensate for residual macro-anatomical variatmngss subjects.

We modeled the alternating epochs by a simple baxafarence vector. A general
linear model for blocked designs was applied tcheamxel of the data by modeling the
activation and the baseline conditions for eachjesikand their temporal derivatives by
means of reference waveforms which correspond ta@drofunctions convolved with a
hemodynamic response functi(ffriston et al., 1995a; Friston et al., 1995b).cbarect for
motion artifactswe included 6 additional regressors of no interegtich modeled head
movement parameters obtained from the subjectfpeealignment parameters.

To delineate the network involved in the MR andhia silent reading tasker se
we performed a whole brain random effects analyisisv-frequency signal drifts were
filtered using a cut-off period of 128 s. The pragséion of MR blocks (hands and cubes)
and of the silent reading blocks of each stimuyet(act, nact and strings) were modelled
as the regressors of main interest (MR_hands, MBesguact_ postH, act_ postH,
string_postH, and act_postC, nact_postC, stringG)osll the regressors were convoluted
with a canonical hemodynamic response function.

At the single subject level, specific effects wassessed by applying appropriate
linear contrasts to the parameter estimates ofeiperimental conditions resulting in t-

statistics for each voxel. First, we calculatedftiiowing contrast images for each subject:
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the task-related network both for the mental rotafMR (hands+cubes)—-baseline], and for
the silent reading collapsing the meaningful wd(dst_postH + act_postC + nact_postH +
nact_postC) — (string_postH + string_postC)] to athé¢hat participants were actually
engaged in the mental rotation and the linguistitvorks respectively. To ensure that the
MR of hands (vs. MR of cubes) differentially acted the motor areas, we calculated the
contrast images for the stimulus (hands — cubesahds -hands). We tested the following
main effects: context (reading_postH > reading @pstand (reading_postC >
reading_postH), [(act_postH + act postC) > (nacttido+ nact postC)], and word-
stimulus [(nact_postH + nact_postC) > (act_postitt postC)]. Finally, we calculated the
interactions: context x stimuli [(act_postH - ngmistH) > (act_postC - nact_postC)] and
stimuli x contest [(act_postC - nact_postC) > (postH - nact_postH)].

For the second-level random effects analyses, a&sintimages obtained from
individual participants were entered into a one{samtest to create a SPM{T}, indicative
of significant activations specific for this cordtat the group level. We used a threshold of
p<0.05, corrected for multiple comparisons at tluster level (using FWE), with a height
threshold at the voxel level of p < 0.001, uncaedc

The localization of the functional activations widsspect to cytoarchitectonic areas
was analyzed based on probabilistic cytoarchitectamaps derived from the analysis of
cortical areas in a sample of 10 human postmorteandy which were subsequently
normalized to the MNI reference space. The sigaificresults of the random effects
analysis were compared with the cytoarchitectorapsnusing the SPM Anatomy toolbox

(Eickhoff et al., 2005).

163



In the hand localizer task identical pre-processing first-level analysis procedures
were used as in the main experiment. Accordinglyeaign matrix, which comprised
contrasts modeling alternating intervals of “adfiva’ (hand clenching) and “baseline” (no
movement), was defined. Specific effects were asskdy applying appropriate linear
contrasts to the parameter estimates of the expatah condition and the baselines
resulting in t-statistics for each voxel. The haegresentations within the left and right
hemispheres were defined for each subject as thefsal contiguous voxels that were
significantly more active for performing clenchirgand movements vs. baseline at a
threshold of p < 0.05, family-wise error (FWE) amted. Thereafter, we considered only
these voxels that were located within the cytodedhonically defined maximum
probability maps (MPMs) of the primary motor cort@codmann Area 4) provided by the
SPM Anatomy toolbox (Eickhoff et al., 2005). Thisnacbined anatomical and functional
approach was necessary since the (anatomical) rchiitectonically defined probability

maps do not specify the (functional) hand represgents within the motor areas.

6.3. Results

6.3.1. Behavioral results

Mental rotation tasksPerformance on both MR tasks was above the chaneé
(ps < 0.05) for all participants but three, of whomedailed the handedness task, another
failed the cube-rotation task, and the last onkedaboth tasksps > 0.05). They were

therefore discarded form the following analysese Témaining 15 participants performed
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successfully on the recognition tagks (< 0.05), and were all included in the following
analyses.

The ANOVA showed a significant effect of Stimulug1,14)=14.97, p = 0.001,
Orientation, F(1, 14)=20.16, p < 0.001, and Ang(2,28)=78.95, p < 0.001. According to
these main effects, hands were processed fastar dhlbes, medial orientations were
processed faster than the lateral ones; and shgltsawere processed faster than middle
angles (p < 0.001) and the latter, faster than langles (p < 0.001). Importantly, the
Stimulus x Orientation interaction was significalR(]l, 14)=12.32, p < 0.01 (Figure 1b): in
rotating hands, participants were faster with mlethan with lateral orientations (p <
0.001), while in rotating cubes, they showed néedéince between the two orientations (p
= 0.6). The interaction between Orientation andlAngas also significant, F(2,28)=25.60,
p<0.0001 (Figure 1b). Accordingly, RTs were fadtar short angle than for middle and
long angles for both stimulus orientations, althotigs gradient was more pronounced for
lateral than for medial orientation. In particuldéoy medial orientations, there was no
difference between short and middle angles of imtafp > 0.05), while RTs increased
significantly from middle to long anglep € 0.001). For lateral orientations, short angles
were processed faster than the middle ones, arsé there processed faster than the long
ones ps < 0.001). Lateral orientations were processedativ&ower than the medial ones,
but this difference was significant for middle dodg angles < 0.001) but not for short
angles p > 01).

Thus, the main effect of angle (and the lack otnattion between angle and
stimulus) revealed that the typical angle-gradiefféct applied to both hand- and cube-

rotation. Moreover, as predicted, participants’fpenance on the handedness task was
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characterized by the lateral-medial effect, prawdia crucial indication that they have
actually been rotating the hand according to théomstrategy. This effect was not found,
when participants rotated the cube-figures. Folimnihese results, we could be confident

that the two learning phases elicited a motor ahotor (visual) processing.

Recognition taskThe ANOVA revealed no significant effect or intetiaa (all ps >
0.05). This suggests that action and nonactionsvedye processed and recognized equally

well, regardless of the context in which they appdaluring the fMRI session.

6.3.2. Neural activations

Network for mental rotation tasks

The neural network sustaining MR (i.e., all expenmal trials including hand- and
cube-rotation versus baseline) was assessed byl Wrain random effects analysis (p <
0.05, FWE corrected for multiple comparisons atcdhuster level, with a height threshold
at the voxel level of p < 0.001). This network umbbd activation clusters bilaterally in the:
i) precentral gyrus (Area 6); ii) superior fronggirus; iii) middle frontal gyrus; iv) superior
parietal lobe; v) insula; vi) thalamus, and vii)cgutal gyrus. Furthermore, the putamen

was activated in the left hemisphere (see Tablend Eigure 1c).These activations

! with a one-way ANOVA, we checked the lateral-méeigect, at individual level, defined as the termado
advantage in processing medial, over later oriemtat It was significant in 10 out of 15 participsn
(p<0.05). The remaining 5 participants, qualitativedflowed a temporal advantage for medial orientatio

although it did not approach significang(.05).
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encompass thelassic network for MR (e.g., Kosslyn et al., 192801; Vingerhoets, de
Lange, Vandemaele, Deblaere et al., 2002; Wragepl&ird, Churcha, et al., 2005).

The motor task (MR of hands versus MR of cubesyrféidd) activated clusters in
the: i) right superior frontal gyrus extending teetmiddle frontal gyrus; ii) left inferior
frontal gyrus (pars Orbitalis); iii) left superiavccipital gyrus extending to cuneus.
Additionally, a small volume correction was empldy® allow for a hypothesis-driven
region-of-interest (ROI)-based approach (Frist@97). The small volume correction was
performed on the M1 hand representation, to assésther this region was activated
during hand rotation. The-, y- andz-coordinates for the position of M1 hand area were
derived from the localizer task, averaging acramsi@pants, and were used to center the
ROI for the current analysis. The resulting cooatis werex= — 38,y = —24 andz= 60
(left hand area of M1). The extent of the spheriR@l was set to 8 mm (corresponding to
the smoothing kernel used in single subject amg)lysindividual and group-mean
coordinates (in MNI space) of the maximally actaditvoxel within the anatomically-
constrained functional ROIs comprising the handresgntation in the left and right
primary motor (M1) cortices, obtained by the fuontl localizer task and the maximum
probability maps (MPMs) are presented in the Appeiid (Table S1) and in Figure 2a.
Using a threshold gb<0.05, FWE corrected for the ROI, we found a sigatit activation
at x =-38,y = -26 and z = 66 in the left postcaingyrus (Area 4a and Area 1).

The visual task (MR of cubes versus MR of handgufé 1e) activated clusters in
the: i) middle frontal gyrus bilaterally; ii) right superigarietal lobule; iii) left inferior

parietal lobule; and iv) thalamus bilaterally.
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Table 1: Whole brain analysis: brain regions showing significant relative incr eases of
BOLD response associated with Mental Rotation tasks.

M NI z Cluster size
Region Side y z Voxel
MR task (Hands + Cubes) >Basdline

Precentral gyrus (Area 6) L -30 -4 62 5.87 4811
Superior Frontal gyrus L -22 -4 50 5.70
Middle Frontal gyrus R 28 2 48 5.62
Inferior Frontal gyrus (P.Opercularis) R 54 8 28 5.18 979
Precentral gyrus R 44 4 32 4.97
Middle Frontal gyrus R 38 48 28 4.46
Middle Frontal gyrus L -42 36 34 3.77 70
Inferior Frontal gyrus (P.Triangularis) L -40 28 26 3.62
Insula R 30 20 4 5.19 540
Insula L -34 16 4 5.15 290
Thalamus L -18 -24 10 5.95 3381
Thalamus R 18 -24 10 5.52
Putamen L -24 10 4 3.98 70
Middle Occipital gyrus L -32 -92 6 6.98 15495
Cuneus R 18 -98 14 6.27
Parietal lobule L -24 -64 -52 6,07
Parietal lobule R 12 -70 -50 6,07

MR Hands > MR cubes

Superior Frontal gyrus R 18 60 18 4,51 82
Middle Frontal gyrus R 24 54 22 3,87

Inferior Frontal gyrus (P.Orbitalis) L -42 36 -6 4,06 99
Primary motor cortex, hand area L -38 -30 66 3,58** 15
Superior Occipital gyrus L -14 -96 20 4,43 761
Cuneus R 4 -92 14 4,26

MR cubes> MR Hands

Middle Frontal gyrus R 30 4 56 4,56 531
Middle Frontal gyrus L -20 2 44 3,95 135
Superior Parietal lobule R 18 -60 56 5,92 8273
Inferior Parieltal lobule L -52 -42 46 4,25 221
Thalamus R 18 -30 14 6,04 150
Thalamus L -20 -34 14 4,30 70

For each region of activation, the coordinates ildpace are given in reference to the maximaltivated
voxel within an area of activation, as indicated thg highest Z-valugp<0.05, corrected for multiple
comparisons at the cluster level, height thresped@.001, uncorrected)/R = left/right hemisphere.

** Pgy<0.05, [corrected for region of interest, ROI, igft hand motor area of the M1 cortex, coordinates

derived from the localizer task$—38,y=-26, andz=60)].
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Figure 1. A) Experimental Design: in each block of silent regd{®R), 8 trails of action verbs (SR_M),
nonaction verbs (SR_nM) or strings were presenath SR block was followed by one block of either
hand- (MR_motor) or cube-rotation (MR_visudB) Behavioral data: RTs increased linearly with thgla

of rotation (short, middle, long) in both MR of hiEnand cubes; only in the former case Rts wereistensly
faster for medial vs. lateral orientations. Vettibars denote the standard error of the m&nCommon
network underlying the mental rotation tasks asaéed by the whole brain analysis. Relative ineredn
neural activity associated with the hands and cubental rotation tasks (p<0.05, FWE corrected at th
cluster level; see Table 1) are displayed on a eett template brain provided by spm5. MR=Mental
Rotation.D) Differential activation of M1 revealed by the maifiect of task (MR_Hands > MR_Cubes). The
activation cluster in left M1, centered in the eahsulcus during MR_hands (vs. MR_cubes) is shd#)n.

Differential activation of M1 revealed by the mafiect of task (MR_Cubes > MR_Hands).
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Network for silent reading

The neural network underlying the silent readingktaf all meaningful verbs (i.e.,
action and nonaction verbs following either MR tasksus strings) included activation
clusters in the left: i) inferior frontal gyrus (getriangularis); ii) supplementary motor area;
iii) precentral gyrus (Area 4p extending to Areasahd 6). The postcentral gyrus (Area 4p
extending to Areas 1 and 3b) was activated in tglet hemisphere. Finally, significant
activation was found, bilaterally, in the middlenjgoral gyrus (see Figure 2a and Table 2).

This pattern of activity corresponds to ttlassic network involved in visual word
processing and semantic analysis (e.g., Chee, @@GraBergida et al., 1999; Fiez &

Petersen, 1998; Friederici, Optiz & von Cramon,®00

Main effect of context

Figure 2b and Table 2 shows that the areas diffi@tgnrecruited by reading action
and nonaction verbs following the motor task (versilent reading following the nonmotor
task) involved clusters of activity ithe: i) left precentral gyrus (Area 6, 4a) extemngdia
Poscentral gyrus (Areas 3b, 2), and in the ii)trglecentral gyrus (Area 6).

No differential activation was found for silent d&éag following the visual task, as

compared with silent reading following the motasita

Main effect of stimuli
Irrespective of the context (motor and nonmotocjica verbs relative to nonaction
verbs activated the: i) right middle frontal gyruiy;left postcentral and precentral gyrus

bilaterally (Area 6 and Area 1); iii) right antericingulate cortex; iv) superior medial gyrus
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bilaterally; v) middle orbital gyrus extending toet inferior frontal gyrus, bilaterally; vi)
middle temporal gyrus bilaterally; vii) middle opdal gyrus bilaterally; viii) right
paracentral lobule; ix) angular gyrus; and x) &fperior parietal lobule (see Table The
reverse contrast (nonaction versus action verld)ided a cluster of activation in the left

middle frontal gyrus.

Context x Stimuli interaction

The Context x Stimulus interaction [(act-nact)_pbst (act-nact) _postC] revealed
no significant activation at the predefined stat&tthreshold. The reverse contrast [(act-
nact)_postC > (act-nact) postH] differentially aated regions within the left precentral
gyrus (Areas 6) and within the right postcentralugy(Areas 3a). iecentral activity was
modulated, as follows: while the activation wasagee for action than for nonaction verbs,
when reading in the nonmotor conteitl4)=2,671,p =0.01, comparable PM activation
was found for both verb categories, when read énnlotor context(14)=-1,470,p = 0,1.
The modulation of activity in the right postcentrgyrus was modulated as follows:
activation was greater when reading action versoisaction verbs, in the nonmotor
context, t(14)=3,68, p<0.01, and when reading nboawersus action verbs, in the motor

context, t(14)=-3,24, p < 0.01.
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Table 2. Whole brain analysis: brain regions showing sigaifit relative increases of
BOLD response associated wiilent Readingask.

MNI z Cluster size
Region Side y z Vox
Silent Reading: (action+nonaction) > string

Inferior Frontal gyrus (P.Triangularis) L -48 14 26 4.97 1842
Supplementary Motor Area L -4 8 58 4.65 427
Precentral gyrus (Area 4p) L -34 -24 54 5.24 248
Precentral gyrus (Area 4a) L -36 -30 62 4.30

Precentral gyrus (Area 6) L -30 -20 68 3.52

Postcentral gyrus (Area 4p) R 32 -22 44 3.92 72
Precentral gyrus (Area 1) R 44 -24 56 3.64

Precentral gyrus (Area 3b) R 42 -24 44 3.60

Middle Temporal gyrus L -66 -44 2 5.16 833
Middle Temporal gyrus R 52 -30 -2 4.53 115

CONTEXT: (action+nonaction) post Hands > (action+nonaction) post_ cubes

Precentral gyrus (Areas 6, 4a) L -30 -24 62 4,65 88
Poscentral gyrus (Area 6) L -30 -34 62 4,07
Precentral gyrus (Areas 6) R 26 -16 66 4,02 52

CONTEXT: (action+nonaction) post cubes > (action+nonaction) post Hand

STIMULI: action (post Hands + post_cubes) > nonaction (post Hands + post _cubes)

Middle Frontal gyrus R 44 12 52 5,44 175
Postcentral gyrus (Area 1) L -52 -16 48 5,05 1594
Precentral gyrus (Area 6) L -46 0 44 5,05

Precentral gyrus (Area 6) L -32 -24 64 4,91

Postcentral gyrus (Area 1) R 50 -22 52 4,57 569
Precentral gyrus (Area 6) R 36 -16 64 4,23

Postcentral gyrus (Area 1) R 62 -8 36 4,06

Anterior cingulate cortex R 10 48 18 4,97 613
Superior Medial gyrus R 12 58 18 4,69

Superior Medial gyrus L -6 40 36 4,84 1189
Middle Orbital gyrus L -36 52 -10 4,12 180
Inferior Frontal gyrus (P.Orbitalis) L -42 42 -14 3,95

Middle Orbital gyrus R 38 44 -10 4,11 168
Inferior Frontal gyrus (P.Orbitalis) R 50 40 -8 4,09

Middle Temporal gyrus R 50 -34 -2 4,79 75
Middle Occipital gyrus L -32 -94 4 4,65 201
Middle Temporal gyrus L -46 -54 -2 4,47 166
Middle Occipital gyrus L -46 -74 0 3,97

Middle Occipital gyrus R 40 -64 -2 4,43 100
Middle Temporal gyrus R 48 -60 4 3,45

Middle Temporal gyrus L -64 -30 -4 4,13 66
Middle Occipital gyrus R 24 -98 4 3,75 125
Paracentral lobule R 6 -24 66 4,29 108
Angular gyrus R 58 -56 30 3,66 64
Superior Parietal lobule L -28 -58 50 3,48 60
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Table 2 continued

STIMULLI: nonaction (post Hands + post_cubes) > action (post Hands + post_cubes)

Middle Frontal gyrus L -30 -8 54 4,24 64
CONTEXT x STIMULI (action>nonaction) post Hands > (action>nonaction) post_cubes

CONTEXT x STIMULI (action>nonaction) post_cubes > (action>nonaction) post_hands

Postcentral gyrus (Area 3a) R 40 -20 38 4,28 212
Precentral gyrus (Area 6) L -52 4 34 3,93 52

For each region of activation, the coordinates illdpace are given in reference to the maximaltivated
voxel within an area of activation, as indicated the highest Z-valugp<0.05, corrected for multiple

comparisons at the cluster level, height threspel@.001, uncorrected)/R = left/right hemisphere
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a) Hand localizer

b) SR task

¢ Context

SR _post H

SR _post C

4  Stimuli
Act(post_H+post_C)

nAct(post H+post C)

e) Contex x Stimuli
(Act>nAct) post C

Precentral gyrus (Area6) x=-52y =4z =34

Act nAct Act nAct Act nAct Act nAct

Post_MR_H Post MR_C Post MR_H Post MR_C

Figure 1. (Caption on the next page)
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Figure 1. A) Group mean coordinates< - 38,y = —24 andz= 60 in MNI space) of the maximally activated
voxel within the (anatomically-constrained func@dnROIs comprising the hand representation ofléfie
and the right primary motor cortices obtained bg tanctional localizer task and the maximum prolitgbi
maps (MPMs).B) Common network underlying the silent reading taskrevealed by the whole brain
analysis. Relative increases in neural activityeaisged with the silent reading (action + nonactienbs vs.
strings; p<0.05, FWE corrected at the cluster lesek Table 2) are displayed on a rendered tembtate
provided by spm5C) Main effect of context (post_H = motor; post_C enmotor) on silent reading (SR),
irrespective of the verb category (action and ntoag d) Main effect of Stimuli (Act = action verbs; nAct =
nonaction verbs) independent of the cont®} Context x Stimulus interactioand theplots of relative

BOLD signal changes in the left precentral andtrigbstcentral gyri.
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6.4. Discussion

6.4.1. Implicit transfer of motor strategy to th@gessing action and nonaction verbs

We have combinethe paradigm for implicit transfer of motor stratsgpnd fMRI
technique to manipulate the cognitive context (motor versus notom) in which
participants processed action and nonaction vexbd, investigate the nature of motor
activation in word understanding.

Behavioral performance together with M1 and sonetssry activations
specifically associated with the hand rotation gusrcube rotation) confirmed that
participants carried out this task according tortistor strategyThe main effect of context
showed that the same modality of processing wwgdicitly transferredfrom the motor
(hand) rotation to the encoding of the subsequenrtisy despite the fact that participants
were given no instruction to relate hand rotatiorword-stimuli. Indeed, silent reading
after the motor task (versus the nonmotor taskriBpally activated M1 and primary
somatosensory cortex, which are expected corretdtemtor imagery (Decety et al., 1990;
Kosslyn et al., 2001; Parsons et al., 1995; Para.e1996; Sirigu et al., 1995; Tomasino
et al., 2005). The cluster of activation in thet Igfl included the hand-area activated in
both hand rotation and hand-localizer tasks. Ingudly, the motor strategy was extended
to both action and nonaction verbs. A similar dffeas not found when the linguistic task
was preceded by the nonmotor (cube rotation) tdble present results provide novel
demonstration that motor activations reflect thrategyy of relating the word content to an
embodied meaning, which can, or cannot, be engdgpdnding of implicit learning and

regardless of the word category.
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Why did the nonmotor (visual) context not have eacleffect on word-related
activation? In motor simulation, people also pragacisual representation of their moving
limb or the simulated scene; thus, while the mptocesses (and the associated kinesthetic
feelings) are specific for the motor strategy, aisprocesses are likely to apply to both the
visual and the motor strategy (Solodkin et al., /00'he observed activationof body-
related sensory areas (precentral gyrus), togethlerM1 and PM, during reading in motor

context, supports this argument.

6.4.2. Action verbs and sensorimotor representation

Relative to nonaction verbs, action verbs spedlficctivated a widespread neural
network, distributed across the two hemispheifferential activation for action and
nonaction verbs is in keeping with previous evidetitat concrete and abstract concepts
rely on partly distinct neural systems (Fiebach & Frieder003; Jessen et al., 2000;
Noppeney & Price, 2004). In particular, the fornaee characterized by a more extensive
and complexpilaterally distributed,cortical representatiorwhile the latter are strongly
left-lateralized (e.g., Laws et al., 1995; Bindérk, 2005). In the following discussion, |
focus on sensorimotor activations associated wibhdwrocessing. Other activations will
not be dealt with here, as oarpriori hypothesis focused on potential changes of brain
activity in sensorimotor areas.

Relative to nonaction verbs, action-verb processiciiyated sensorimotor regions
centred in the bilateral ventral premotor (vPM) gmécentral gyrus. Our findings are
consistent with a wealth of studies reporting theolvement of extrasylvian frontal and

temporal regions in word processing (Damasio, Gretg Tranel, et al., 1996; Tranel,
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Damasio & Damasio, 1997). Among these ‘“nonclagsidanguage areas, vPM and,
sometimes, parietal regions (including the pre@rdgyrus) are activated during reading
action words (Hauk et al., 200Rueschemeyer, van Rooij, Lindemann et al., 2009
generation (Grabowsky, Damasio, Frank et al., 1¥98ersen, Fox, Posner et al., 1988)
and tool naming (Grabowsky, Damasio & Damasio, 198&fton, Fadiga, Arbib &
Rizzolatti, 1997;Martin et al., 1995; 1996). While these activaticare typically left-
lateralized, clinical studies suggested that semsxtor regions in the right hemisphere may
contribute to action-word processing, particuldidy attention-demanding tasks (Cappa,
Binetti, Pezzini et al., 1998; Neininger & Pulverdied, 2001; 2003).

Premotor activity is especially triggered in taskguiring the retrieval of action
knowledge related to stimuli (Grabowsky, Damasi®&masio, 1998; Martin et al., 1996).
Thus, this region has been suggested to mediatecahscious processing of action
concepts, by promoting the explicit aafficientretrieval of sensorimotor representations
associated with a word or concept (Mahon & Carama2p09; Martin & Chao, 2001;
Tranel, Damasio & Damasio, 1997). On the otheis iinlikely that PM regions host the
representations of action concepts or the lexiedindion of those categories. Clinical
studies have indeed shown that the retrieval abmaatoncepts, although defective, is not
entirely precluded by damage to sensorimotor ameagjesting that other mechanisms can
sustain it (Tranel et al., 1997). Likewise, patsemtith impaired action performance can
preserve the ability to recognize objects and astiNegri et al., 2007; see Mahon &

Caramazza, 2005, for a review) and comprehendrasitnds (refer to Chapter 1).
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6.4.3. Verbs and sensorimotor representations

The interaction between context and word-stimuli®wsed two clusters of
activation centered in left vPM and right postcahgryrus. The modulation of vPM activity
revealed that in a context that did not cue a motodality of processing, this region was
more activated for action than for nonaction verfisis is as expected, according to the
above discussed findings (e.g., Grabowski et 8081 Martin et al., 1996). When a motor-
modality of processing was cued, vVPM was equallyvaied for action and nonaction
verbs, suggesting that the cognitive context elititthe retrieval of sensorimotor
representations, irrespective of the word categdryis finding further support the
abovementioned view that sensorimotor areas aress®ntial components of the lexical-
semantic network; instead, their involvement i®msfty constrained by the task-context
eliciting the conscious, explicit processing of ce,embodiedinformation associated
with a stimulus (e.g., Tranel et al., 1997). Impatty, a similar modulation was not
observed for M1 activity. Activity in this regionas only modulated by the context, in that
it was triggered when participants processed viertise motor context, irrespective of their
category.

Right postecentral activity resulted greater foian verbs in the nonmotor context,
and for nonaction verbs in the motor context. Ro#tal activity have been repeatedly
observed in motor imagery (Corradi-Dell’Acqua et @009; Hodge et al., 1996; Porro et
al., 1996; Ruby & Decety, 2001; 2003). In particulaght-lateralized activation has been
related to visuospatial processing of body-relatéduli (Goldenberg, 1999; Goldenberg &
Hagmann, 1997; Tanaka & Inui, 2002). Thus, it isgible that the nonmotor (visual)

context highlighted the visuospatial component afiazete sensorimotor representations,
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which were activated for action, but not for nomattverbs. The increased postcentral
activity for nonaction verbs confirmed that, in thtor context, concrete representations
were elicited and simulated for these items. Ina clear why, in the same context,
postcentral activation was lower for action tham fenaction verbs. As a tentative
explanation, this may reflect the phenomenon opsegsion of the somatosensory activity,
ipsilateral to the (right-hand) task-relevant semsotor information (Staines, Graham,
Black & Mcllroy, 2002). In fact, in the motor tastje simulation associated with action
verbs (all denoting hand-actions) might be stroragigtered on right-hand movements, all

participants being right handed (see Willems e28110).

6.4.4. Motor simulation is one strategy for langaagpmprehension

These results support a twofold role of the mogmtesm in word processing and
help clarify the nature of motor simulation in woudderstanding. We suggest that the
activity in the vPM can be reliably linked to itepresentationalfunction for concrete
concepts; M1 activity reflects the motor-basstthtegy of referring a given stimulus to
one’s own bodily movement, via simulation. The \eatiion of sensorimotor representations
and the motor simulation of their implied conteatreecessarily not co-occur.

As discussed above, when the task, or the cogretweext, require relating stimuli
to action knowledge, the distributed semantic sgstan recruit PM regions, which
promote the explicit sensorimotor representatiothat knowledge. This recruitment can
be preferential and possibly automaticniormal retrieval, when stimuli saliently refer to

actions, because the modality in which individusigically interact with entities may
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constrain conceptual organization (PulvermillelQ20Tranel et al., 1997; Warrington &
McCarthy, 1987; Warrington & Shallice, 1984).

There is reason to believe that, under certain teskditions, sensorimotor
representations can be elicited also for nonaateybs. Overall, the class of “verbs” owns
in sethe idea of action (Bates & MacWhinney, 1982; Laciger, 1987). Moreover, the
polysemy, i.e., the capacity to covey multiple mega and subsume novel usage,
depending on the context, applies to concrete dsaseto abstract words (Lee, 1990).
Extensive behavioral priming studies documentecetfects of context on the activation of
specific meaning attributes of a word (Tabossi,8 9abossi, Colombo & Job, 1987), and
tasks involving explicit motor skills (specific mements for responding), such as the one
presented in Chapter 4, may cue motor processe&s velteen processing of abstract
utterances (see Glenberg & Kashak, 2002; see Lmewé& Jeuniaux, 2008 for a
discussion). Finally, imaging studies found thdtestdimensions, such as the imageability,
can activate premotor areas in processing nonaetad (D’Esposito et al., 1997; Mellet
et al., 1998; Postle et al., 2008; Pulvermuller &u, 2006). These and our findigs
strongly support the view of human brain as a itisted flexible architecture (Friston,
1998; Mcintosh, 2000), whereby learning can immiedlyapromotea cognitive or neural
context that affects structure and operations.

Our results also contribute to depict motor simafatas a strategy or@ocedure
which is defined by the reliance on the contexthernthan stimulus-driven, to the extent
that it can be applied to the processing of actienbs in a given (motor) context but not in
another (nonmotor), and can be “learnt” and immedifacxtended to the processing of

nonaction verbs. This explains why M1 activity esisconsistently found in imaging study
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on action-word processing (see Hickok et al., 2008glla et al., 2009). By this, it is not
meant that motor simulation cannot be engaged apenusly in action-word
understanding. It may provide one (the most) dfitistrategy that individuals acquire
early and adopt in performing task with criticahserimotor components. Yet, it is not the
sole strategy to encode action meanings. In fabgnwanother (nonmotor) modality of
processing was cued, identical task instructions dotion-verb processing were not
accompanied by M1 activity. Despite so, particigaperformance was as successful as in
the motor context (see Recognition results).

The proposal that different networks can suppogt ghme cognitive operation is
framed within the same aforementioned conceptiorbrain as a flexible, distributed
architecture (Price & Friston, 2002). The abilityy structurally different mechanisms to
yield the same output is well acknowledged in cbgaineuroscience, whereby multiple
routes, associated with segregated brain netwbeise been described for action imitation
(Cubelli et al., 2000; Tessari & Rumiati, 2004)jeatt recognition (Hmphreys & Riddoch,
1984), or word reading (Marshall & Newcomb, 1973rticularly, a cognitive counterpart
of our results can be found in the different kindsepresentations (propositional/symbolic
or situational/analogue) of the same linguisticerats (texts), which can be activated for
comprehension (Kaup & Zwaan, 2003; Perring & Kih{sto85).

We have so far assumed a virtual identity betwsenor simulation and M1
activity, claiming that the latter implicates th@rher. One might argue that vPM can also
reflect simulation, so that this operation appt®she processing of action verbs also in the
nonmotor context. We find this explanation implalesi First, imaging studies have shown

that mental simulation engages more often the tdtsmn the ventral aspect of PM region
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(Kosslyn et al., 1998; Solodkin et al., 2004; Virlgeets, de Lange, Vandemaele et al.,
2002), which is massively connected to M1 (Baumerle 2006; Koch et al., 2006;

Kosslyn et al., 1998; Xiong, Parsons, Gao, and H®99). Moreover, high-resolution

fMRI and a number of other techniques have dematestrthat M1, particularly in the left

hemisphere, is an essential correlate of motor laition, to the extent that this cognitive
ability is defined as drue motor behaviorsharing important features (including brain
network, kineasthetic sensations and autonomio/atatin) with overt motor execution

(Decety, Jeannerod, Durozard & Baverel; 1993; Jatkst al., 2006; Jeannerod, 2001;
Kosslyn et al., 1998; Porro et al., 1996; Solodiial., 2004; Tomasino et al., 2005).

The idea underlying this study was challenginghiat the experimental paradigm,
which has been typically implemented across taskdhe same domain (e.g., sequence
learning or mental rotation in both learning arstitey phases; Fletcher et al., 2004; Wraga
et al., 2003), here, was used to transfer strateagieoss domains (motor/visual rotation and
language). Our results, therefore, provide insighthe long-lasting issue concerning the
degree of specificity of implicit transfer. In coat with the proposal that implicit transfer
is strictly limited to tasks that are based on shene underlying structure and tap in the
same domain (Dienes & Berry, 1997), we have shdwan it is a flexible mechanism, not
bounded to a specific type of learning materiadl@main (Willingham, 1999).

This study provides strong evidence that simulatiofanguage is one strategy or
procedure that can be prevented by top-down cowlepéndent factors, even for tasks and
stimuli with salient sensorimotor components. Ahdsiso truly a strategy that it can be
imposedop-down to the processing of stimuli (honmotorb& that do nohormally elicit

it.
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Chapter 7.

General Discussion

7.1. Thetie between action and language isin our imagination

In this thesis | described a number of conditiatsstimulus- and task-level, that make
the cross/talk between language and motor systessilje. These conditions are
compatible with the kind of circumstances tls&riategically elicit a motor modality of
processing, based on imagery ability. On the oftfaed, the definition of conditions that
do not elicit simulation implies,per se that motor simulation is not the general
mechanism for understanding action language.

In chapter 2, | have reproted neuropsychologicalbt dissociations between
language and praxis, even when the two abilitiesewtested under conditions (i.e.,
equally early-acquired verbal and motor tasks mwg perceptually and conceptually
identical stimuli) that may increase the degreewsdrlap between the two systems (e.qg.,

Bates & Dick, 2002). In the same study, there wagdication that the deficit in action-
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word understanding could specifically relate toides in frontocentral (motor and

premotor) regions that are held to encode actiomnings. These findings brought
support to the hypothesis that motor areas aress®ntial for action-word understanding
(see also Hickok, 2010). Starting from here, Irafited to define the nature of motor
simulation innormallanguage processing.

In chapter 3, using TMS, | found that motor simiaiat as reflected in primary
motor (M1) activity, mediates language processimly ovhen the task required the
explicit retrieval of action knowledge associateithwa word (versus other tasks).
Importantly, M1 activity enhanced beyond the timaerval for lexical-semantic
encoding (before 400 ms; e.g., Sereno et al., 189f) within that for imagery (after 400
ms; e.g., lwaki et al., 1999). Moreover, in chaggel provided evidence that language
affected a subsequent motor response when thentiahtsntext described human action
versus not non-biological mechanical motion. Nolyas the motor system capable of
distinguishinghumans from non-humans actions, but it can alferdntiate the self
from others. Indeed, in a second TMS study (Chagjer found that motor activity
increased selectively for actions attributed to $leéf versus a third subject/agent. The
fMRI study reported in Chapter 6 provides, in mewj the ultimate evidence that
simulation in language is one strategy that canpt®/ented by context-dependent
factors, even for tasks and stimuli with salienbssgimotor components, and readily
learnt andmposediop-down to the processing of (nonmotor) wordg ttanot normally
elicit it.

This set of results suggests that the exposuretionarelated words, on its own,

is not sufficient to elicit simulation. In other wes, motor simulation, in language
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understanding, is not completely stimulus-driveut, is defined by the reliance dop-
down higher-level factors, such as the individualseation to some aspects of the
stimuli, the representation of self as distinciirothers, the sentential and the cognitive
(neural) context. The engagement of this modalitypmcessing requires @ognitive
mediationthat is not predicted by thdirect matching between a perceived stimulus and
the corresponding motor representation, as the dimtddnypothesis suggests.

Motor imagery provides the interface between lagguand action, by mediating
the information transfer of across the two domaihdding a third component to the
relationship between action and language, immdgliatglies that action understanding
and motor simulation are not identical processed #anguage and action are
independent, although highly interactive, domaifise view of strategic, rather than
obligatory, motor simulation (or imagery) can explavhy motor activation is so
inconsistently found in imaging studies on languagé action understanding (Hickok et
al., 2009; Turella et al., 2009).

It is conceivable that motor simulation is the prehtial, most effective modality
to achieve comprehension, for normally-able indraild who are typically tested in
studies involving daily actions that can be easWysualized” or simulated. The
familiarity with an action has been already showmffectmotor activation during action
observation (Calvo-Merino et al., 2005; see alsat@njee, 2010). No theory denies
“(...) that images exist or images play an important rialenany cognitive processes
(Fodor, 1975, p. 184), or th&ll higher mental capacities including language keause
of some sort of basic machiner{dackendoff, 2007, p. 389). However, the claim tha

complex ability to comprehend can take advantagesesfsorimotor experience and
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modality-specific systems, which are the link tonsss and environment, is quite
different from the claim that motor simulation Ieet“core attribute” of our understanding

of actions.

7.2. Brain functioning and flexibility

The interpretation, proposed here, of a strategierplay between action and
language relates to a vision of the brain as alflexdistributed architecture, owning the
faculty to cross the boundaries of traditionallgtotict cognitive domains when needed by
the task (see Rumiati, Papeo, & Corradi-Dell’AcgR@10; Willems & Hagoort, 2007).
In this view, every cognitive task can, in prineipbe mediated by context-dependent
interactivity of different neural elements, so tkaery brain area can be part of different
networks depending on a given task (Mcintosh, 20@®) different networks can
support the same function (Friston & Price, 2003).

The cross-talk between action-related language amdor processes may
represent one paradigmatic example of the braxibiley for making sense of task-
relevant sensorimotor information in a verbal mgssavithout implying an exclusive
relationship between action and language. Insteaduage comprehension can rely on
different networks that can or cannot involve siatian. In chapter 5, for instance, | have
suggested that visuospatial, rather than motorgss®s can be involved in linguistic
tasks, when the sentential context cues perceppadial, rather than motor
representations (see also Bergen et al., 2007;dwadJackendoff, 1993; Talmy, 2000).
The notion of strategic (context-dependent) braincfioning is well acknowledged in

cognitive science, where multiple-route models ha@een conceived to account for
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empirical results in different domains of cognitidfor instance, dual-route models have
been proposed for word reading (Marshall & Newconi®s 3), action imitation (Cubelli
et al.,, 2000; Rothi et al., 1991; Tessari & Rumi&d04), and object recognition
(Humphreys & Riddoch, 1984). Likewise, psycholiguigesearch have suggested that
comprehenders can construct either propositional, (& symbolic description of the
event) or situational representation (i.e., an @a description to mimic structural
relations between entities in the described sceh#)e same text (e.g., Kaup & Zwaan,
2003; Perring & Kintsch, 1985).

In the case of language comprehension, we havarsastumed that simulation
serves for conveying concrete information to coteaprepresentations. In the following
section | will sketch alternative answers to thesjion why motor simulation should be

engaged, if comprehension can be achieved without i

7.3. Therole(s) of motor simulation in language: a question for futureresearch

In discussing the involvement of motor simulationlanguage, we have been
emphasizing the relevance of rehearsing previousaosenotor experience, through
imagery, to access the concrete attributes of alwmganings (see also Rumiati et al.,
2010). This idea has been well articulated in Magseeasoning about the role of visual
imagery in cognition: to decide whether something is a part of sometbisg, a reliable
strategy is to visualize it. Relying on imagergieliable strategy to solve the part-whole
property verification task because in visual imggexe access some information about
the physical structure of objett&Machery, 2007, p. 35). Likewise, to decide wiesth

word is related to an action (e.g., Chapter 3wbether an implied action is carried out
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outdoor or indoor (Tomasino et al., 2007), motondation appears as an effective way
to infer the response.

Compatibly with this view, it has been suggesteat the information flow from
the motor to the conceptual domain is functionalattguage understanding in itself, by
providing concepts with a physical instantiatioattenriches comprehension (Mahon &
Caramazza, 2008; Tranel et al., 1997). On this viemguage exploits the motor system
as a device providing abstract representations woticrete, contextual information to
sustain semantic encoding. Thus, the role of megstem in conceptual processing may
provide a measure of individual difference in cqtoal processes, depending of
individual motor experience (Chatterjee, 2010)thie same vein, it may be expected that,
patients with impaired motor function, while thegnccomprehend the core meaning of
an action-concept, actually lose some aspectsabfcibncept. Moreover, the phenomena
of language-induced motor activity are typicallysebved in normal participants during
the processing of words implying actions, whichrgvable-bodied person can perform
and frequently experience. The investigation ohiitials with congenital deprivation of
sensorimotor experience, due, for instance, tactmgenital absence of upper-limbs, can
represent a test-bed to establish the extent tehmMmotor simulation actually reflects
sensorimotor experience, and what, if anything,seemotor experience adds to
conceptual knowledge.

It is equally possible that motor activity doest serve language (conceptual)
processing or categorizatiguer se but underlies functions that are triggered by, dre
different from, the encoding of action meaningsClmapter 3, | provided evidence that

motor activity results from (i.e., comes after)thex than contributing to action
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understanding. This observation is consistent @hid idea that motor simulation in
action understanding, serves action anticipatiosi(@; 2004; 2008). The motor
activation in the observer may not mirror but aigéte, may not shadow but
foreshadow, what the other is doing. The perceptibdynamic events, whether or not
they involve social stimuli, is always predictive naturé (Csibra, 2008, p.451).
According to this view, action stimuli may elicitator planning to anticipate the further
course of an action. This hypothesis is particulagppealing because it does not deny
“mirror” activity of the brain, but reverses itsriction fromreplication of a perceived
action, as originally argued (Rizzolatti et al.02), toanticipation The existence of the
so-called “logically-related mirror neurons” in hanms may constitute the neural
foundation of this hypothesis. Imaging studies hsivewed that premotor “mirror” areas
activates in response to an observed action, sahdrge during the execution of another
one that is the obvious consequence of the fortaeolponi et al., 2005). Analogously,
the activity in the frontoparietal “mirror” circuit was found to increases massively to
prepare an action complementary to the observedMewman-Norlund et al., 2007).
These observations raised in the domain of actimewation, where the benefits
of being able to anticipate the immediate futureaobther’s action appear obvious
(Csibra, 2008). In language comprehension, the cengmder's motor system may
subserve a similar anticipatory function by implengg the commands implied in the
sender’s linguistic message. This may help cootdindehaviour for social
communication and interaction, which is accomplistumly when the comprehender
understands the intentions underlying speech amttgeroperly to them (Clark & Bly,

1995; Levinson, 1983; see also Scott et al., 20D9. associated enhancement of motor
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activity can have the adaptive value of bringing fystem close to threshold for actual
execution, when the sensorimotor meaning is theisfoof a message, or words are
intended as motor commands (see also Postle 208B).

The involvement of motor system in language maylyngpmechanism of word-
response association that is not extraneous to sombedied accounts of language (e.g.,
Pulvermuller, 2002) or can be the result of evoldiry constraints to the functional
connectivity within the brain (see Mahon & Caranmegz2009; Riesenhuber, 2007; see
Mahon et al., 2009 for related questions in vigl@hain). In this latter view, the motor
system can be part of the brain network, innat&dpaked to handle motor information.
Then, how much of motor activation depends on pevisensorimotor experience and,
as such, is learned, and how much of it depends giori principles of cortical
organization? Another question for future research!

To recap, we have discussed two alternative, thaugthmutually exclusive,
functions of motor simulation in language and cqteel processing. Simulation may
serve language understanding by enriching a wagmesentation with details concerning
concrete aspects of its meaning. Alternativelycain reflect action anticipation to
coordinate behavior for social communication anderaxction. Either function
(categorization or anticipation) would be compaiblith our account based on strategic
motor imagery. In fact, while imagery allows théhearsal of motor images or acts,
which may help comprehension of perceptual stimiif, ultimate function is to
continuously update mental representations in oraeredict the consequences of our

own and others’ actions and prepare the appropesafgonse (e.g., Jeannerod, 2001).
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What function is actually reflected in motor actiea, how much of it depends on
previous individual experience, and how much on ewuplutionary history, what
sensorimotor information adds to our conceptualiteds and how much flexible our
innate conceptual structure is, are all questiandifture research. Beneficiating of the
apparent anatomical and functioti@nsparencyof the motor system, this investigation
can reveal the neural mechanisms of brain flexjhilby explaining how information
from any modality-specific system can be transferred artdgimated in higher-level

cognition.

7.4. Concluding remarks

It is hard to “imagine” how extreme versions of exdied (but also disembodied)
cognition could account for the complex relatiopstietween language and motor
system. While the recruitment of motor simulationlanguage poses a challenge to
traditional, strictly modular views of cognitiont cannot be explained bgollapsing
conceptual, language and sensorimotor systemsaumaae substrate, ruled by a unique
mechanism (i.e., the mirror matching). This propdses been under examination here
(and elsewhere), but have failed dramatically orpieoal investigation. On the one
hand, neuropsychological investigation does naivalto assume an identity between
conceptual and sensorimotor representations anadegses; on the other hand,
behavioral, imaging and TMS studies, presented, leree significantly restricted, from
all to certain, the conditions for action-language interactioheTcombination of these
imaging and neuropsychological findings defines titede of motor system as

(sometimes) sufficient, but not necessary for laggucomprehension.
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Strategic motor imagery seems to provide the mastimonious explanation and
the most plausible interface between basic (maiag specific (linguistic) processing.
This very powerful mental operation, in languagenpeehension, can mediate the
information flow across domains, in order to enrisymbolic representations with
embodied meaning, and/or extract crucial infornmafior planning actions. In my view,
there is nothing special about the relationshipvbeh action and language. Whole
cognition may take advantage of information repmese in distinct systems, which can
be creatively connected to subsume novel usage.eHawin any situation requiring
arbitrary combinations of information from diverse sourdssthere any combinatorial

system as good as language?
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APPENDIX A.

List of the 15 action-verbs and 15 tool-nouns (in aphabetical order) used as experimental

stimuli for the linguistic tasks in the neuropsychological study reported in Chapter 1.

Actions (verbs)

Tools (nouns)

10

11

12

13

14

15

Accendere (to light up)
Bere (to drink)
Cancellare (to rub out)
Chiudere (to lock)

Cucire (to sew)

Fumare (to smoke)
Lavare (to brush the teeth)
Mangiare (to eat)
Pettinare (to comb)
Scopare (to sweep)
Scrivere (to write)
Suonare (to play the flute)
Telefonare (to phone)
Timbrare (to stamp)

Versare (to pour)

Accendino (cigarette lighter)
Bicchiere (glass)

Gomma (eraser)

Chiave (key)

Ago (needle)

Sigaretta (cigarette)
Spazzolino (toothbrush)
Cucchiaio (spoon)

Pettine (comb)

Scopa (broom)

Penna (pen)

Hauto (flute)

Telefono arotella (tel ephone)
Timbro (stamp)

Bottiglia (bottle)
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Appendix B

Action-related and non-action related lexical items used in Experiments 1-3.

Hand-action verbs

Non-hand action verbs

abbottono, | button up
abbraccio, | embrace
accarezzo, | caress
acchiappo, | catch
acconcio, | comb
afferro, | grasp
agguanto, | grab
allaccio, | fasten
amalgamo, | mix
ammanetto, | arrest
annodo, | tie
applaudo, | clap
arrostisco, | roast
autografo, | sign
awito, | screw
bastono, | thrash
cesello, | carve
clicco, | click
coloro, | color
condisco, | dress
cucio, | sew
decoro, | decorate
digito, | press
dipingo, | paint
firmo, | sign
imbottisco, | pad
impugno, | clasp
incateno, | chain
indico, | point
inscatolo, | packintins
intarsio, | sculpt

maneggio, | handle
manipolo, | manipulate
manometto, | tamper
martello, | hammer
mescolo, | steer
mitraglio, | shoot
mungo, | milk
palpeggio, | fed
perquisisco, | frisk
poto, | prune
prendo, | take
pugnalo, | stab
remo, | row
rimescolo, | reshuffle
riparo, | fix

saluto, | salute
sbottono, | unbutton
scaravento, | hurl
scavo, | dig

scrivo, | write
sfoglio, | leaf through
sminuzzo, | chop
smonto, | dismantle
soffriggo, | fry
solletico, | tickle
sparo, | shoot
spremo, | squeeze
stappo, | uncork
stiro, I iron

stringo, | hold
strofino, | rub

accavallo, | cross
accelero, | accelerate
addento, | bite
ammicco, | wink
annuisco, | nod
annuso, | sniff

arretro, | move back
avanzo, | move forward
ballo, | dance

bevo, | drink
bighellono, | stroll about
calpesto, | stomp
cammino, | walk
cavalco, | ride
circondo, | encircle
corro, | run

danzo, | dance
decelero, | slow down
deglutisco, | swallow
dondolo, | swing
espiro, | breathe out
gareggio, | race
gattono, | crawl
gironzolo, | loiter
girovago, | bumaround
imprigiono, | imprison
inchino, | bow
indietreggio, | back off
inseguo, | pursue
marcio, | march
mastico, | chew

nuoto, | swim
oltrepasso, | outstrip
ondeggio, | stagger
palleggio, | bounce
passeggio, | stroll
pedalo, | pedal
percorro, | walk
peregrinare, | stroll
pesto, | stamp on
piantono, | guard
piroetto, | twist
proferisco, | utter
retrocedo, | demote
ridacchio, | chortle

rido, | laugh
rincorro, | run after
salgo, | rise
saltello, | jig

salto, | jump
sbuffo, | fume

scappo, | rush off
scavalco, | leap over
scivolo, | dip
sgambetto, | trot
sgranocchio, | crunch
soffio, | blow
sogghigno, | sneer
striscio, | crawl
vagabondo, | rove
veleggio, | sail
volteggio, | vault
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Non-action Verbs

addoloro, | distress
adoro, | adore
ambisco, | hanker
analizzo, | analyze
angoscio, | amworried
annoio, | bore

annullo, I nullify
apprezzo, | appreciate
assumo, | assume
attendo, | wait
auspico, | wish
autorizzo, | authorize
bado, | take care of
boccio, | flunk

brillo, | shine

decido, | decide
comincio, | begin
condivido, | share
condiziono, | influence
conosco, | know
consisto, | consist
deludo, | disappoint
deplore, | deplore
deprimo, | depress
desidero, | desire
detesto, | detest
dimentico, | forget
distinguo, | distinguish
divento, | become

doto, | provide
dubito, | doubt
elaboro, | elaborate

elimino, | diminate
eredito, | inherit
esagero, | exaggerate
esamino, | examine
esigo, | demand
esordisco, | debut

evito, | avoid

evolvo, | evolve
fallisco, | fail
favorisco, | promote
formulo, | formulate
fuorvio, | misead
garantisco, | guarantee
gioisco, | rejoice
gradisco, | enjoy
gravo, | bear upon
idolatro, | idolize
ignoro, | ignore
illudo, | deceive
imparo, | learn
influenzo, | influence
interesso, | interest
interpreto, | interpret
intristisco, | get sad
invecchio, | grow old
invidio, | envy
ipotizzo, | hypothesize
istruisco, | teach
lamento, | complain

legalizzo, | legalize
limito, I limit
lucro, | earn

manco, | miss

medito, | wonder
memorizzo, | memorize
miglioro, | improve
moltiplico, | multiply
nego, | deny

obbedisco, | obey
odio, | hate

offendo, | offend
omologo, | approve
ostento, | boast
perdo, | lose

placo, | calm
plagio, | crib
poltrisco, | lounge
possiedo, | own
preferisco, | prefer
preoccupo, | worry
prevedo, | predict
proibisco, | prohibit
promuovo, | promote
provo, | fed
provoco, | provoke
ragiono, | reason
rallegro, I am happy
rappresento, | represent
rendo, | convey
resisto, | resist
ricevo, | receive
riconosco, |
acknowledge
rifletto, I think overt

rimpiango, | regret

rinnego, | disown
rinuncio, | give up
riprovo, | retry
rispetto, | respect
sbaglio, | mistake
sboccio, | blossom
scado, | decreasein
value

scelgo, | choose
scoccio, | annoy
scommetto, | bet
sconto, | discount
sconvolgo, | distress
soffro, | suffer
sogno, | dream
somiglio, | resemble
sopporto, | tolerate
sospendo, | suspend
stanzio, | allocate
stimo, | estimate
stupisco, | astonish
sublimo, | subliminate
subordino, | subdue
sudo, | sweat
sussisto, | subsist
taccio, | shut up
tasso, | tax

temo, | fear

tollero, | tolerate
trascuro, | abandon

turbo, | trouble
vario, | change
vinco, | win
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Appendix C.
Sentences used as experimental stimuli in Experiments 1-3 reported in Chapter 5.

Clockwise human-related sentences

Il bambino sta temperando la matita colordiae(child is sharpening the colored pencil).
L'operaio sta avvitando la lampadina al lampadé&rtee worker is screwing the light bulb
into the lamp).

L’autista sta sterzando velocemente a de3tna driver israpidly veering to the right).
La signora sta componendo il numero sul teleformtella (The lady is composing the
phone number on the dial phone).

Il ragazzo sta alzando il volume dello stereo @manopolaThe boy isturning up the
volume of the hi-fi with the knob).

Il falegname sta stringendo la vite del tavolbd carpenter is tightening the screw of the
table).

Il ragazzo sta azionando il motore della macchirie boy is turning on the car engine).

Counterclockwise human-related sentences

L’autista sta sterzando velocemente a sinigtne (river israpidly veering to the left).

La signora sta abbassando la famma del forn€&He Iady is turning down the gas on the
hob)

Il ragazzo sta abbassando il volume dello steredaoanopolaThe boy is turning down
the volume of the hi-fi with the knob).

Il farmacista sta svitando il barattolo di vetiitn¢ pharmacist is opening the glass-jar).
L’operaio sta svitando la lampadina dal lampad@rFi@ worker is removing the light bulb
from the lamp).

Il falegname sta estraendo la vite dal mdrae(car penter is removing the screw fromthe
wall)

Il ragazzo sta spegnendo il motore della macchiha lfoy is turning off the car engine).

Clockwise object-related sentences

Il CD sta girando nel lettord{e CD isturning in the CD-player).

Il disco sta girando sul grammofonbhé record is turning on the gramophone).

La lavatrice sta centrifugando il bucato colorafbgwashing machine is spinning the
colored laundry).

La lancetta sta segnando lo scorrere dei sec@hdisécond-hand is turning).

La trottola colorata sta girando sul pavimenfthespinning top is turning on the floor).
La lancetta della bilancia sta segnando 'aumenpeso The scales are indicating the
increase in weight).

Il tachimetro sta avvertendo I'aumento di veloc(fBhe speedometer isindicating the
speed increase).
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Counterclockwise object-related sentences

Il mangianastri sta riavvolgendo la cassettae(cassette-player is rewinding).

La videocassetta sta tornando indiefrbgvideo-tape is rewinding).

La lancetta sta segnando un abbassamento di pregsie barometer issignalling a drop
in pressure).

La punta del trapano sta estraendo la vite dal iith@point of the screwdriver is
removing the screw from the wall).

Il carillon si sta muovendo in senso antiorafibg mobile is moving counter clockwise).
La lancetta della bilancia sta tornando sullo Z@te scales are returning to zero).

La lancetta del tachimetro sta registrando la iimhe di velocita’ The speedometer is
signalling a decrease in speed).
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Appendix D
Norming study for the assessment of sentences used as experimental stimuli in
Experiments 1-3 reported in Chapter 5.

A Norming study was carried out with the objectigecollect basic information
about the selected stimulus-sentences. Thirty-arécpants were asked to complete a
guestionnaire to evaluate those motor dimensiompdiech by language that might influence
the relationship between language and motor prese$&articularly, the familiarity tightly
correlates with the time for item processing (€gnnine et al. 1990), and the imageability
of an utterance determines the ability to mentadjyresent its content. Moreover, language
can convey very detailed features of the describeatext that are used to construct
situation models during comprehension (see Jackeri®87). Therefore, features like
amplitude and continuity might render the motiomlied in some items, more perceptually
salient or suitable to interact with motor procasgkan others. On the other hand, the time
for mentally representing rotation is typically postional to the degrees of rotation
(Shepard and Cooper 1982). Thus, participants radef@dmiliarity (how familiar they were
with the scene described in the sentence); 2) iataly (how difficult/easy it was to elicit
a mental image of the described scene); 3) amglitidhe implied motion; and 4) whether
it was part-way or continuous. The first three disiens were rated on 1-7 Likert-type
scales, whereas a binary score (0-1) was requir@eidje whether the implied motion was
part-way (0) or continuous (1).

We also collected simple RTs for each sentencdy thi objective to test whether
and to what extent any of the assessed dimensifilnenced sentences comprehension. In

other words, we wanted to ensure that implied mdimensions, other than type (manual
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or mechanical) and direction, were balanced acsesgences or, at least, did not crucially
affected or biased sentence processing. In thismarashould any difference occur in the
following experiments between CW and CCW human abjgcts sentences, it could be
attributed to the interaction between type andative of implied motion and motor

process for responding. Therefore, before filling the questionnaire, participants
performed a semantic-judgment task, where theydddipe sensibility of the selected
sensible and nonsensical sentences by pressing, aakesponse that did not elicit any

congruence effect with the implied-language motion.

M aterials and methods
Participants
Thirty-one healthy, right-handed native Italiareskers (11 males, 18-31 years), all

university graduates or undergraduate studenttcipated in this preliminary study.

Materials and procedure
Participants were presented with the above 56 maind state sentences and 56
nonsensical sentences for a semantic-judgment fdsitems had been previously read

aloud and recordedhifp://audacity.sourceforge.netity a female Italian speaker. They

were transmitted to participants through headphotiesr length ranging from 2.066 to

3.995 ms. Participants were instructed to presssimecebar on a keyboard when the
sentence made sense, while no response was refineonsensical sentences. They were
told to respond as quickly as possible, but nobteefthey had listened to the whole

sentence, as many nonsensical sentences coul@ metdgnized as such until the last word
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was heard. Each sentence was randomly presenteel fiovia total of 224 trials. All factors
were manipulated within-subjects; this yielded aS@mulus-type (human-related and
object-related sentences) X 2 implied-languagetiootgclockwise and counterclockwise)
experimental design. At the end of the experimira ratings for the several dimensions of

the motion implied by the sentences were colleati#d a questionnaire.

Analyses

Familiarization, state and nonsensical trials weliscarded. All participants
achieved at least 85% accuracy in judging critidals (M=97%), except two, who failed
in 19% and 22% of trials respectively and were d¢f@e excluded from subsequent
analyses. Incorrectly-judged trials (2.6%) and ¢hwsth response latencies®s away
from the individual condition mean (7.5% of correesponses) were discarded. A
repeated-measures ANOVA with factors Stimulus-tgpd Implied-language rotation was
run on RTs. All planned comparisons between ctitanditions were performed using
two-tailed t-tests ¢<.05) and the by-item analysis was performed withressions of

repeated measured data (Lorch and Myers 1990).

Results

All participants achieved at least 85% accuracjudging critical trials 1=97%),
except for two, who failed in 19% and 22% of triaéspectively and were therefore
excluded from the analyses. RTs to state and nsitsénsentences, incorrectly-judged

trials (2.6%) and those with response latenci€®g away from the individual condition
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mean (7.5% of correct responses) were discardettlfRd993). Responses to human-
related sentences resulted overall faster thanonsss to object-related sentences
F(1,28)=10.47p<.01, r]pZ:.27, and CW sentences were overall faster tharC@W ones,
F(1,28)=5.70p=.02,r]p2=.17. The interaction between the two factors watssignificant ,
F(1,28)=1.97,n.s. No significant difference was found between CW &&CW human
sentencesp>.1, while judgments on CW object sentences westefahan those on CCW
sentences(28)=2.17,p=.03,t(28)n=2.62,p=.01 (Fig. 1). That is, participants processed
CW and CCW human sentences equally fast, whilst shewed a temporal advantage in
processing CW over CCW object sentences. These amsops provided us with
information on participants’ performance in a rasgcondition (i.e. keypress) that did not
elicit any congruence effect. In the following expeent, we investigated whether and how
the congruence between implied and actual motia (hanual rotation) altered such

pattern of performance on human and object senéence

Post-experimental questionnaire

The results of the questionnaire revealed no diffee in familiarity and
imageability between CW and CCW human- and objentencesps>.1). The amplitude
of motion was judged to be overall greater for objthan human motiont(13)=4.73,
p<.001, but CW and CCW sentences within each typeltesd matched for this dimension,
ps>.1. Likewise, object motion was judged as haviigiper continuity than human motion,
t(13)=3.98,p=.001, although this dimension was matched betw@&hand CCW human-

related sentences and between CW and CCW objatedelsentencegqs>.1. Then, a
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regression model was created using the participsatiangs of familiarity, imageability,
amplitude and continuity, entered in a stepwiséitas as predictors of the mean RT for
each sentenéeThis resulted in an effect size witf(R3)=.34, and significant beta weight
obtained for the familiarity factor onlyp£-.96; t(23)=-3.22, p=.003). Thus, the only
predictor of RTs was the familiarity that, howeveould not constitute a bias in sentence
comprehension because it was matched for all tiieadrtypes of sentences. Human and
object sentences differed for amplitude and coityraf implied motion, both being higher
for the latter type of stimuli. This is not surpnig, because manual rotations described in
human sentences involved the wrist (e.g. to opglass jar) which has limited degrees of
rotation, compared with many mechanical objecty. @ record rotating on a gramophone).
Likewise, motion implied in object sentences watemfa continuous rotation, whereas
biomechanical joint-constraints of the wrist onlpa part-way rotation. However, neither
dimension predicted RTs, thus ensuring that theferehces could not weight on
participants’ performance. More importantly, theriong study showed that CW and
CCW sentences within each stimulus-type (which wére critical conditions for
comparisons), besides length, structure and contplewere fully comparable for

familiarity, imageability, amplitude and continuiby implied motion.

! Mean RTs for each sentence were computed takitm docount the response latencies of the first
presentation of each sentence. The correlationdetviRTs for the first presentation of the item #rel
mean RTs of both presentations was highly signifi¢g27)=.94,p<.0001)
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Appendix E

Table S1. (Relative to Chapter 6) List of the individual and group mean coordinates (in
MNI space) of the maximally activated voxel within the (anatomically-constrained
functional) ROIs comprising the hand representation of the left and the right primary
motor (M1) cortices obtained by the functional localizer task and the maximum

probability maps (MPMs).

Left M1 Right M1
X Yy Z X Yy Z
-42 -24 60 38 -28 52
-38 -24 62 36 -24 58
-38 -24 56 36 -24 58
-42 -24 60 42 -22 50
-38 -26 62 42 -20 56
-32 -24 56 36 -22 58
-34 -24 58 38 -24 52
-38 -28 60 38 -24 50
-34 -28 60 40 -22 60
-42 -28 58 42 -20 56
-38 -28 60 36 -22 58
-38 -24 60 40 -26 62
-38 -22 62 42 -22 52
-38 -28 62 36 -24 60
-42 -22 56 42 -18 54
-38 -26 60 39 -23 56
3,07 2.1 22 2,6 25 38

The group mean coordinates are indicated in bold and the respective standard deviationsin italics.
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