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equation. The functional representation for the quasiclassical irregular block is shown to

be consistent with the BPZ equations of conformal field theory and the Hamilton-Jacobi
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1 Introduction

Isomonodromy/CFT correspondence is now among the main modern puzzles and tools

of mathematical physics. One of its main explicit formulations follows original proposal

of [1], where the tau function of Painlevé VI has been expressed through a series of c = 1

conformal blocks.1 Independently in [6] the regularized action on the Painlevé VI solution

was identified with c→∞, or quasi-classical conformal block. It was proposed later [7–9]

that these two isomonodromy/CFT connections can be related themselves by the Nakajima-

Yoshioka blow-up relations [10, 11], involving Nekrasov partition functions at different

values of Ω-background parameters, or conformal blocks with different central charges.

In this paper we investigate these relations for the simplest case of Painlevé III3 (or just

PIII3) equation in the way, which initially does not refer to any constructions from CFT. In

particular, we exploit the definition of quasiclassical conformal blocks, proposed in [6] for

the Painlevé VI case, as regularized action functional on the Painlevé solution, and extend it

to our degenerate Painlevé III3 case. This functional representation turns to be very useful

for studying the properties of the solution in the vicinity of the Malgrange divisor, though

actually in this part we only reproduce the formulas, obtained already in [12] without any

references to conformal blocks.2 However, we demonstrate that in terms of isomonodromy

tau functions description of the Malgrange divisor becomes transparent, and automatically

leads to the blow-up equations, involving both c = 1 and c→∞ conformal blocks, or even

can be interpreted as system of equations for their definition.

We stress here that the approach, proposed below, actually derives rather compli-

cated relations of 2d conformal field theory, or even 4d supersymmetric gauge theory in

Ω-background, by pure analytic methods of the theory of differential equations. However,

and this is one of the reasons to consider the Painlevé III3 case, these methods are ex-

tended below from t→ 0 to t→∞ domain of the tau function expansion, where most part

of isomonodromy/CFT-correspondence ingredients, such as Nekrasov functions, are not

known. Nevertheless, following [13] the analytic methods can be extended there, and we

derive the analogs of the blow-up equations, hypothetically satisfied by partition functions

1To be precise, the correspondence between isomonodromic deformations and quantum field theory was

found in [2] even before the invention of conformal field theory (CFT) [3]. Later it was noticed in [4] that

isomonodromic tau functions should be related to the correlators in CFT. Similar ideas in different context

were also present in [5].
2Namely, ([12], formula 4.36) leads to (3.2) below, whereas ([12], formula 4.51) is our (3.7). In this paper

we actually present upgraded proofs of (3.2) and (3.7), replacing technically complicated re-summations of

series expansions around zero and around movable pole by simple computations, involving “Kiev formulas”

for the tau functions. This upgrade becomes crucial when we move to expansion of PIII3 at t → ∞, since

it looks that such re-summations do not work properly for the asymptotic series.
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for non-Lagrangian theories. We overlap in this work with [14, 15], where the blow-up

equations were proven independently, using different technique.

It has been also discovered that c→∞ conformal blocks describe the spectra of 2-nd

order differential equations [16, 17], corresponding to quantum-mechanical version of the

Seiberg-Witten integrable system [18], so that exact quantization conditions are written in

terms of quasiclassical conformal blocks. Together with relation of c = 1 conformal blocks

with 2×2 first-order matrix differential equations, arising in the context of auxiliary linear

problem by isomonodromy/CFT correspondence, this leads to idea that the blow-up rela-

tions for conformal blocks actually arise from the relation between 2-nd order differential

equations and 2 × 2 systems, known already for a long time [19]. Inspired by ([21], sec-

tion 6) we derive the quantization conditions for the quantum cosh-/cos-Mathieu systems3

as some restrictions on monodromy data of the related 2×2 system, supplied with an extra

relation on cancellation of apparent singularity, being actually vanishing of the Bäcklund-

transformed tau function. It turns out, that in t → ∞ case the quasiclassical conformal

blocks describe the exact perturbative spectrum of cosine potential. To find this relation

we use expressions for monodromy data in cluster coordinates, constructed by studying

the WKB graphs.4

The paper is organized as follows. In section 2 we start with 2 × 2 auxiliary linear

problem for the Painlevé III3 equation and study its relation with the cosh-/cos-Mathieu

systems. The corresponding singularity of the Painlevé solution on Malgrange divisor is

described as vanishing of a tau function, whose asymptotic properties are studied using

explicit Kiev formulas from [24] (proven in [25, 26]). The quasiclassical conformal block is

introduced from the tau function vanishing condition, and following [6] is written as regu-

larized action functional. In section 3 we derive the blow-up equations, just by rewriting

the basic formulas from section 2.

Section 4 is devoted to the t → ∞ limit. We start from the tau function expansion

of [13] and specify the poles of the solution, being governed by (derivatives of) a new

function, to be identified further with the “quasiclassical conformal block at infinity”. To

define the quasiclassical block at infinity explicitly we use the modified version of the action

functional, and then, as in the t → 0 case, prove the derivative formulas (4.26). We also

prove that quasiclassical blocks at zero and infinity are related via the generating function

of canonical transformation. Finally in this section we propose the analogs of the blow-up

equations, relating “c = 1” and “c→∞” blocks in the t→∞ limit, see (4.35) and (4.37).

Section 5 is devoted to study of the spectral theory meaning of the quasiclassical con-

formal blocks at infinity. We find that, similarly to common description of spectra for cos

and cosh potentials in terms of “asymmetric single-ε” Nekrasov partition functions, they

describe positions of bands in the cos potential in the limit, when these bands become

exponentially narrow. The main tool in this section is the computation of monodromies

and jumps using the exact WKB approach, showing that the coordinates from [13] are

almost cluster coordinates, also noticed in [27]. In this section we also identify one of the

3For more on this approach and extension of construction to the Lamé equation see [22].
4This procedure is just reverse engineering of the asymptotic analysis from [23].
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tau functions with Zamolodchikov’s polymer partition functions [28], or the spectral deter-

minant from [29]. This identification gives explicit integral representations for conformal

blocks at infinity computed at some special charges.

In section 6 we give an identification of our main ingredients with actual (irregular)

conformal blocks of 2d CFT, this is completely done in t→ 0 limit. We also perform some

analysis for t→∞, where conformal blocks are not algebraically defined on the CFT side,

but nevertheless it is possible to find the behavior of matrix element with heavy degenerate

field insertion, when position of this field moves to ∞. It allows to identify our regularized

action functional with the correlator without degenerate fields.

Finally, in section 7 we switch to quantum version of the Painlevé III3, which is solved

by conformal blocks with arbitrary central charge. Conjecturing an expansion for the

quantum tau function at infinity we get an analog of the C2/Z2 blow-up relations for

t → ∞ and solve them iteratively in order to find expansion of the conformal block. We

show that both its limits, c = 1 and c =∞, reproduce the already known results. We also

check that these generic conformal blocks also satisfy the Nakajima-Yoshioka-type blow-

up relations at infinity, supporting the idea that so defined objects are correct analogs of

conformal blocks at t→∞.

Some definitions, conventions and cumbersome results of the explicit computations are

collected in appendices.

2 Isomonodromic deformations and Mathieu equations

2.1 Scalar equation from 2× 2 linear system

Consider a linear system for the Painlevé III3 equation:

∂

∂z

(
Y1

Y2

)
= A(z)

(
Y1

Y2

)
, (2.1)

with the connection matrix of the form5

A(z) =

(
0 1

0 0

)
+

1

z

(
tw′(t)
2w(t) −w(t)

−1 − tw′(t)
2w(t)

)
+

t

z2w(t)

(
0 0

1 0

)
. (2.2)

One can consider, first, w(t) and w′(t) as independent coordinates on the space of the

matrices (2.2), which will be then related by isomonodromic deformation equation d
dtw(t) =

w′(t). The isomonodromic deformations of (2.1) are given by

∂

∂t

(
Y1(z)

Y2(z)

)
= B(z)

(
Y1

Y2

)
, (2.3)

where

B(z) =

(
0 w(t)

t

− 1
zw(t) 0

)
. (2.4)

5This matrix can be obtained from that one from [25] by transformation w(t) = −t/q(t) and z 7→ −z,
i.e. by combination of a Bäcklund transformation and sign inversion.
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Compatibility of (2.1) and (2.3), i.e. the zero-curvature equation ∂tA(z) − ∂zB(z)+

[A(z), B(z)] = 0, gives rise to the Painlevé III3 equation:6

w′′(t)− w′(t)2

w(t)
+
w′(t)

t
+

2w(t)2

t2
− 2

t
= 0. (2.5)

Let us now derive the second-order equation for the first component of the linear sys-

tem (2.1). For

Ỹ (z) =
Y1(z)√
A12(z)

(2.6)

after direct computation, using (2.1) one gets

∂2Ỹ (z)

(∂ log z)2
=

=

(
1

2
trA(z)2 +

∂A11

∂ log z
−A11

∂ logA12

∂ log z
+

3

4

(
∂ logA12

∂ log z

)2

− 1

2A12

∂2A12

(∂ log z)2

)
Ỹ (z).

(2.7)

For the matrix A(z) from (2.2), equation (2.7) acquires the form(
z
∂

∂z

)2

Ỹ (z) = t

(
tw′(t)2

4w(t)2
+
w(t)

t
+

1

w(t)
− 1

z
− z

t

)
Ỹ (z)+

+

(
3w(t)2

4(z − w(t))2
+

2w(t)− tw′(t)
2(z − w(t))

+
w(t)− 2tw′(t)

4w(t)

)
Ỹ (z).

(2.8)

In the first bracket in the r.h.s. one recognizes the PIII3 Hamiltonian

H =
tw′(t)2

4w(t)2
+
w(t)

t
+

1

w(t)
=
p2w2

t
+
w(t)

t
+

1

w(t)
, (2.9)

when expressed as a function of w′ and w, which generates the non-autonomous Hamilto-

nian equations of motion

w′ =
2w2

t
p,

p′ = −2wp2

t
+

1

w2
− 1

t
,

(2.10)

equivalent to (2.5).

The second-order equation (2.8), when compared to initial linear system, has an extra

apparent singularity at the point z = w(t), coming from the fact that we divided in (2.6) by√
A12(z), vanishing at z = w(t). Position of this singularity in (2.8) is exactly the Painlevé

transcendent. To get rid of this singularity we have to move to the pole of solution at some

point, say t = t?. Expansion of a solution to (2.5) around the pole has the form

w(t) = − t2?
(t− t?)2

− t?
t− t?

+ w0 +O
(
(t− t?)2

)
, (2.11)

6Notice that signs of the last two terms here are different from common conventions, but this choice of

signs is more convenient from the CFT point of view in what follows.
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and substituting it into the Hamiltonian, one gets

lim
t→t?

H(t) =
1 + 12w0

4t?
. (2.12)

Now let us take the limit t → t? in (2.8). Expressing w′ = 2iw
3/2

t

√
1− t

wH + t
w2 in the

limit w(t) →
t→t?

∞ we obtain

(
z
∂

∂z

)2

Ỹ (z) =

(
t?H(t?)−

t?
z
− z
)
Ỹ (z), (2.13)

or the Mathieu equation.

One can easily transform equation (2.13) to its usual form in two different ways, either

by substitution z =
√
t?e

ix: (
−∂2

x + 2
√
t? cosx

)
Ỹ = t?H(t?)Ỹ , (2.14)

or by z = −
√
t?e

y: (
−∂2

y + 2
√
t? cosh y

)
Ỹ = −t?H?(t?)Ỹ . (2.15)

The quantum mechanical systems, described by these equations will be considered in sec-

tion 5 below, where the quantization conditions are obtained from studying the mon-

odromies of 2 × 2 linear system, corresponding to the transitions along the unit circle in

z-plane (2.14) or from z = 0 to z =∞ (2.15). This perspective is developed in [22], where

it is also further generalized to the 2 × 2 isomonodromic problem on torus with a single

puncture.

2.2 The Painlevé transcendent and tau functions

It is well-known that the Painlevé III3 Hamiltonian (2.9) is given by the logarithmic deriva-

tive of isomonodromic tau function:

H(w,w′; t) =
tw′2

4w2
+
w

t
+

1

w
= ∂t log τ(t), (2.16)

which, in its turn, gives [25] the PIII3 solution by

w(t)−1 = ∂tt∂t log τ(t). (2.17)

For the Bäcklund-transformed solution w1(t) = t
w(t) the analog of (2.16) gives

H(w1, w
′
1; t) =

(tw′ − w)2

4tw2
+
w

t
+

1

w
= ∂t log τ1(t), (2.18)

and subtracting it from (2.16) we get

1

2
∂t logw(t)− 1

4t
= ∂t log

τ(t)

τ1(t)
, (2.19)

– 5 –



J
H
E
P
1
2
(
2
0
2
0
)
1
2
5

which is integrated to the formula

w(t) = −t1/2 τ(t)2

τ1(t)2
, (2.20)

where the constant is fixed from the asymptotics.

Below we shall intensively use the explicit “Kiev formulas” [24]

τ(t) =
∑
n∈Z

e4πinηt(σ+n)2B(σ + n, t)

G(1 + 2(σ + n))G(1− 2(σ + n))
(2.21)

for the isomonodromic tau function τ(t) and

τ1(t) =
∑

n∈ 1
2

+Z

e4πinηt(σ+n)2B(σ + n, t)

G(1 + 2(σ + n))G(1− 2(σ + n))
(2.22)

for the Bäcklund-transformed τ1(t), which differs from (2.21) only by summing over the half-

integers instead of integers, see also [30] for bilinear relations between τ and τ1. In (2.21)

and (2.22) B(σ, t) denote the irregular c = 1 conformal blocks (normalized as B(σ, t) =

1+O(t)), or non-refined Nekrasov instanton partition functions in “self-dual” Ω-background

for pure SU(2) supersymmetric 4d gauge theory, while G(x) stays for the Barnes double

Γ-function (see details in appendix B).

In (2.21) and (2.22) parameters {σ, η} are two integration constants of the second-

order equation (2.5), or local coordinates on the monodromy space M for the linear sys-

tem (2.1), (2.2), endowed with the symplectic form $ = 4πidη ∧ dσ. For our purposes it is

convenient to relate them to the asymptotics of the solution. The asymptotics of the tau

function (2.21) for small positive 0 < <σ � 1 is

τ(t) ∼
t→0

tσ
2

(
1− e−4πiη Γ(2σ)2

Γ(2− 2σ)2
t−2σ+1 +

t

2σ2
− e4πiη Γ(−2σ)2

Γ(2 + 2σ)2
t2σ+1

)
, (2.23)

which gives for the asymptotics of solution (2.17)

w(t) ∼
t→0

−Γ(1− 2σ)2

Γ(2σ)2

e4πiηt2σ(
1− Γ(1−2σ)2

Γ(1+2σ)2
e4πiηt2σ

)2 = −κt2σ +O(t2σ), (2.24)

where κ = e4πiη Γ(1−2σ)2

Γ(2σ)2
, and we have actually kept here all orders in t2σ, but only the

zeroth order in integer powers of t. In such limit our w(t) satisfies the autonomous limiting

’Liouville’ equation with the conserved energy (tw′)2

4w2 + w = σ2.

One can easily find from (2.24) that the Bäcklund transformation w(t) 7→ w1(t) = t
w(t)

maps the parameters of solution as η 7→ −η, σ 7→ 1
2 − σ. Using obvious symmetry in the

formula for the isomonodromic tau function (2.21) we can rewrite this map as

σ1 = σ − 1

2
, η1 = η, (2.25)

mapping, in particular, tau function (2.21) to the Bäcklund transformed (2.22).

– 6 –
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2.3 Vanishing of the tau function

Series (2.21) for τ(t) is convergent in the whole C∗t , hence the isomonodromic tau function

does not have poles as function of the variables (t, η).7 Thus, the only poles of w(t) are

zeros of τ1(η, σ, t), this locus is called as Malgrange divisor. It describes the situation when

the Bäcklund-transformed Riemann-Hilbert problem does not have solution.

To denote specialization of some variables to Malgrange divisor we will use ?-sign, for

example

τ1(η?(σ, t), σ, t) = 0, (2.26)

or
τ1(η, σ, t?(η, σ)) = τ1? = 0, τ?(σ, t) = τ(η?, σ, t),

(∂tτ1)?(σ, t) = ∂tτ1|? (σ, t) = (∂tτ1(η, σ, t))|η=η?(σ,t) .
(2.27)

Consider now the asymptotics of w(t) around the pole (2.11). Combining (2.11) and (2.12)

with (2.20) one gets:8

± t1/4 τ(η, σ, t)

τ1(η, σ, t)
=

t?
t− t?

+
1

2
− 1

12

(
t−1
? + 2H?

)
(t− t?) + o(t− t?). (2.28)

Expanding the l.h.s. we obtain some relations between the tau functions and their deriva-

tives, say, in the leading order:

τ? = ±t3/4? (∂tτ1)?. (2.29)

Now let us look for the form of η?(σ, t). In order to do this we substitute the ansatz

e2πiη? = exp

(
1

2

∂F(σ, t)

∂σ

)
= −Γ (1 + 2σ)

Γ (1− 2σ)
t−σ exp

(
1

2

∂f(σ, t)

∂σ

)
=

= −Γ (1 + 2σ)

Γ (1− 2σ)
exp

(
1

2

∂fcl(σ, t)

∂σ
+

1

2

∂f(σ, t)

∂σ

)
,

(2.30)

into (2.26), where,9 f(σ, t) =
∑∞

i=1 fi(σ)ti, and get

f(σ, t) = − 2t

4σ2 − 1
− (7 + 20σ2)t2

4(σ2 − 1)(4σ2 − 1)3
− 4(144σ4 + 232σ2 + 29)t3

3(4σ2 − 1)5(4σ4 − 13σ2 + 9)
+ . . . , (2.31)

which coincides with the expansion of quasiclassical conformal block. Other solutions, due

to obviously following from (2.22) τ1(t;σ + k, η) = e−4πikητ1(t;σ, η), are given by η =

7It has singularities as function of σ at points σ ∈ 1
2
Z.

8Plus-minus signs come from the fact the (2.22) allows to change the sign of e2πiη without changing the

solution.
9We also introduce here t−σ = exp

(
1
2
∂fcl(σ,t)

∂σ

)
to indicate that it is related to classical contribution

to Nekrasov partition function, always appearing together with the “instantonic” part f(σ, t). We hope,

it will not cause any confusion, when both f(σ, t) and F(σ, t), see also (2.42) below, are referred to as

quasiclassical conformal blocks, since the first one arises from quasiclassical limit of a conformal block in

original normalization of [3], while the second also absorbs the “classical” and “perturbative” parts, or the

CFT structure constants.

– 7 –
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η?(σ+ k, t) for k ∈ Z.10 Notice also that we have now fixed the sign “+” in formula (2.29).

To be precise, we were able to fix f(σ, t) up to the σ-independent part only, and we are

going to fill this gap in the next section.

2.4 Conformal block as action functional

It is already known [6, 12] that the quasiclassical conformal block can be represented as

action of the Painlevé equation on its solution. Actually, let us define

f̃(σ, t?) =

∫ t?

0
dt L̃(w,w′, t), (2.32)

where

L̃(w,w′, t) = L(w,w′, t)− 2t?
(t− t?)2

− σ2

t
(2.33)

is the regularized standard Lagrangian

L(w,w′, t) =
t

4

(
w′

w

)2

− w

t
− 1

w
, (2.34)

obtained by Legendre transformation of the Hamiltonian (2.9).

The regularized action (2.32) is well-defined on the solution w(t) = w(t;σ, t?), with the

integration constant σ fixed by the asymptotics (2.24), while the second one, η = η(σ, t?),

is fixed by (2.11) so that pole of w(t) is located at the point t = t?.

Let us now compute the derivatives of the action (2.32) w.r.t. t? and σ. To do this on

the solution to equations of motion one takes into account only the contributions of the

boundary terms, therefore

∂f̃(σ, t?)

∂t?
= L̃(t?) +

(
t

2

∂ logw(t, σ, t?)

∂t?

∂ logw(t, σ, t?)

∂t
+

2t

(t− t?)2

)∣∣∣∣t?
0

,

∂f̃(σ, t?)

∂σ
=

(
t

2

∂ logw(t, σ, t?)

∂σ

∂ logw(t, σ, t?)

∂t
− 2σ log t

)∣∣∣∣t?
0

.

(2.35)

Substituting explicit expansions (2.24) and (2.11) of the solution around t = 0 and around

t = t? we get

∂f̃(σ, t?)

∂t?
= −H? −

σ2

t?
− σ ∂

∂t?
log

(
e4πiη?(σ,t?) Γ(1− 2σ)2

Γ(2σ)2

)
,

∂f̃(σ, t?)

∂σ
= −2σ log t? − σ

∂

∂σ
log

(
e4πiη?(σ,t?) Γ(1− 2σ)2

Γ(2σ)2

)
.

(2.36)

10In the leading order at t→ 0 the value of η?(σ, t) is defined from cancellation between two neighboring

terms in the tau function expansion, proportional to e4πiηt(σ+1/2)2 and e−4πiηt(σ−1/2)2 , and it occurs when

e4πiη ∼ t−σ, as in (2.30). If one substitutes instead e4πiη ∼ t−σ−k, two other terms, namely — proportional

to e4πiηt(σ+k+1/2)2 and e−4πiηt(σ−k−1/2)2 , turn to be of the leading order. Due to quasi-periodicity of the

tau function under integer shift of σ, it is clear that the whole solution for η? is then modified by σ → σ+k.
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Using expression (2.30) for η? this can be rewritten as

∂(fcl + f)

∂σ
=

∂

∂σ

(
f̃ + σ log

(
e4πiη? Γ(1− 2σ)2

Γ(1 + 2σ)2

)
+ (1/4 + σ2) log t? + 2σ − 1

)
,

−H? +
1

4t?
=

∂

∂t?

(
f̃ + σ log

(
e4πiη? Γ(1− 2σ)2

Γ(1 + 2σ)2

)
+ (1/4 + σ2) log t? + 2σ − 1

)
.

(2.37)

where the r.h. sides actually define the quasiclassical conformal block, if we know asymp-

totics of f̃ when t? → 0.

To compute the integral (2.32)

f̃(σ, t?) ∼
t?→0

∫ t?

0
dt

(
− 2t?

(t− t?)2
+ t−1 8σ2(t/t?)

2σ

(1− (t/t?)2σ)2

)
=

=
2t?
t− t?

− 4σ

(t/t?)2σ − 1

∣∣∣∣t?
0

= 1− 2σ

(2.38)

in the limit t? → 0 we just use (2.24), when expressed in terms of t? and σ:

w(t, σ, t?) ∼
−σ2(t/t?)

2σ

(1− (t/t?)2σ)2
. (2.39)

This finally allows to define the quasiclassical conformal block as

f(σ, t) = f̃(σ, t) + σ log

(
t2σe4πiη? Γ(1− 2σ)2

Γ(1 + 2σ)2

)
+ 2σ − 1, (2.40)

with normalization condition f(σ, t)|t=0 = 0. There are also the following formulas for the

first derivatives:

∂f(σ, t)

∂t
=
σ2

t
−H?(σ, t),

∂f(σ, t)

∂σ
= 4πiη?(σ, t) + 2σ log t+ 2 log

Γ(1− 2σ)

Γ(1 + 2σ)
,

(2.41)

which actually mean that the function

F = f(σ, t)− σ2 log t+ 2

∫ σ

0
dσ′ log

Γ(1 + 2σ′)

Γ(1− 2σ′)
= f(σ, t) + fcl(σ, t) + fpert(σ, t) (2.42)

defines a Lagrangian submanifold (Malgrange divisor)

4πiη? =
∂F
∂σ

, −H? =
∂F
∂t

(2.43)

of the 2-form 4πidη ∧ dσ − dH ∧ dt on the extended 4-dimensional space M× C∗t × CH .

One can also compute the integral in (2.41) explicitly:

fpert(σ, t) = − log(G(1 + 2σ)G(1− 2σ)) + 2σ log
Γ(1 + 2σ)

Γ(1− 2σ)
− 4σ2 (2.44)

using formula (B.20) from appendix B.
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3 Blow-up equations

Let us first recall the relations (2.26), (2.30) we have already exploited above. They follow

just from the fact that solution w(t) = w(t;σ, t?) has a pole (2.11) at t = t?, or the

Bäcklund-transformed tau function τ1(t) vanishes at t = t?, η = η? or, more generally, on

the Malgrange divisor. One can summarize this as

τ1(t;σ, η?) = 0,

e4πiη? =
Γ (1 + 2σ)2

Γ (1− 2σ)2 t
−2σ exp

(
∂f(σ, t)

∂σ

)
,

(3.1)

or, explicitly

∑
n∈ 1

2
+Z

tn
2 Γ (1 + 2σ)2n

Γ (1− 2σ)2n

∏
ε=±

1

G(1 + 2ε(σ + n))
exp

(
n
∂f(σ, t)

∂σ

)
B(σ + n, t) = 0. (3.2)

This equation relates the c = 1 conformal blocks, or non-refined (with opposite ε-

parameters) Nekrasov instanton partition functions B(σ, t) with the quasiclassical c → ∞
conformal blocks f(σ, t), or the same Nekrasov functions, but in asymmetric limit, when

one of the ε-parameters vanishes. Such formulas are known as the blow-up relations [10],

and what we found in (3.2) is just their very particular limiting case, which however has

been derived without any effort — almost only repeating the classical definitions. Below

we are going to exploit the analogs of these blow-up equations at strong coupling domain,

which can be used as definition of quasiclassical conformal block at t → ∞ in section 4,

and serve as useful tool for testing formulas for generic irregular blocks at arbitrary values

of central charge, see section 7.

Let us now compute the integral (2.32) in terms of the tau function. Expressing the

Lagrangian (see (2.34), (2.16), (2.17) and (2.5)) as

L = H + ∂t

(
tw′

w

)
− 4

w
= ∂t

(
log τ +

tw′

w
− 4t∂t log τ

)
, (3.3)

and substituting this into (2.32), one gets

f̃(σ, t?) =

(
log τ(t) +

tw′(t)

w(t)
− 4t∂t log τ(t) +

2t?
t− t?

− σ2 log t

)∣∣∣∣t?
0

=

= log(t−σ
2

? τ(t?))− lim
t→0

log(t−σ
2
τ(t))− 2σ + 1− (4t∂t log τ(t))|t=t? + 4σ2.

(3.4)

Now substituting here formulas (2.16), (2.41), (2.30), and (2.21) we get

G(1 + 2σ)G(1− 2σ)t−σ
2

? τ(η?(σ, t?), σ, t?) =

= exp

(
f(σ, t?)− σ

∂f(σ, t?)

∂σ
− 4t?

∂f(σ, t?)

∂t?

)
,

(3.5)

or just

log τ(η?(σ, t), σ, t) = F − σ∂F
∂σ
− 4t

∂F
∂t

= F − σ∂F
∂σ

+ 4tH?. (3.6)
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Notice, that this equation again relates the c = 1 and c → ∞ conformal blocks, it can be

rewritten more explicitly as∑
n∈Z

An(σ)tn
2

exp

(
n
∂f(σ, t)

∂σ

)
B(σ + n, t) =

= exp

(
f(σ, t)− σ∂f(σ, t)

∂σ
− 4t

∂f(σ, t)

∂t

)
,

(3.7)

with

An(σ) =
Γ (1 + 2σ)2n

Γ (1− 2σ)2n

∏
ε=±

G(1 + 2εσ)

G(1 + 2ε(σ + n))
, (3.8)

and this is nothing but another particular case of the blow-up relations, derived here using

almost only the methods of classical analysis.

Remark: conformal blocks from blow-up relations. When the Hamiltonian (2.16)

is explicitly written as logarithmic derivative (2.21), the first equation in (2.41) takes

the form ∑
n∈Z

An(σ) exp

(
n
∂f(σ, t)

∂σ

)
tn

2

(
∂

∂t
+
n2 + 2σn

t

)
B(σ + n, t) =

= −∂f(σ, t)

∂t

∑
n∈Z

An(σ) exp

(
n
∂f(σ, t)

∂σ

)
tn

2B(σ + n, t).

(3.9)

The τ1-vanishing condition (2.22), (2.26), (2.30) in different normalization is written as∑
n∈Z+ 1

2

An(σ) exp

(
n
∂f(σ, t)

∂σ

)
tn

2B(σ + n, t) = 0. (3.10)

Equalities (3.7), (3.9), (3.10) constitute the system of equations on functions B(σ, t) and

f(σ, t). When supplemented with normalization f(σ, 0) = 0, this system has unique solu-

tion. Hence, one can consider this system as an alternative definition of both conformal

blocks, and this will be important in the next section.

4 Conformal blocks at infinity

4.1 Solution and tau functions

In [13] an expansion of the Painlevé III3 tau function at t → ∞ has been proposed in

the form

τ∞(ρ, ν, r) = e
r2

16 r
1
4

∑
n∈Z

C(ν + in)e4πinρe(ν+in)rr
1
2

(ν+in)2B∞(ν + in, r), (4.1)

where11

C(ν) = G(1 + iν)2ν
2
e
iπν2

4 (2π)−
iν
2 , t = 2−12r4, (4.2)

11Below we hope to avoid confusion with using both variables r and t ∼ r4 (up to numeric constant,

imported for convenience from [13]) at the strong-coupling domain t → ∞ or r → ∞. The terminology

“strong-coupling” is taken from supersymmetric gauge theory, where power 4 (for SU(2) gauge group)

distinguishes the expansion in non-Abelian theory at weak coupling, compare to expansion in the effective

dual magnetic Abelian theory.
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and

B∞(ν, r) = 1 +
ν(2ν2 + 1)

8r
+
ν2(4ν4 − 16ν2 − 11)

128r2
+
ν(8ν8 − 108ν6 + 402ν4 + 269ν2 − 24)

3 · 210 · r3
+

+
ν2(2ν10 − 56ν8 + 585ν6 − 2326ν4 − 7831

8 ν2 + 612)

3 · 212 · r4
+

+
ν(16ν14 − 760ν12 + 14920ν10 − 148220ν8 + 654377ν6− 55975

2 ν4 − 382488ν2+ 17280)

15 · 217 · r5
+O(r−6) (4.3)

are the c = 1 irregular “blocks at infinity” (here we presented one extra term of their

expansion, see also appendix D for the general expression up to 7-th order). Unlike t→ 0

region, these “conformal blocks” (4.3) have no CFT definition yet, and this is not surprising

for the such singular regions of the Painlevé solutions.12

The Poisson map from initial data [13] is given by

e4πiρ =
sin 2πη

sin 2π(σ + η)
, eπν =

sin 2πη

sin 2πσ
, (4.4)

so we see that the Bäcklund transformation (2.25) maps ρ 7→ ρ + 1
4 , ν 7→ ν + i. Actually,

one can define two different tau functions “at infinity”:

τ∞+ (ρ, ν, r) = τ∞(ρ, ν, r),

τ∞− (ρ̌, ν, r) = e
r2

16 r
1
4

∑
n∈Z

C−(ν + in)e4πinρ̌e(ν+in)r(−1)
1
2
n(n−1)r

1
2

(ν+in)2B∞(ν + in, r),
(4.5)

where

C±(ν) = G(1± iν)2ν
2
e
iπν2

4 (2π)−
iν
2 . (4.6)

Due to the identity (B.18) for the Barnes functions, there is a relation

τ∞+ (ρ, ν, r) =
G(1 + iν)

G(1− iν)
τ∞− (ρ̌, ν, r) (4.7)

after one substitutes13

e4πiρ̌ = e4πiρ sin iπν

π
=

1

2πi

sin 2π(σ − η)

sin 2πσ
(4.8)

for ν /∈ iZ, see below. It is useful to rewrite expansion (4.1) as

τ∞(ρ, ν, r) = r
ν2

2
+ 1

4 e
r2

16
+νr

∑
n∈Z

Cn(ν)e4πin(ρ+ρ0)einrriνn−
n2

2 B∞(ν + in, r) =

= r
ν2

2
+ 1

4 e
r2

16
+νr

∑
n∈Z

(
e4πi(ρ+ρ0)eirriν−

1
2

)n
r−n(n−1)/2Cn(ν)B∞(ν + in, r) =

= r
ν2

2
+ 1

4 e
r2

16
+νr

∑
n∈Z
X nr−n(n−1)/2Cn(ν)B∞(ν + in, r) (4.9)

12For some less degenerate cases the CFT counterparts of tau functions were already defined in [31–33],

expressions, similar to (4.3) for different Painlevé equations, can be also found in [34].
13Such transformations of the tau functions were also considered in [27] in the context of relation to the

topological strings.

– 12 –



J
H
E
P
1
2
(
2
0
2
0
)
1
2
5

with

X = e4πi(ρ+ρ0)eirriν̃ , e4πiρ0 =

√
2π 22iν̃

Γ
(

1
2 + iν̃

)
e
πν̃
2

, ν̃ = ν + i/2. (4.10)

The re-scaled structure constants are

Cn(ν) =
C(ν + in)

C(ν)
e−4πiρ0n, (4.11)

e.g.

. . . , C−2(ν) =
ν2(ν − i)

64
, C−1(ν) =

ν

4
, C0(ν) = C1(ν) = 1,

C2(ν) =
ν + i

4
, C3(ν) =

(ν + i)2(ν + 2i)

64
, . . .

(4.12)

In these terms solution for PIII3 has the form14

w(r) = 2−6r2

(
τ∞(ρ, ν, r)

τ∞(ρ+ 1
4 , ν, r)

)2

=

=
r2

64

( ∑
n∈ZX nr−n(n−1)/2Cn(ν̃ − i/2)B∞(ν̃ − i/2 + in, r)∑

n∈Z(−1)nX nr−n(n−1)/2Cn(ν̃ − i/2)B∞(ν̃ − i/2 + in, r)

)2

.

(4.13)

We see that the denominator vanishes in the leading order in r if X = e4πi(ρ+ρ0)eirriν̃ = 1.

Expansion in (4.9) and (4.13) effectively goes over the powers of X = e4πi(ρ+ρ0)eirriν̃ and

r−1, and we would like, as in (2.23) and (2.24) at t→ 0, to consider series in r−1, keeping

exact dependence on X , e.g.

w(r)=
r2

64

(
τ∞(ρ, ν, r)

τ∞(ρ+ 1
4 , ν, r)

)2

=

=
r2

64

(
1 + X
1−X

)2

− r

128

(1 + X )(2(ν + i)X 4 − (6iν2 − 6ν − i)X 2 − 2ν)

X (1−X )3
+O(1).

(4.14)

Computing the Hamiltonian from (4.9), one gets

tH =
r

4

∂

∂r
log τ∞ =

r→∞

r2

32
+
rν̃

4
+
ir(X − 1)

8(X + 1)
+O(1). (4.15)

The leading term in (4.14) corresponds to a solution of “strong coupling” autonomous Toda

equation (see e.g. [35]) with the critical ν-independent Hamiltonian.

4.2 Quasiclassical conformal blocks at infinity

As in section 2.3, let us now find some ρ = ρ?(ν, r), so that solution (4.13) acquires pole

at r = r?. To do this we substitute into τ∞
(
ρ? + 1

4 , ν, r
)

= 0 the following ansatz:

e4iπρ? = exp

(
−i∂F

∞ (ν̃, r)

∂ν̃

)
=

Γ (iν) e−irr−iν̃
√

2π 22iν̃e−
πν̃
2

exp

(
−i∂f

∞ (ν̃, r)

∂ν̃

)
, (4.16)

14Notice that overall sign here is opposite to (2.20). This should follow from the connection constant for

the tau functions computed in [13], but one can just check, that this expression satisfies the PIII3 equation.
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where ν̃ = ν + i/2, and

f∞(ν̃, r) =
ν̃(4ν̃2 − 3)

16r
−

10ν̃4 − 17ν̃2 + 9
8

64r2
+
ν̃(528ν̃4 − 1640ν̃2 + 405)

3 · 210 · r3
−

−
9
(
112ν̃6 − 560ν̃4 + 327ν̃2 − 27

2

)
212 · r4

+
ν̃
(
8432ν̃6 − 62468ν̃4 + 69001ν̃2 − 41607

4

)
5 · 212 · r5

+O(r−6), (4.17)

where the ν-independent part f∞(0, r) = − 9
512·r2 + . . . can be restored from the expansion

of (4.15) under (4.16), see also (4.22) and (4.25) below.

Following the logic as in (2.30), we are going to call (4.17) as “quasiclassical conformal

block at infinity”, though its CFT definition, as well as for B∞(ν, r), is yet unclear. Now

the only thing to be checked immediately is that in the Seiberg-Witten limit ν 7→ ε−1ν, r 7→
ε−1r, ε→ 0:

lim
ε→0

ε2 logB
(ν
ε
,
r

ε

)
= lim

ε→0
ε2f∞

(ν
ε
,
r

ε

)
=
ν3

4r
− 5ν4

32r2
+

11ν5

64r3
− 63ν6

256r4
+

527ν7

1280r5
+ . . .

(4.18)

expressions (4.17) and (4.3) indeed coincide, and that equation

τ∞
(
ρ? +

1

4
, ν, r

)
=

= r
ν2

2
+ 1

4 e
r2

16
+νr

∑
n∈Z

(−1)ne−in
∂f∞(ν+i/2,r)

∂ν r−
1
2
n(n−1)einrCn(ν)B∞(ν + in, r) = 0

(4.19)

relates them to each other exactly as an analog of the homogeneous blow-up equation (3.2)

at infinity. Relation (4.16) when written in terms of ρ̌

e4iπρ̌? =

√
π/2 e−irr−iν̃

22iν̃e−
πν̃
2 Γ(1− iν)

exp

(
−i∂f

∞(ν̃, r)

∂ν̃

)
(4.20)

similarly leads to

τ∞−

(
ρ̌? +

1

4
, ν, r

)
=

= e
r2

16 r
1
4

∑
n∈Z

C−(ν + in)e4πinρ̌?e(ν+in)r(−1)
1
2
n(n+1)r

1
2

(ν+in)2B∞(ν + in, r) = 0.
(4.21)

To define the quasiclassical block at infinity completely, one has to compute the value of

the Hamiltonian at the pole. Using (4.15) and (4.16) we get

t?H(t?)=
r2

32
+
rν̃

4
+

4ν̃2 − 1

32
− 4ν̃3 − 3ν̃

64r
+

80ν̃4 − 136ν̃2 + 9

1024r2
− 526ν̃5 − 1640ν̃3 + 405ν

4096r3
+

+
9(224ν̃6−1120ν̃4 + 654ν̃2−27)

r4
+
ν̃(33728ν̃6− 249872ν̃4 + 276004ν̃2− 41607)

81920r5

+ . . . , (4.22)

which fixes the ν-independent part of the conformal block.
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4.3 Quasiclassical block at infinity as action functional

Similarly to section 2.4 we prove here that quasiclassical conformal block at infinity is

given by

f∞(ν + i/2, r?) =− 4πνρ? −
πiν

2

(
ν +

i

2

)
− iν log

(
2−5i(ν+i/2) Γ(iν)√

2π

)
−

− 8

(
ν +

i

2

)
t
1/4
? − ν

4

(
ν +

i

2

)
log t? −

iν

2
− 9

8
+ log 2 +

∫ ∞
t?

dtL̃∞ ,

(4.23)

where the integral converges for =ν ∈ (−1/4, 1/4) after regularization of the La-

grangian (2.34):

L̃∞ = L − 1

8

d

dt

(√
t

(
1− t

w2

)
dw

dt
−
√
t

w

)
−

− 2ν2 + 1

16t
+

2√
t
− 64t? +

√
t?

32(t− t?)2
− t

3/2
?

2(t− t?)3
− 3t

5/2
?

4(t− t?)4
.

(4.24)

Thus, computing derivatives of (4.23), similarly to (2.35), one gets15

∂f∞(ν̃, r)

∂t
= H? −

2

t1/2
− 2ν̃

t3/4
− ν̃2 − 1/4

8t
,

∂f∞(ν̃, r)

∂ν
= −4πρ? −

iπν̃

2
− ν̃

4
log t− 8t1/4 − i log

(
2−5iν̃ Γ(1

2 + iν̃)
√

2π

)
,

(4.25)

where the last expression just coincides with (4.16), or

∂F∞(ν̃, r)

∂t
= H?,

∂F∞(ν̃, r)

∂ν
= −4πρ?,

F∞(ν̃, r) = f∞(ν̃, r) + 4t1/2 + 8ν̃t1/4 +
ν̃2 − 1/4

8
log t+

ν̃2

2

(
1 +

iπ

2
+ 5 log 2

)
+

+

(
iν̃− 1

2

)
log Γ

(
1

2
+iν̃

)
−logG

(
1

2
+iν̃

)
= f∞(ν̃, r) + f∞cl (ν̃, r) + f∞pert(ν̃),

(4.26)

where f∞cl (ν̃, r) = r2

16 + ν̃r +
ν̃2− 1

4
2 log r, and we again used the integral formula (B.20).

In appendix C we explain how the integral in (4.23) can be computed up to an arbitrary

order in t? and get explicitly in (C.9) its principal asymptotics∫ ∞
t?

L̃∞dt = 4it
1/4
? +

9

8
+
iν

2
− log 2 +O(t

−1/4
? ), (4.27)

which can be also extracted from (4.1). Using (3.3) we obtain∫ ∞
t?

L̃∞dt = 4it
1/4
? +

9

8
+
iν

2
+ 4t?

∂f∞(ν̃, t?)

∂t?
− log τ(t?)+

+ 4t
1/2
? + 8νt

1/4
? +

1 + 2ν2

16
log(212t?) + logC(ν).

(4.28)

15As in (2.35), the derivatives of the on-shell action acquire only the boundary contributions. Notice

also that derivatives of ρ? in (4.23) are canceled by derivatives of X -variable, entering the solution, see

appendix C.
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4.4 Blow-up equations at infinity

Since the pairs (η, σ) and (ρ, ν) (see (4.4)) provide canonical coordinates for the same

symplectic form on M
$ = 4πidη ∧ dσ = 4πdρ ∧ dν, (4.29)

they are related [13] by canonical transformation

4πρdν = 4πiηdσ + dS (4.30)

with the generating function

S = − i

2π

(
Li2(−e2πiσ+2πiη+πν) + Li2(−e−2πiσ−2πiη+πν) + π2ν2 − 4π2η2

)
. (4.31)

The function (4.26) defines the same Lagrangian submanifold (Malgrange divisor) in M×
C∗t ×CH (2.43) as (2.42) in coordinates {ν, ρ} “at infinity”, and it is related to (2.42) by16

F(σ, t) + F∞
(
ν̃
(
σ, η?(σ, t)

)
, r
)

+ S
(
σ, ν
(
σ, η?(σ, t)

))
= C, (4.32)

where the constant C will be determined below in (4.40).

Combining (4.23), (4.28) and (4.25) one gets, similarly to (3.5), (3.6)

log τ∞(ρ?(ν, r?), ν, r?) = 4t
1/2
? + 8νt

1/4
? +

1 + 2ν2

16
log(212t?) + logC(ν) + log 2−

− f∞(ν̃, t?) + ν
∂f∞(ν̃, t?)

∂ν
+ 4t?

∂f∞(ν̃, t?)

∂t?
,

(4.33)

or

log τ∞(ρ?(ν, r), ν, r) = −F∞ + ν
∂F∞

∂ν
+ 4t

∂F∞

∂t
+ C0,

C0 =
1

8
+

9

8
log 2 +

iπ

16
,

(4.34)

which is actually an analog of the non-homogeneous blow-up equation (3.7)∑
n∈Z

(
2eiπ/4

)n−n2

Γn(iν)
G(1− n+ iν)

G(1 + iν)
exp

(
− in∂f

∞(ν̃, r)

∂ν

)
r−n(n−1)/2B∞(ν + in, r) =

= 2 exp

(
− f∞(ν̃, r) + ν

∂f∞(ν̃, r)

∂ν
+ r

∂f∞(ν̃, r)

∂r

)
(4.35)

at infinity. The first equation in (4.25), written in terms of the tau function, takes the form∑
n∈Z

Cn exp

(
− in∂f

∞(ν̃, r)

∂ν

)
r−n(n−1)/2

(
∂

∂r
+ in

(
1 +

ν + in/2

r

))
B∞(ν + in, r) =

=

(
∂f∞(ν̃, r)

∂r
+
i

2

(
1 +

ν + i

r

))∑
n∈Z

Cn exp

(
− in∂f

∞(ν̃, r)

∂ν

)
r−n(n−1)/2B∞(ν + in, r).

(4.36)

16Here we have parameterized the Malgrange divisor by σ and t and indicated all dependencies on

these variables explicitly. Below we always assume, that any two independent variables can be chosen as

local coordinates, and all others can be expressed using monodromy map (4.4) and tau function vanishing

conditions (2.30), (4.16).
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Also, remember the τ1 vanishing condition (see (4.13)):∑
n∈Z

(−1)nCn exp

(
− in∂f

∞(ν̃, r)

∂ν

)
r−n(n−1)/2B∞(ν + in, r) = 0. (4.37)

Relations (4.35), (4.36), (4.37) can be actually considered as system of equations for the

functions B∞(ν, r) and f∞(ν, r), so that both “conformal blocks” B∞(ν, r) and f∞(ν, r),

which do not have yet an algebraic formulation, can be defined as their solutions without

any reference to original Painlevé equation.

In order to fix the constant in (4.32) let us subtract two blow-up relations, (3.6)

and (4.34):

logχ(σ, ν; η) = log
τ (η?, σ, t)

τ∞ (ρ?, ν, r)
= F + F∞ − ν ∂F

∞

∂ν
− σ∂F

∂σ
− C0 =

= C − S? + 4πνρ? − 4πiση? −
1

8
− 9

8
log 2− iπ

16
.

(4.38)

It means that logarithm of the connection constant for the c = 1 tau functions (the l.h.s.

of (4.38), see [13]), when computed on Malgrange divisor17 coincides, up to a numeric

constant and the Legendre transform,18 with the “connection constant” for c → ∞ con-

formal blocks, being the generating function of canonical transformation between different

variables. Notice also that the above derivation, based on regularized action functionals,

literally differs from the proof of [36], though they are quite similar ideologically.

To complete this computation we use the formula from [13] and transform it to more

convenient form using (B.21) and (B.22):

logχ(σ, ν; η) = −S − 4πiση + 4πνρ+
5iπ

24
− 3

4
log 2− 1

2
log π − 2 logG

(
1

4

)
. (4.39)

Comparing (4.38) and (4.39) one finally concludes that

C =
1

8
+

13iπ

48
+

3

8
log 2− 1

2
log π − 2 logG

(
1

4

)
. (4.40)

5 Spectral theory meaning of quasiclassical conformal blocks

5.1 Monodromies from exact WKB

To understand the spectral theory meaning of quasiclassical conformal blocks one first

needs to restore the monodromy data. To do this it is convenient to use the WKB parame-

terization of monodromies. All definitions and conventions are collected in the appendix A,

there is also an elementary overview of the construction,19 and here we proceed to direct

computation of the transition matrices.

17Actually this constraint does not reduce the generality of χ(σ, ν; η), since it depends only on two

variables, and Malgrange divisor itself is two-dimensional (parameterized locally, for example, by σ ant t).
18In [13] the term 4πνρ− 4πiσ was crucial to solve the difference equations on χ(σ, ν; η).
19For the rigorous and detailed explanation of exact WKB analysis see [37, 38]. WKB parameterization of

monodromies is also very well-known in the context of the four-dimensional supersymmetric gauge theories,

see [27, 39, 40] and references therein.
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y

x

1

2

3

4

5

6

P

P ′

in

out

up

down

Figure 1. WKB graph for real r ∈ R>0. The dashed arrow corresponds to the matrix V relating

solutions at zero and at infinity. Solid arrow represents monodromy M0 around z = 0. Dashed line

goes to −∞, since all three anti-Stokes lines finally bend in that direction and go parallel to the

real axis, see also figure 2 for the re-scaled picture.

Figure 2. The same WKB graph, as in figure 1, at smaller scale, demonstrating behavior of the

anti-Stokes lines at z →∞, where they bend finally to the negative real axis.

The WKB graphs. The WKB graph, corresponding to real values of r, can be found in

figure 1, and corresponding WKB graph for imaginary r ∈ iR>0 is shown in figure 3. It

can be obtained from figure 1 by continuous rotation by π/2 from r ∈ R>0 to r ∈ iR>0,

see figure 4. All these graphs have two triple points P and P ′, where derivative of the

WKB phase vanishes, and two singularities at z = 0 and z = ∞. The anti-Stokes lines in

general situation connect “zero” with “infinity”, and in our case divide the z-plane into six

domains.

To find these WKB graphs one has to look at the expression for λ(z)dz, where ±λ are

eigenvalues of the connection matrix A(z) for the linear problem (2.2), giving

λdz =
dz

z

√
tH − z − t

z
≈ rdz̃

8z̃

√
2 + 16

ν̃

r
− z̃ − 1/z̃ (5.1)
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y

x
in

out(
+

−

)

(
+

−

)
up

down

1

2

3

4

56

P

P ′

Figure 3. WKB graph for imaginary r = ir ∈ iR>0. The extra dash-dotted line corresponds to

computation of the transition matrix T .

Figure 4. Intermediate steps of the rotation r → ir.

3

4
5

6
P

P ′

Figure 5. Formal degeneration of the WKB graph for real energy and for r → +i∞. At the

degenerate picture on the right P = P ′ and the domains 1 t 2 and 4 t 5 collapse. In this case∫
λdz ∼

√
z̃ + 1√

z̃
.

in the limit (4.15) with z̃ = r2

64z, and where we put X = 1. In figure 1, figure 3 we vary ν̃ a

little bit from ν̃ = −i
(
N + 1

2

)
, preserving topology of the graph and keeping positions of

the saddle points. At r →∞ the phase turns into
∫
λdz ∼

r→∞
ir
4 (
√
z̃+1/

√
z̃), corresponding

to degenerate picture on the right, figure 5.

Asymptotics of solutions. Let us now analyze the asymptotics of solutions, and introduce

monodromy and transition matrices. Bases of solutions in all six regions are defined by

their WKB asymptotics, normalized to those coming from Airy-type asymptotics (A.15)
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near the neighboring turning points:

Ψ1,5,6(z) ∼

(
exp

(∫ z
P λdz

)
. . .

exp
(
−
∫ z
P λdz

)
. . .

)
, Ψ2,3,4(z) ∼

(
exp

(∫ z
P ′ λdz

)
. . .

exp
(
−
∫ z
P ′ λdz

)
. . .

)
. (5.2)

Branches ±
∫
λdz are chosen so that

∫ z
P λdz grows on the clockwise boundary of the anti-

Stokes ray in the sector adjacent to the turning point P (the same condition for P ′). The

signs in the exponentials (5.2) are indicated by
(

+
−
)

in figures 3, 6, where ± signs indicate

solutions, respectively, growing and decaying at the corresponding side of an anti-Stokes

ray, when going out of the turning point.

The bases of solutions around z → 0 (denoted by “in” to specify precise direction) and

z →∞ (denoted by “out”) are chosen as

Ψin(z) = D0Ψ6(z), Ψout = D1Ψ3(z), (5.3)

where D0 and D1 are certain diagonal “normalization” matrices to be specified below.

The corresponding monodromies Ψin(e2πiz) = M0Ψin(z) and Ψout(e2πiz) = M∞Ψout(z)

are given by monodromy matrices around z = 0 and z =∞, where M0 is depicted by the

solid line in figure 1 and figure 3, and matrix Ψout(z) = VΨin(z) corresponds to transition

along the dashed line from “in” to “out” region at these pictures.

Fix now r = ir ∈ iR>0 for definiteness, the asymptotics of Ψin,out for z̃ ∈ −i0 + R>0,

corresponding to chosen in figure 3 “in” and “out” directions, are given by

Ψin(z) ∼

exp
(

+ r
4
√
z̃

)
. . .

exp
(
− r

4
√
z̃

)
. . .

 , Ψout(z) ∼

exp
(
− r

4

√
z̃
)
. . .

exp
(

+ r
4

√
z̃
)
. . .

 , (5.4)

and we shall see indeed, that monodromy matrices (formulas (5.7) and (5.10) below) ac-

tually add sub-dominant to the dominant solutions, also permuting them due to jumps in

the square roots.

Turn now to solutions in the “up” and “down” regions, used below to describe the

spectral problem in degenerate limit, shown in figure 5. In this case classically allowed

region is a short arc between the points P and P ′ (Stokes line, where both exponents

oscillate), and classically forbidden region is the anti-Stokes line, also connecting these two

points. On the upper side we choose the region 6 from the two adjacent to P , since solution

in the region 1, collapsing with 2, does not survive in the degenerate limit. Taking Ψ3(z)

for the “down” region, for the asymptotics in degenerate limit one can write

(
ψup

+

ψup
−

)
= Ψup(z) = Ψ6(z) ∼


exp

(
r
8

φ∫
φP

dφ
√

cosφP − cosφ

)
. . .

exp

(
− r

8

φ∫
φP

dφ
√

cosφP − cosφ

)
. . .

 ,

(
ψdown

+

ψdown
−

)
= Ψdown(z) = Ψ3(z) ∼


exp

(
r
8

φ∫
φP ′

d(−φ)
√

cosφP ′ − cosφ

)
. . .

exp

(
− r

8

φ∫
φP ′

d(−φ)
√

cosφP ′ − cosφ

)
. . .

 ,

(5.5)
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where we have parameterized z̃ = eiφ, while φP and φP ′ are the angles of the points P and

P ′ themselves. Solutions with these asymptotics are related by Ψdown = TiRΨup, with the

transition matrix along the dash-dotted line in figure 3 (to be given by (5.14) below).

Similar analysis can be performed for r ∈ R, then the allowed and forbidden regions

will replace each other, see [41, 42].

5.2 Cluster parameterization of monodromies

Let us now present the explicit expressions for the monodromy and transition matrices, us-

ing the definitions, collected in appendix A. The monodromy matrix around zero, according

to figure 1 and figure 8 together with (A.19), is given by

M0 ∼ LX(x)LX(y)L. (5.6)

Actually, in this way monodromy matrix is defined only up to conjugation by some diagonal

matrix (A.20), so we choose

M0 = D0LX(x)LX(y)LD−1
0 = −

(
0 i

i 1
xy + x

y + xy

)
, (5.7)

with D0 = D(eiπ/4
√
x
√
y).

Transition matrix from zero to infinity, as shown by dashed arrow in figure 1, is

V ∼ LX(−x)LL = LX(−x)R, (5.8)

and this matrix conjugates M0 to M∞:

M∞ ∼ VM0V
−1 = RX(y)RX(x)R. (5.9)

We actually normalize M∞ to be

M∞ = D1RX(y)RX(x)RD−1
1 = −

(
1
xy + x

y + xy i

i 0

)
, (5.10)

conjugated by D1 = D(e−iπ/4
√
x
√
y), so that

V = D1LX(−x)RD−1
0 =

(
i
x y

−1+x−2

y
i
x .

)
. (5.11)

Finally, let us present the expression for transition matrix T between two WKB regions

with growing/decaying solutions. This matrix describes the relation between solutions with

given WKB asymptotics: (
ψup

+

ψup
−

)
= T

(
ψdown

+

ψdown
−

)
, (5.12)

(as shown by dash-dotted line in figure 1 and figure 3). For real r ∈ R from figure 1 one gets

TR ∼ RX(x)L =

(
x −1+x2

x

x −x

)
, (5.13)
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while for imaginary r ∈ iR it follows from figure 3, that

TiR ∼ LX(x)R =

(
1
x − 1

x
1+x2

x − 1
x

)
. (5.14)

Actually, this is the only transition matrix, which differs in real and imaginary cases, since

it connects different regions in these two cases. Other matrices are the same, but the path

corresponding to V is different, see figure 1, 3, and also discussion around (5.28). As is

seen from figure 4, the picture deforms continuously without flips, and therefore all other

matrices (5.7), (5.10) and (5.11) remain the same.

Let us now identify the WKB parameters, or cluster coordinates, with common pa-

rameterization used before in the paper. The simplest way is to extract from [25] the

monodromy matrices around zero and infinity

M0 =

(
0 −i
−i 2 cos 2πσ

)
, M∞ =

(
2 cos 2πσ −i
−i 0

)
, (5.15)

which are slightly different from [25] by conventions: here we act by monodromy ma-

trices from the left, consider non-Bäcklund-transformed system, and added extra diago-

nal conjugation. For such conventions transition matrix from zero to infinity, satisfying

VM0V
−1 = M∞, acquires the form

V =
1

sin 2πσ

(
sin 2πη i sin 2π(η − σ)

−i sin 2π(η + σ) sin 2πη

)
=

=

(
eπν −ie4πiρ−πν (1− e2πν

)
−ieπν−4πiρ eπν

)
,

(5.16)

where we have also used (4.4) to express it in terms of ν and ρ.

Now it is easy to compare these formulas with monodromies and transition matrices

from the previous section. Comparing (5.16) and (5.11), we immediately express the cluster

variables in terms of ν, ρ:

x = ie−πν , y = −ie4πiρ−πν (1− e2πν
)

= 2πe4πiρ̌, (5.17)

(or ν, ρ̌ due to (4.8)), so that dρ ∧ dν = dρ̌ ∧ dν ∼ dx
x ∧

dy
y , and unlike e4πiρ, e4πiρ̌ is a

true cluster variable, related to corresponding WKB graph. Notice also, that as follows

from (5.7) and (5.10), the invariant of the diagonal conjugation

− TrM0 = −TrM∞ = xy +
x

y
+

1

xy
(5.18)

coincides with the Hamiltonian of simplest relativistic Toda chain written in cluster vari-

ables.
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5.3 Quantization conditions

t→ 0. The cos-Mathieu equation (2.14) is solved by the quasi-periodic functions Ỹ (x) =

eiσxu(x), where u(x + 2π) = u(x). It is clear that quasi-periodicity factor is the same as

monodromy around 0 or around∞, so to find the dependence of E(σ, t) = tH(t, σ) one can

just use (2.41).

The cosh-Mathieu equation (2.15) is different, since potential there is confining, and

one can look for the energy levels of this potential. To do this it is necessary to find

solutions of the linear equation, which decay at both infinities y → ±∞, or z → 0 and

z → ∞ in the initial variable. Starting from solution of the linear system, decaying near

z → 0, it maps to basis of decaying and growing solutions at z →∞ by the matrix (5.16).

Generally, decaying solution at the origin maps to the linear combination of growing

and decaying solutions around infinity, but when the diagonal matrix elements vanish, i.e.

2η ∈ Z, one gets only decaying solution at z → ∞. Hence, to get normalizable solution

of (2.15) one has to impose the condition 2η = k ∈ Z, see also [21, 22]. Taking into

account (2.43) we see that this condition is nothing but the quantization condition [17]

∂F
∂σ
∈ 2πiZ. (5.19)

t→∞. Let us now rewrite the matrices (5.13) and (5.14) using (5.17), i.e.

TR =

(
x −1+x2

x

x −x

)
=

(
ie−πν ieπν

(
1− e−2πν

)
ieπν −ieπν

)
, (5.20)

and

TiR =

(
1
x − 1

x
1+x2

x − 1
x

)
=

(
−ieπν ieπν

−ieπν
(
1− e−2πν

)
ieπν

)
(5.21)

for imaginary r ∈ iR>0. The latter one relates by (5.12) the growing and decaying solutions

in two regions for r → +i∞, and rewriting this in components one gets

ψup
− = ieπνψdown

− − ieπν
(
1− e−2πν

)
ψdown

+ . (5.22)

This means that decaying solution ψup
− continues to the decaying one ψdown

− iff e−2πν = 1,

i.e.

ν ∈ iZ, (5.23)

which is the analog of quantization (5.19) at infinity.

5.4 Vanishing of tau functions at infinity and spectral problems

Let us now combine the WKB quantization condition (5.23) with vanishing of the tau

function, provided by expression (4.16) for ρ?. Here is a tricky point, related with possible

singularities at ν ∈ iZ.

Starting to substitute ν ∈ iZ, we first notice that

C+(iν) = 0 for ν ∈ iZ>0,

C−(iν) = 0 for ν ∈ iZ<0,
(5.24)
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so that half of the structure constants vanish, and both series for τ∞± terminate in one

direction, namely

τ∞+ (ρ,−iN, r) = e−4πiNρe
r2

16 r
1
4

∑
n∈Z≥0

C+(−in)e−4πinρe−inrr−
1
2
n2B∞(−in, r),

τ∞− (ρ̌, iN, r) = (−1)
N(N+1)

2 e−4πiNρ̌e
r2

16 r
1
4×

×
∑
n∈Z≥0

C−(in)e4πin(ρ̌+N
4

)einr(−1)
1
2
n(n−1)r−

1
2
n2B∞(in, r),

(5.25)

so that both τ∞± (ρ,∓iN, r) are, up to a constant, actually given by their values at ν =

iN = 0. Initial tau functions (4.1), (5.25) are written for real r ∈ R>0, but now we wish

to continue them to the imaginary axis

r = e
iπ
2 r, r ∈ R>0. (5.26)

In order to write these tau functions we also introduce the new variables ρiR, νiR, and ρ̌iR,

for the reason which is explained below. Finally, the continued tau functions become

τ∞+ (ρiR, 0, ir) = e−
r2

16 (ir)
1
4

∑
n∈Z≥0

C+(−in)e−4πinρiRenr(ir)−
1
2
n2B∞(−in, ir),

τ∞− (ρ̌iR, 0, ir) = e−
r2

16 (ir)
1
4

∑
n∈Z≥0

C−(in)e4πinρ̌iRe−nr(−1)
1
2
n(n−1)(ir)−

1
2
n2B∞(in, ir),

(5.27)

expansions over e±r. These formulas give us positions of the zeroes of the tau functions

τ∞± , so that upper expression should be applied for νiR = −i − iN ∈ iZ<0, whereas lower

one works for νiR ∈ iZ≥0.

One should be careful at this point20 and check what happens with the monodromy

data. Since t = 2−12r4, multiplication of r by i leads to the same t, but changes the

monodromy:

τ∞(ρ, ν, eiπ/2r) = const · τ(η, σ, 2−12e2πir4) = const · τ(η + σ, σ, 2−12r4). (5.28)

To compensate this transformation21 we introduce ρiR, νiR and ρ̌iR, defined so that

τ∞(ρiR, νiR, e
iπ
2 r) = const · τ(η, σ, 2−12r4) , (5.29)

these variables are just given by η 7→ η − σ in (4.4) and (4.8), i.e.

e4πiρiR =
sin 2π(η − σ)

sin 2πη
, eπν

iR
=

sin 2π(η − σ)

sin 2πσ
, e4πiρ̌iR =

1

2πi

sin 2π(2σ − η)

sin 2πσ
. (5.30)

The spectral problem at the pole of solution w(r) acquires the form(
−∂2

x +
r2

32
cosx

)
Ỹ =

(
r2

32
+
ν̃r

4
+ . . .

)
Ỹ (5.31)

20We would like to thank A. Grassi, whose questions and comments on the preliminary version of this

paper allowed to clarify this point, see also section 5.5 below.
21This is precisely an analog of the Dehn twist in degenerate situation, compare also figure 1 and figure 3.

In terms of the cluster variables have been used in section 5.2 this is just a cluster mutation.
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after one puts X = 1 in (4.15) and substitutes it into (2.14). We find from r.h.s. of (5.31)

that real values of r ∈ R correspond to a problem with energy near the top of cosine poten-

tial, sometimes called as “magnetic” region as follows from the picture of supersymmetric

gauge theory, see also [41, 43]. More interesting is the “dyonic” region, corresponding

to the energies near the bottom of potential22 in (5.31), i.e. one should substitute (5.26)

into (5.31). There are two options to choose the sign in order to have positive energy

shift ν̃iRr
4 + . . . from the bottom of the potential in (5.31): for r ∈ iR>0 one should take

ν̃iR ∈ iR<0, whiles ν̃iR ∈ iR>0 for r ∈ iR<0.

To clarify this point, let us compute the monodromy data for the solution in the limit

r→∞. From (4.4) and (4.16):

sin 2π(η − σ)

sin 2πη
= e4πiρiR ∼

ρiR=ρiR?
err−(N+ 1

2),
sin 2π(η − σ)

sin 2πσ
= eπν

iR
= (−1)N+1, (5.32)

then23

2 cos 2πσ = e−4πiρiR + e4πiρiR(1− e−2πνiR) ∼
(5.32)

e−rr(N+ 1
2). (5.33)

Hence, there are real solutions for σ only if r → +∞, while for r → −∞ it becomes

necessarily complex. In other words, for r < 0 solution has complex quasi-period, or

grows exponentially and cannot be normalized. We therefore choose r > 0. Together with

quantization condition (5.23) it gives

ν̃iR = −i
(
N +

1

2

)
, N ∈ Z≥0. (5.34)

It has clear interpretation in the r→ +∞ limit turning into standard energy quantization

for harmonic oscillator. As we already found, (5.34) persists for generic asymptotically

large r. This condition describes positions of the asymptotically narrow bands in the

spectrum of equation (
−∂2

x −
r2

32
cosx

)
Ỹ = Ecos(N, r)Ỹ (5.35)

in terms of quasiclassical conformal blocks. Namely,

Ecos(N, r) =
r

4

∂F∞
(
−iN − i

2 , ir
)

∂r
=

=− r2

32
+

(
N + 1

2

)
r

4
−

4
(
N + 1

2

)2
+ 1

32
−

4
(
N + 1

2

)3
+ 3

(
N + 1

2

)
64r

−

−
80
(
N + 1

2

)4
+ 136

(
N + 1

2

)2
+ 9

1024r2
−

528
(
N+ 1

2

)5
+ 1640

(
N+ 1

2

)3
+ 405

(
N+ 1

2

)
4096r3

−

−
9
(

224
(
N + 1

2

)6
+ 1120

(
N + 1

2

)4
+ 654

(
N + 1

2

)2
+ 27

)
8192r4

−

−
33728

(
N+ 1

2

)7
+ 249872

(
N+ 1

2

)5
+ 276004

(
N+ 1

2

)3
+ 41607

(
N+ 1

2

)
65536r5

− . . . (5.36)

22It is actually hard to distinguish “magnetic” and “dyonic” here, moreover usage of these notions is not

consistent in the literature. Related problem is that quantum energies can have different sign from the

classical one, see (2.15).
23We notice here that solving second equation one has to choose η = 2σ + N+1

2
.
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is the energy of the N -th exponentially narrow band. This formula matches well-known ex-

pressions for this energy, see [42, 44] and references therein. Differently, this expansion can

be considered as a perturbation theory series for cosine potential, considered as oscillator

with the infinite series of perturbative corrections.

Consider now solution of the spectral problem (5.35):

Ỹ (N, r, x) = e−
rx2

16 ψ(N, r, x),

ψ(N, r, x) = ψ(0)(N, r, x) +
∑
n>0

∑
M≥0

C(n,M)r−nψ(0)(M, r, x) ,
(5.37)

where the functions ψ(N, r, x) are given by perturbative series in r−1, with the coefficients

given by inherited from oscillator Hermite polynomials {ψ(0)(N, r, x)}. Let us now replace

simultaneously x→ iy, r = −r◦, it gives the new wave function

Ỹ (N,−r◦, iy) = e−
r◦y2
16 ψ(N,−r◦, iy) (5.38)

with the exponential factor e−
r◦y2
16 still decaying at both real infinities y → ±∞. The per-

turbative series (5.37) in oscillator wave functions turns therefore into another perturbative

series for the solution Ỹ (N,−r◦, iy) of the problem for cosh potential:(
−∂2

y +
r2

32
cosh y

)
Ỹ (N,−r, iy) = Ecosh(N, r)Ỹ (N,−r, iy), (5.39)

with the energy

Ecosh(N, r) = −Ecos(N,−r) = − r

4

∂F∞
(
iN + i

2 , ir
)

∂r
(5.40)

given almost by the same formula as in (5.36). Notice, that this expression corresponds to

the arguments νiR = iN and r = ir with N ∈ Z≥0 of the quasiclassical block at infinity,24

i.e. the position of the pole of corresponding Painlevé solution is determined by vanishing

of the second tau function τ−.

5.5 Meaning of τ−(ρ̌iR, 0, ir) and spectral determinant

Let us now discuss the validity of above formulas. It is easy to see that expression (5.36) is

a divergent asymptotic series by design, since it describes the spectrum for cosine-potential,

defined only up to exponentially small corrections. The tau function of [13] “at infinity”

τ∞+ (ρ, ν, r) is just an asymptotic series at r → +∞ on the real line, and this turns to be

enough to follow the same logic as for t → 0 in order to define an analog of quasiclassical

conformal block, the blow-up equations etc. The same could be true for τ∞− (ρ̌iR, 0, ir),

when we perform the r → ir rotation, since the expansion over e−nr with positive n’s

at r → +∞ has better chances to define a reliable expression, than an expansion over

oscillating einr from [13]. Surprisingly at first glance, in order to find solution to the

24Another option is to substitute instead νiR = −i− iN for r = −ir, but for r = −ir, one has to perform

the Dehn twist twice, like in (5.28), in order to get the correct monodromy mapping.
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spectral problem (5.35) one needs to use τ∞+ (ρ∗(r), 0, ir), even though we do not believe

that this tau function with fixed ρ defines any reasonable asymptotic series at r→ +∞.

This seeming contradiction can be nevertheless resolved in the following way. We use,

first, the zeroes of τ∞(ρ, ν, r) to find expansions around the pole of solution, when this

pole goes to ∞, and not around r →∞ itself. These are actually different limits, since in

contrast to τ∞(ρ, ν, r)|r→∞ with fixed ρ and ν, we first substitute ρ = ρ?(ν, r) ∼ − r
4π + . . .,

and only then send r → ∞. This substitution cancels “dangerous” exponentials, and

allows one to “run off” the real line, where τ∞(ρ, ν, r) has been originally defined. It

means that even though τ+ does not define a solution to Painlevé III3 around r → +∞,

one can extract from it the spectral problem solution (5.36) in terms of the expansion of

quasiclassical conformal block. It is not therefore surprising that this expansion coincides

with the well-known formula for the cos-Mathieu equation.

The situation with the second tau function τ∞− (ρ̌iR, 0, ir) is indeed better. Accord-

ing to (5.40) its vanishing determines the pole of solution, corresponding to the spectral

problem for the cosh-Mathieu equation, and this is actually a well-known one-parametric

family of solutions, discussed in the literature [19, 20]. Moreover, this second tau function

τ− can be identified with the spectral determinant from [28, 29], giving rise to a Fermi-gas

representation for particular PIII3 tau function and irregular blocks at infinity.

This one-parametric family corresponds to s = e4πiη = 1, and therefore one has to put

in (5.30) η = k+1
2 , getting for k = 0 just νiR = 0 and

e4πiρ̌iR =
i

π
cos 2πσ. (5.41)

Then, for the lower tau function from (5.27), using the formula for the structure con-

stants (4.6) we get the following expression:

τ−(ρ̌iR, 0, ir) =

= const · r
1
4 e−

r2

16

∞∑
n=0

(
cos 2πσ

2π

)n
G(1 + n)2−n(n−1)(2π)

n
2 r−

n2

2 e−nrB∞(in, ir),
(5.42)

where it is natural to put const = 1 in order to compare with the expression from [28, 29],

which reads

τZam = e−
r2

16 r
1
4

∞∑
n=0

(
cos 2πσ

2π

)n 1

n!

∫ ∞
−∞

n∏
i=1

dxie
−r

∑n
i=1 coshxi

n∏
i<j

tanh2

(
xi − xj

2

)
. (5.43)

Identification of these two expansions suggest, that the irregular block at infinity for imag-

inary integer ν ∈ iZ>0 can be written as an eigenvalue integral:25

B∞(in, ir) =
2n(n−1)r

n2

2 enr

(2π)
n
2G(n+ 2)

∫ ∞
−∞

n∏
i=1

dxie
−r

∑n
i=1 coshxi

n∏
i<j

tanh2

(
xi − xj

2

)
, (5.44)

25The l.h.s. in this relation is a divergent asymptotic series, and therefore is defined only up to a non-

perturbative completion, while the r.h.s. is a well-defined function. Hence, it gives a result of perhaps the

only meaningful summation of the l.h.s., since we know after [28], that (5.43) corresponds to actual solution

to PIII3, not just an asymptotic series in r−1.
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and its expansion at r → ∞ corresponds to computation of this integral by saddle point

approximation, e.g. in the leading asymptotics

B∞(in, ir)|r→∞ =
r
n2

2

(2π)
n
2G(n+ 2)

∫ ∞
−∞

n∏
i=1

dxie
− r

2

∑n
i=1 x

2
i

n∏
i<j

(xi − xj)2 = 1 (5.45)

one gets unity from a standard computation of the Gaussian matrix integral. Two first

coefficients (5.44) of the expansion (5.42), (5.43) are known special functions, for n = 1 it

is given by zeroth Macdonald function:

B∞(i, ir) =

√
rer√

2πG(3)

∫ ∞
0

e−r coshxdx =

√
2r

π
erK0(r), (5.46)

while the result for n = 2 was found in [45] in terms of the Meijer G-function:

B∞(2i, ir) = π−
1
2 r2e2rG30

13

(
3
2

0 0 0

∣∣∣∣∣ r2
)
. (5.47)

These formulas for c = 1 blocks at infinity can be even generalized to other values of central

charges, and we present several explicit examples in section 7 below.

6 Relation to conformal field theory

In this section we find the identification between regularized action functional and irregular

conformal blocks, see also [46–48]. We work with conformal field theory with the central

charge c = 1 + 6Q2, where Q = b+ b−1, and then take the limit b→ 0.

6.1 BPZ equations

Consider two degenerate fields at level 2, φ(1,2) and φ(2,1), with dimensions

∆(1,2) = −1

2
− 3

4b2
, ∆(2,1) = −1

2
− 3b2

4
. (6.1)

They satisfy the null-vector equations

b2∂2φ(1,2)(w) +
(
L−2φ(1,2)

)
(w) = 0,

b−2∂2φ(2,1)(z) +
(
L−2φ(2,1)

)
(z) = 0,

(6.2)

where

L−2φ(z) =

∮
z

dy

2πi

T (y)

y − z
φ(z) =

= φ(z)

(
L−1

z
+
L0

z2
+
L1

z3
+ . . .

)
+
(
L−2 + L−3z + L−4z

2 + . . .
)
φ(z).

(6.3)

Their fusion

φ(2,1)(z)φ(1,2)(w) ∼ (z − w)−
1
2φ(2,2)(w) (6.4)

– 28 –



J
H
E
P
1
2
(
2
0
2
0
)
1
2
5

gives the field φ(2,2) of conformal dimension ∆(2,2) = −3
4Q

2, so that consistency of the

dimensions in (6.4) requires that monodromy of φ(2,1) around φ(1,2) is always −1.

Consider now the following correlation functions of these degenerate fields:

F4(t, t′) = 〈b−2t′, b−1σ|b−2t, b−1σ〉,
F5,h(w; t, t′) = 〈b−2t′, b−1(σ ± 1/2)|φ(1,2)(w)|b−2t, b−1σ〉,
F5,l(z; t, t′) = 〈b−2t′, b−1(σ ± 1/2)|φ(2,1)(z)|b−2t, b−1σ〉,

F6(z, w; t, t′) = 〈b−2t′, b−1(σ ± 1/2)± 1/2|φ(1,2)(w)φ(2,1)(z)|b−2t, b−1σ〉,

(6.5)

where |b−2t, b−1σ〉 are the Gaiotto-Whittaker vectors [49, 50] in the Verma module with

highest weight ∆(σ) = 1
4 (b+ 1/b)2−b−2σ2 (see appendix B for notations and some details):

L2|b−2t, b−1σ〉 = 0, L1|b−2t, b−1σ〉 = b−2t |b−2t, b−1σ〉,

|b−2t, b−1σ〉 =
∑
Y

(
b−2t

)∆(σ)+|Y |
Q∆(Y, [1]|Y |)−1L−Y |b−1σ〉. (6.6)

We indicate b-dependence explicitly, since in what follows it will be used, that in the b→ 0

limit
F4(b−2t, b−2t′) ' eb−2( 1

4
log t+f4(t,t′)),

F6(z, w; t, t′) '
√
zeb
−2( 1

2
logw+ 1

4
log t+f5(w,t,t′))Ψ(z, w, t, t′),

F5,l(z; t, t′) '
√
zeb
−2( 1

4
log t+f4(t,t′))ψ(z, t, t′),

F5,h(w; t, t′) ' eb−2( 1
2

logw+ 1
4

log t+f5(w,t,t′)),

(6.7)

where it is taken into account that “light” φ(2,1) does not affect the “classical action” in

contrast to the “heavy field” φ(1,2)(w).

It follows from (6.2), (6.3) that the correlators (6.5) satisfy(
z2∂2

z +
t

z
+ b2t∂t + z − b2z∂z

)
F5,l(z; t) = 0,(

b4w2∂2
w − b2w∂w +

t

w
+ b2t∂t + w

)
F5,h(w; t) = 0,(

z2∂2
z +

t

z
+ b2t∂t + z − b2z∂z

)
F6(z, w; t)+

+b2

(
w2∆(1,2)

(z − w)2
+
w2∂w + 2∆(1,2)w

z − w
+ (∆(1,2) + w∂w)

)
F6(z, w; t) = 0,

(6.8)

where for simplicity we put t′ = 1, and in the leading order at b2 → 0 under (6.7) they

turn into the Mathieu equation(
(z∂z)

2 +
t

z
+ t∂tf4(t) + z

)
ψ(z, t, t′) = 0, (6.9)

the Hamilton-Jacobi equation

∂f5(w, t)

∂t
+

1

t

(
w
∂f5(w, t)

∂w

)2

+
1

w
+
w

t
= 0, (6.10)
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and

(
(z∂z)2 +

t

z
+ t∂tf5(w, t) + z − 3w2

4(z−w)2
+
w2∂wf5(w, t)− w

z−w
+ w∂wf5(w, t)− 1

4

)
Ψ(z, w, t) = 0.

(6.11)

Notice that equation (6.10) can also be obtained from the condition of (−1)-monodromy

around z = w for the equation (6.11), following from (6.4), and it is exactly the Hamilton-

Jacobi equation with the Hamiltonian (2.9) of PIII3 equation.

It is well-known that solution to the Hamilton-Jacobi equation is given by the action

functional:

f5(w, t) =

∫ t

dtL(w′, w, t) =

∫ t

dt

(
t

4

(
w′

w

)2

− w

t
− 1

w

)
, (6.12)

where w = w(t), and one can express the momentum p = p(t) as

∂wf5(w, t) = p =
tw′(t)

2w(t)2
. (6.13)

Substituting (6.13) into (6.11) we get precisely (2.8), if correlator with two degenerate fields

is identified with Ỹ (z) from (2.6) as

Ψ(z, w(t)|t) = const(t) · Y1(z)√
A12(z)

. (6.14)

By explicit comparison between (2.13) and (6.9) we conclude that

∂tf4(t?) = −H(t?), (6.15)

where t = t? is pole of the solution: w(t) →
t→t?

∞.

6.2 Regularization of the action functional

From the CFT point of view it is natural to identify f4(t?) with the regularized limit of

f5(w(t), t) when t → t?, exactly as it has been done in (2.32). To do this we study first

more complicated limit w → ∞, namely, we study the fusion of the degenerate field with

the Gaiotto-Whittaker state.

Irregular limit. Consider expansion (6.6) of

F5,h(w, t) = 〈Wb−2 |φ(1,2)(w)|b−2t, b−1σ〉 =
∑
Y

(
b−2t

)∆(σ)+|Y | 〈Wb−2 |φ(1,2)(w)L−Y |b−1σ〉,

(6.16)

where 〈Wb−2 | is the dual vector to |b−2, b−1(σ ± 1/2)〉, satisfying 〈Wb−2 |L−2 = 0 together

with 〈Wb−2 |L−1 = 〈Wb−2 |b−2. First, let us take the matrix element with the highest weight

vector. It satisfies the BPZ equation:(
b2∂2

w −
1

w
∂w +

1

b2w
+

∆(σ)

w

)
〈Wb−2 |φ(1,2)(w)|b−1σ〉 = 0. (6.17)
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To study the behavior of this matrix element at w →∞ we substitute

〈Wb−2 |φ(1,2)(w)|b−1σ〉 = w
2+b2

4b2 e∓
2i
b2

√
wΦ(x), (6.18)

with x = ± ib2

4
√
w

, where Φ satisfies now the following equation(
(x∂x)2 + (α+ β)x∂x − ∂x + αβ

)
Φ(x) = 0, (6.19)

with

α =
1

2
− 2σ

b2
, β =

1

2
+

2σ

b2
. (6.20)

Equation (6.19) is solved in terms of Bessel functions of w ∼ x−2, but for our purposes we

rather need its asymptotic expansion in x:

Φ(x) = 2F0(α, β, x) =
∞∑
n=0

(α)n(β)n
n!

xn. (6.21)

Other matrix elements are expressed through (6.18) by

〈Wb−2 |φ(1,2)(w)Lkl

−l . . . L
k1
−1|b−1σ〉 =

= (w1−l∂w + ∆(1,2)(1− l)w−l)kl . . . (w−1∂w −∆(1,2)w
−2)k2(∂w + b−2)k1〈Wb−2 |φ(1,2)(w)|b−1σ〉 =

= w
2+b2

4b2 e∓
2i
b2

√
w

2∏
j=l

(
w1−j∂w + ∆(1,2)(1− j)w−j +

2 + b2

4b2
w−j ∓ 2i

b2
w1/2−j

)kj

×

×
(
b−2 +

2 + b2

4b2
w−1 ∓ 2i

b2
w−1/2 + ∂w

)k1

2F0

(
α, β,± ib2

4
√
w

)
=

= w
2+b2

4b2 e∓
2i
b2

√
w

b−2k1

∞∏
j=2

δkj ,0 +O

(
1√
w

) . (6.22)

It means that the analog of OPE at w →∞ in the irregular case is

〈Wb−2 |φ(1,2)(w) =
w→∞

w
2+b2

4b2 e∓
2i
b2

√
w

(
〈Wb−2 |+O

(
1√
w

))
. (6.23)

This leads to the following relation for the correlation functions:

F5,h(w, t) =
w→∞

w
2+b2

4b2 e∓
2i
b2

√
w

(
F4(t) + const +O

(
1√
w

))
, (6.24)

and, by (6.7) in the b→ 0 limit we get desired

f5(w, t) =
w→∞

∓2i
√
w + f4(t) + const +O

(
1√
w

)
. (6.25)

Using expansion (2.11) this is rewritten as

f5(w(t), t) ∼
t→t?

2t?
t− t?

+ f4(t) + const. (6.26)

Here we have chosen the upper sign, since conformal block corresponding to the lower sign

is exponentially small for real b, t, and t?, see (2.11).
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Regular limit. Formula (6.12) can be used only to compute the difference of f5(w(t), t)

for two different times. It is very convenient to choose t = 0 as initial time. In this limit

w ∼ −κt2σ, and correlation function can be rewritten as

F5(w(t), t) ∼ t∆(σ)〈b−1(σ + 1/2)|φ(1,2)

(
−κt2σ

)
|b−1σ〉 ∼

∼ t∆(σ)
(
−κt2σ

)∆(σ−1/2)−∆(σ)−∆(1,2) = const · tQ2/4+σ2/b2+σ/b2+σ.
(6.27)

Now again switch to the limit b→ 0 using (6.7):

f5(w(t), t) '
t→0

σ2 log t+ const. (6.28)

Taking into account this and (6.26) we conclude that f5(w(t), t)− 2t?
t−t? − σ

2 log t has both

limits, at t = 0 and at t = t?, so one can write it as integral:∫ t?

0

(
L(w′, w, t)dt− d

(
2t?
t− t?

+ σ2 log t

))
= −σ2 log t? + f4(t?) + const. (6.29)

6.3 Connection problem for quasiclassical conformal blocks

Let us finally explain the CFT meaning of the formula (4.32). As we know, conformal

blocks in the limit b→ 0 behave as in (6.7) after appropriate rescaling:

F (σ, t) = exp
(
b−2F(σ, t) +O(1)

)
,

F∞(ν̃, t) = exp
(
−b−2F∞(ν̃, t) +O(1)

)
.

(6.30)

As usual, we assume that either F (σ, t), or F∞(ν̃, r), form bases in the space of conformal

blocks, labelled by σ and ν̃, respectively. Since each of these sets forms a basis, they should

be related by a linear transformation:

F (σ, t) =

∫
dν̃K(σ, ν̃)F∞(ν̃, t). (6.31)

We assume now that the kernel has the same b→ 0 behavior as conformal blocks do,

K(σ, ν̃) = exp
(
b−2(C − S(σ, ν̃)) +O(1)

)
, (6.32)

and check that this assumptions is self-consistent. If so, in the b → 0 limit the integral

in (6.31) can be found by saddle point computation. It means that first one should find

the position of a saddle point in ν̃ by solving stationarity equation on ν̃s:

∂F∞(ν̃s, r)

∂ν̃s
= −∂S(σ, ν̃s)

∂ν̃s
= −4πρ(σ, ν̃s), (6.33)

which coincides with one of the formulas from (4.26), being actually a defining relation for

the Malgrange divisor, i.e.,

ν̃s(σ, r) = ν̃?(σ, r). (6.34)

The meaning of function ν̃?(σ, r) is the following: the Malgrange divisor is a 2-dimensional

submanifold in the 3-dimensionalM×C∗t . M×C∗t is locally described by three coordinates,
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for example σ, ν̃, t, so that the divisor can be obtained just by expressing one coordinate

as a function of two others, and one of such expressions is given by ν?(σ, r).

Completing the computation of the integral (6.31) we finally get

F(σ, t) + F∞ (ν̃?(σ, r), r) + S (σ, ν̃?(σ, r)) = C, (6.35)

which coincides with (4.32).

7 Quantum Painlevé III3 at infinity and arbitrary central charge

Up to now we have considered only the irregular conformal blocks at infinity with central

charges c = 1 (4.3), proposed in [13], and constructed its quasiclassical analog (4.17) with

c → ∞. These two expressions, (4.3) and (4.17), are naturally supposed to be just two

avatars a generic irregular block at infinity with arbitrary c = 1 + 6Q2 = 1 + 6 (ε1+ε2)2

ε2ε2
, or

two arbitrary ε1,2-parameters of Ω-background. We propose a definition of such generic

irregular block below in this section.

In order to do this, let us remind, first, that c = 1 irregular blocks at infinity (4.3)

were found in [13] from the requirement that their Fourier transform (4.1) gives solution to

Painlevé III3. To generalize this idea for arbitrary central charges we use, after [51], that

generic Ω-backgrounds correspond in the context of isomonodromy/CFT correspondence

to the quantization26 of the original deautonomized integrable system.

Hence, in order to construct general conformal blocks we are going to switch from

section 2 to quantum Painlevé III3 equation. It is convenient to start from basic results

of [51], concerning quantum q-difference Painlevé III3, and then take the q → 1 limit of the

minimal set of relations, which are sufficient to define generic irregular blocks at infinity.

7.1 q-Painlevé III3 and q → 1 limit

Quantum q-Painlevé III3 equation [51] is actually a system of two algebraic relations on

the operator-valued function Ĝ(Z):Ĝ(Zq−1)
1
2 Ĝ(Zq)

1
2 =

Ĝ(Z) + pZ

Ĝ(Z) + p
,

Ĝ(Z)Ĝ(q−1Z) = p4Ĝ(q−1Z)Ĝ(Z).

(7.1)

Its solution is given by ratio of the quantum tau functions

Ĝ(Z)
1
2 = ±p

1
2Z

1
4T −1

3 T1 =

= ±ip
1
2Z

1
4

( ∑
n∈ 1

2
+Z

ŝnF5d

(
ûq4n

2 , q1q
−1
2 , q2

2|Z
))−1∑

n∈Z
ŝnF5d

(
ûq4n

2 , q1q
−1
2 , q2

2|Z
)
,

(7.2)

26Not to be confused with the q-deformation. Two ε1,2-parameters are expressed through the difference

parameter q and multiplicative Planck constant p. The limits q → 1 and p → 1 are independent, so that

one can get both quantum or classical differential equation, as well as quantum or classical q-difference

equation. Quantum equations of Painlevé type are already known for quite a long time, see [52–54].
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where quantum tau functions look as

T1 = â
∑
n∈Z

ŝnF5d

(
ûq4n

2 , q1q
−1
2 , q2

2|Z
)
, T3 = iâ

∑
n∈ 1

2
+Z

ŝnF5d

(
ûq4n

2 , q1q
−1
2 , q2

2|Z
)
,

(7.3)

with F5d being q-deformed irregular conformal blocks, or 5d partition functions of super-

symmetric pure SU(2) gauge theory, including also classical and perturbative part, û and

ŝ are multiplicative quantum canonical variables, while q1q
−1
2 and q2

2 are parameters of the

Ω-background, so that

ûŝ = p4ŝû, q = q2
2, p2 = q1q2, q2

2 â = âq−1
1 q2, Zb̂ = q1q2b̂Z, (7.4)

i.e. â shifts Ω-background parameters {qi}, and therefore the central charge, whereas b̂

shifts the q-isomonodromic time Z, and in the classical p = 1 limit one comes back to the

self-dual Ω-background. To prove that (7.2) is actually a solution of (7.1), the quantum

tau functions (7.3) should satisfy some bilinear relations [51]:

T1T1 = T 2
1 + p2Z1/2T 2

3 , T3T3 = T 2
3 + p2Z1/2T 2

1 , T1T1 = T1T1, T3T3 = T3T3, (7.5)

where the time shift operations are given by

(q1, q2, û, ŝ, Z, â, b̂) = (q1, q2, û, ŝ, q
2
2Z, âb̂, b̂),

(q1, q2, û, ŝ, Z, â, b̂) = (q1, q2, û, ŝ, q
−2
2 Z, âb̂−1, b̂).

(7.6)

Substituting (7.3) into (7.5) and collecting coefficients at ŝk we get27 two bilinear equations

for F5d: ∑
2n∈Z

F5d

(
ûq4n

1 , q2
1, q
−1
1 q2|q2

1Z
)
F5d

(
ûq4n

2 , q1q
−1
2 , q2

2|q2
2Z
)

=

=
(

1− p2Z1/2
) ∑

2n∈Z
F5d

(
ûq4n

1 , q2
1, q
−1
1 q2|Z

)
F5d

(
ûq4n

2 , q1q
−1
2 , q2

2|Z
) (7.7)

and ∑
2n∈Z

F5d

(
ûq4n

1 , q2
1, q
−1
1 q2|q1Z

)
F5d

(
ûq4n

2 , q1q
−1
2 , q2

2|q2Z
)

=

=
∑
2n∈Z

F5d

(
ûq4n

1 , q2
1, q
−1
1 q2|q−1

1 Z
)
F5d

(
ûq4n

2 , q1q
−1
2 , q2

2|q−1
2 Z

)
.

(7.8)

Equation (7.7) was conjectured in [55], and actually was the motivation for quantum de-

formation, other equations from [51] are now proven in [56]. Equation (7.8) follows from

commutativity of the tau functions, and becomes trivial for q2 = q−1
1 , but still necessary

in the general situation. Relations (7.7), (7.8) are called C2/Z2 blow-up equations, not to

be confused with the original [10] Nakajima-Yoshioka C2 blow-up equations.28 To see the

27There is a small distinction between odd and even k, but at the present case one can play with integer

and half-integer powers and pack all equations into these two, see [55] for details.
28It has been found however in [56, 57], that sometimes equations of one type follow from equations of

another type.
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difference one can check, that in the commutative p → 1 limit C2/Z2 equations turn into

bilinear relations for the c = 1 conformal blocks, being equivalent to Painlevé equations,

while the Nakajima-Yoshioka equations turn into some relations including c = 1 and c→∞
conformal blocks, as we discussed before.

In the 4d limit of (7.1)

q1 = eε1l5 , q2 = eε2l5 , u = e2σl5 , Z = l45t, Ĝ = l25ŵ, l5 → 0, ε2 < 0, ε1 > 0

(7.9)

the blow-up equations (7.7) (7.8) acquire the form∑
2n∈Z

D2
2ε1,2ε2

(
F(σ + 2nε1, 2ε1, ε2 − ε1|t),F(σ + 2nε2, ε1 − ε2, 2ε2|t)

)
=

= −2t1/2
∑
2n∈Z

F(σ + 2nε1, 2ε1, ε2 − ε1|t)F(σ + 2nε2, ε1 − ε2, 2ε2|t),
(7.10)

and ∑
2n∈Z

D1
2ε1,2,2ε2

(
F(σ + 2nε1, 2ε1, ε2 − ε1|t),F(σ + 2nε2, ε1 − ε2, 2ε2|t)

)
= 0, (7.11)

respectively, with Dk
2ε1,2ε2

being the logarithmic non-symmetric Hirota derivatives in t

defined via

f
(
e2ε1ξt

)
g
(
e2ε2ξt

)
=
∞∑
k=0

ξk

k!
Dk

2ε1,2ε2

(
f, g
)
(t). (7.12)

Equations (7.10), (7.11) were first derived yet in [26], they are equivalent to Hirota bilinear

relations on the (quantum) tau function and its Bäcklund-transformed. It turns out that

solving these two equations one can find iteratively coefficients of conformal blocks for

ε2 6= −ε1.

The quantum difference equation (7.1) turns in the 4d limit into the quantum differ-

ential equation: 
4ε22t

d

dt

(
t
dŵ

dt
· ŵ−1

)
=

2t

ŵ
− 2ŵ,[

ŵ−1, t
dŵ

dt

]
= 2(ε1 + ε2).

(7.13)

Since classical version of this equation had expansion (4.13) at t→∞, we expect a similar

formula in the quantum case, namely, that solution to (7.13) is written as

ŵ(r)
1
2 = ±r

8
(T ∞3 )−1 T ∞1 , (7.14)

where
T ∞1 = â

∑
n∈Z

e4πinρ̂F∞ (ν̂ + 2inε2, ε1 − ε2, 2ε2|r) ,

T ∞3 = â
∑
n∈Z

(−1)ne4πinρ̂F∞ (ν̂ + 2inε2, ε1 − ε2, 2ε2|r) ,
(7.15)

where the canonical co-ordinates on “quantum” M (4.29), {ρ̂, ν̂} or {η̂, σ̂}, with ŝ = e4πiη̂,

corresponding to expansion at t→ 0, now satisfy the commutation relations:

i [σ̂, η̂] = [ν̂, ρ̂] =
ε1 + ε2

2π
. (7.16)
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Remark. It would be interesting to compare the quantum cluster algebra from [51],

leading to (7.16), with quantization of monodromy data in [58]. At the first glance they

seem to be unrelated, since quantum torus in [51] has parameter p, depending on the

radius of the compact 5-th dimension l5, whereas quantum torus in [58] had quantum

parameter like eiπε1/ε2 , depending on the central charge. To see that these two construc-

tions actually describe the same phenomenon, compute the monodromy of degenerate field

φ(1,2) around general field with the charge σ, which equals by standard CFT arguments to

diag(m̂σ, m̂
−1
σ ) with m̂σ = eiπσ/ε2 . Another constituent of all monodromy matrices is the

Fourier parameter ŝ, and one can check that they satisfy ŝm̂σ = e−2πi ε1/ε2m̂σ ŝ. It means

that construction of [51] actually contains the quantum torus from [58], i.e. they should be

related to each other.

7.2 C2/Z2-type blow-up relations and generic irregular blocks at infinity

Formulas (7.15) together with the 4d limit of (7.5) actually allow to write down the blow-

up relations at t→∞, they are quite similar to (7.10), (7.11), though with few important

distinctions compare to t→ 0 case. First difference originates from a different relative sign

between Bäcklund-transformed tau functions due to the different sign in (4.13) compare

to (2.20), while the second is that at t → ∞ the Bäcklund transformation is not a half-

integer shift of the summation variable Z 7→ 1
2 + Z, but insertion of an extra sign factor

(−1)n. Because of these distinctions now we have to add the blow-up relations for ν and

for ν + iε2, which are not related by the Bäcklund transformation, in order to get single

formula:∑
2n∈Z

D1
2ε1,2ε2

(
F∞ (ν + 2inε1, 2ε1, ε2 − ε1|r) ,F∞ (ν + 2inε2, ε1 − ε2, 2ε2|r)

)
= 0, (7.17)

together with∑
2n∈Z

D2
2ε1,2ε2

(
F∞ (ν + 2inε1, 2ε1, ε2 − ε1|r) ,F∞ (ν + 2inε2, ε1 − ε2, 2ε2|r)

)
=

=
r2

32

∑
2n∈Z

(−1)2nF∞ (ν + 2inε1, 2ε1, ε2 − ε1|r)F∞ (ν + 2inε2, ε1 − ε2, 2ε2|r) ,
(7.18)

with Dk
2ε1,2ε2

being the same logarithmic t-derivatives (7.12), rewritten as logarithmic r-

derivatives using (4.2), and the iterative procedure of finding their solution29 is far more

complicated.

To find the irregular block at infinity iteratively, we substitute into (7.17), (7.18) the

following ansatz:

F∞(ν, ε1, ε2|r) = C∞cl (ν + iε̄, ε1, ε2|r)C∞pert (ν + iε̄, ε1, ε2)B∞ (ν + iε̄, ε1, ε2|r) , (7.19)

29Namely, the t → ∞ equations mix terms at the same level, but with different shifts of ν. In order to

solve it we use polynomial ansatz in ν, such that degree of a polynomial at level k is 3k, and then solve the

linear system on coefficients at each level, but sometimes free term at level k can be obtained only from the

equations for the level k + 1.
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where30

ε̄ =
ε1 + ε2

2
,

Ccl (ν, ε1, ε2|r) = exp

(
− r2

16ε1ε2
− νr

ε1ε2
+
ε2

1 + 4ε1ε2 + ε2
2 − 4ν2

8ε1ε2
log r

)
,

Cpert (ν, ε1, ε2) = e
− ν2

ε1ε2
(iπ/4+log 2)

G (iν + (ε1 − ε2)/2, ε1,−ε2) ,

(7.20)

and G is a double Gamma function, defined by the following difference relations:

G(x+ ω1, ω1, ω2) = Γ(x, ω2)G(x, ω1, ω2),

G(x+ ω2, ω1, ω2) = Γ(x, ω1)G(x, ω1, ω2),

Γ(x+ ω, ω) = xΓ(x, ω).

(7.21)

Solving (7.17) and (7.18), we get the following expansion of B∞:

B∞(ν, ε1, ε2|r) = 1 +
∞∑
k=1

Nk(ν, ε1, ε2)

dk · (ε1ε2r)k
, (7.22)

where denominators dk are some integers

dk = (16)kk! (7.23)

and N(ν, ε1, ε2) are homogeneous polynomials of ν, ε1, ε2 of total degree 3k with two

additional symmetries:

Nk(−ν, ε1, ε2) = (−1)kNk(ν, ε1, ε2), Nk(ν, ε2, ε1) = Nk(ν, ε1, ε2). (7.24)

The first numerator has the form

N1(ε1, ε2, ν) = 3ε2
1ν + 8ε1ε2ν + 3ε2

2ν − 4ν3, (7.25)

and other formulas can be found in the appendix D. We find that in contrast to common

irregular blocks at t → 0 (see appendix B), here already the first non-trivial term of

expansion depends on the central charge.31

In both known limits formula (7.22) reproduces the c = 1

B∞ (ν, ε1 = 1, ε2 = −1|r) = B∞(ν, r), (7.26)

expression, given by (4.3), and c→∞

lim
ε2→0

(
ε2 logB∞ (ν, ε1 = 1, ε2)

)
= −f∞(ν, r) (7.27)

case of (4.17). Another consistency check was performed in [59] for c = −2 conformal

blocks, using the formalism of c = −2 tau functions from [57]. It is also interesting to point

30This shift by iε̄ is directly related to using ν̃ = ν + i
2

instead of ν in many formulas of section 4.
31The same phenomenon happens in the PIII1 and PIII2 cases, but does not happen for Painlevé IV and

Painlevé V, we are grateful to H. Nagoya for this comment.
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out that classical and perturbative parts from (7.20) almost coincide with those from c = 1

and c→∞ expressions up to some trivial re-definitions.

Motivated by (5.44) from section 5.5 one can try to find similar integral formulas for

other central charges. In order to do this it is useful to combine the results of [60], where the

spectral determinant was factorized into the product of two factors, corresponding to odd

and even parts of spectra, with those from [57], were these two factors were identified with

c = −2 tau functions. This leads to explicit integral representations of generic irregular

blocks (7.22) for c = −2 at infinite series of special points ν ∈ i
2 + iZ. For n = 1 it gives a

series of expressions:

B∞ (3i/2, 2,−1, ir) =

√
r

8π
er
∫ ∞
−∞

dxe−r coshx

(
1 +

1

coshx

)
=

=

√
r

2π
er
(

(1− r)K0(r)− π

2
(rK0(r)L1(r) + rK1(r)L0(r)− 1)

)
,

B∞ (5i/2, 2,−1, ir) =

=

√
8r3

π
er
(

(1 + r)K0(r) +
π

2
(rK0(r)L1(r) + rK1(r)L0(r)− 1)

)
,

. . .

(7.28)

where Lα(r) is a modified Struve function, which appears after integration of K0(r), see [61].

There are also some simple relations, like

B∞(0, 1,−1, r) = B∞(0, r) = 1, B∞(i/2, 2,−1, r) = B∞(−i/2, 2,−1, r) = 1. (7.29)

7.3 Nakajima-Yoshioka-type blow-up relations at infinity

Finally, let us check, that the generic irregular blocks at infinity (7.19) also satisfy, as

their avatars from section 4, the analogs of Nakajima-Yoshioka blow-up equations. The

corresponding non-homogeneous relation has the form∑
n∈Z

F∞(ν + inε1, ε1, ε2 − ε1|r)F∞(ν + inε2, ε1 − ε2, ε2|r) = const · F∞(ν, ε1, ε2|r), (7.30)

(in ε2 → 0 limit (7.30) turns into (4.35)), where numeric constant in the r.h.s. depends on

normalization of the double gamma functions. For (7.19) it means in practice the following

relation is satisfied by (7.22):

2B∞(ν+i(ε1+ε2)/2, ε1, ε2|r) =
∑
n∈Z

`n(ν, ε1, ε2)r−
1
2
n(n−1) ·B∞(ν+iε2/2 + inε1, ε1, ε2−ε1|r) ·

· B∞(ν + iε1/2 + inε2, ε1 − ε2, ε2|r) , (7.31)

where

`n(ν, ε1, ε2) =
G(iν + ε1− ε2− nε1, ε1, ε1 − ε2)G(iν − ε2 − nε2, ε1 − ε2,−ε2)

G(iν + ε1 − ε2, ε1, ε1 − ε2)G(iν − ε2, ε1 − ε2,−ε2)
2n−n

2
eiπ

n−n2
4

(7.32)

are certain polynomials in ν, ε1, ε2.
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There are three more Nakajima-Yoshioka type relations on generic blocks (7.19),

namely: ∑
n∈Z

(−1)nF∞(ν + inε1, ε1, ε2 − ε1|r)F∞(ν + inε2, ε1 − ε2, ε2|r) = 0, (7.33)

being the ε-deformation of the tau function vanishing condition (4.37), together with∑
n∈Z

ε1∂rF
∞(ν + inε1, ε1, ε2 − ε1|r) · F∞(ν + inε2, ε1 − ε2, ε2|r)+

+
∑
n∈Z

F∞(ν + inε1, ε1, ε2 − ε1|r) · ε2∂rF∞(ν + inε2, ε1 − ε2, ε2|r) = 0,
(7.34)

which is the ε-deformation of (4.36), relating logarithmic derivative of c = 1 tau function

to derivative of the classical conformal blocks,32 and

2i(ε1 − ε2)
∑
n∈Z

(−1)n∂rF
∞(ν + inε1, ε1, ε2 − ε1|r) · F∞(ν + inε2, ε1 − ε2, ε2|r) =

=
∑
n∈Z

F∞(ν + inε1, ε1, ε2 − ε1|r) · F∞(ν + inε2, ε1 − ε2, ε2|r),
(7.35)

generalizing the formula (2.29), coming from the fact that the leading coefficient at the

pole of solution depends on its position only.

However, unlike the formulas from section 3 and section 4, this collection of Nakajima-

Yoshioka-type equations does not define the generic irregular block, even if one substitutes

the polynomial ansatz preserving all known symmetries. For example, (7.30) for generic

values of Ω-background parameters is a relation on 3 different conformal blocks, with all

different central charges, and the iterative procedure does not fix the coefficients.

Actually the exact form of the equations (7.30), (7.33), (7.34), (7.35) was found for

already known functions F∞, so that they turn to be ε-deformations of the relations from

section 4. Nevertheless, is has been shown in [56] that C2/Z2 blow-up equations follow from

some extended collection on the Nakajima-Yoshioka relations. However, in the t→∞ limit

we do not have at the moment any basis for such relations, like quantum Painlevé equation,

and the t→∞ analogs of this extended set remain to be among the open problems.

8 Discussion

There are actually many open questions. We have used the setup from cluster varieties

to understand the meaning of the parameters ρ and ν, instead of initial approach of [19].

The role and meaning of these cluster structures can go beyond just being a convenient

technical tool. For example, the Bohr-Sommerfeld quantization condition for the cluster

variable ν = −i(N + 1) looks as a particular case of more general phenomenon. Namely, it

could describe more general spectral problems for potentials on the Stokes lines connecting

turning points. In particular, we expect something similar to happen in the Painlevé I and

Painlevé II cases.

32It should not be confused with (7.17) above, since the latter have different relation between the ε-

parameters of conformal blocks.
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Let us also point out that expansions like (4.1) are known for the irregular limits of

other Painlevé equations, see, e.g. [34]. In all these cases one can formally write down the

tau function vanishing conditions like (4.16), and solve them up to certain order. It will

define (perhaps not completely) some new functions to be called “quasiclassical conformal

blocks”, and further study of these functions is an interesting open problem.

Generalization of our approach to the q-deformed case is yet unclear. An illustration

why it is problematic is already the fact, that the exact quantization conditions contain

both quasiclassical conformal blocks, depending on ~ and 4π2/~ [62], while the blow-up

equations contain only one of them.

There are certainly tones of questions related to general conformal blocks at infinity

B∞(ν, ε1, ε2|r) and to corresponding tau functions. The main question is what is the

meaning of B∞ in terms of the supersymmetric gauge theory. The fact that there is single

Barnes function in the numerator of C∞pert and only trivial poles at ε1,2 = 0 in the formula

for B∞ suggests that B∞ should be a result of some non-perturbative computation in the

dual theory with single U(1) hypermultiplet (monopole or dyon). However, we do not

know what is this computation, and what is the meaning of Nk(ν, ε1, ε2) — the strong-

coupling analogs of Nekrasov functions. Our observations suggest, that there should be

integral representations for all B∞
(
i(p + q)/2 + inp + imq, p,−q, ir

)
, with p, q ∈ Z, being

some analogs of the Dotsenko-Fateev integrals. Existence of integral representations for

the irregular conformal blocks at special points for different Painlevé equations is known,

see for example [63, 64], the q-deformed versions of corresponding integrals can be found

in [65]. One can also try to use the approach of [45] it order to go to the higher ranks.

Another related question is what is the representation-theoretical or geometric meaning

of B∞ and the blow-up relations (7.17), (7.18), (7.30), (7.33), (7.34), (7.35). We also expect

such relations to appear in all other Painlevé systems, that have domains with irregular

behavior. One may also ask what is the meaning of Nakajima-Yoshioka blow-up relations

after quantization of the Painlevé equation, since before quantization they just describe

the relation between matrix 2 × 2 system and scalar 2-nd order differential equation.

One more question is about the fusion matrix for irregular conformal blocks (and

actually not only for them). Namely, one can ask in general situation, what is the kernel

K, relating conformal blocks at zero and infinity:

B(σ, ε1, ε2|t) =

∫
dν K(σ, ν, ε1, ε2)B∞(ν, ε1, ε2|r). (8.1)

In c = 1 limit it can be extracted from the connection constant from [13], exactly as it was

done for Painlevé VI equation in [66]. For c→∞ this fusion matrix is (6.31), while for an

arbitrary c we expect some variant of the Ponsot-Teschner formula [67]. Keeping in mind

the story about quantum tau functions, it would be interesting to derive such formula from

a kind of quantization of the c = 1 connection constant (it looks natural to quantize classical

dilogarithms appearing there). This can suggest a way to prove equivalence between the

fusion kernels in [66] and in [67] at c = 1, by now being only checked numerically.
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A WKB parameterization of monodromies

We remind here some basics of the WKB approach to matrix linear systems. For more

detailed and rigorous explanation see [37, 38].

A.1 WKB gauge transformation

Consider a linear system

~
dY (z)

dz
= A(z)Y (z). (A.1)

In the limit ~→ 0 one can perform the gauge transformation U(z) = U0(z)U1(z) diagonal-

izing connection ~ d
dz −A(z), where U0(z) diagonalizes A(z):

U0(z)−1A(z)U0(z) =

(
λ(z) 0

0 −λ(z)

)
. (A.2)

One has

U−1

(
−~ d

dz
+A(z)

)
U = U−1

1

(
λ 0

0 −λ

)
U1−~U−1

1 U−1
0 U ′0U1−~U−1

1 U ′1 =

(
λ 0

0 −λ

)
, (A.3)

leading to equation on U1(z):[(
λ 0

0 −λ

)
, U1

]
= ~U−1

0 U ′0 · U1 + ~U ′1. (A.4)

To be able to solve this equation we first need to make sure that the matrix U−1
0 U ′0 does not

have diagonal components. U0 is defined up to multiplications by diagonal matrices from

the right. Suppose that arbitrarily chosen U0 produces diagonal components in U−1
0 U ′0.

Redefine it by

U0 7→ U0

(
φ1 0

0 φ2

)
(A.5)

and try to solve the matrix equation(
φ−1

1 0

0 φ−1
2

)
U−1

0 U ′0

(
φ1 0

0 φ2

)
+

(
φ′1φ

−1
1 0

0 φ′2φ
−1
2

)
=

(
0 a(z)

b(z) 0

)
, (A.6)
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with a(z) and b(z) being some arbitrary functions, which become the off-diagonal elements

of re-defined U−1
0 U ′0. This equation is equivalent to two ordinary differential equations:

φ′1(z) = −
[
U−1

0 U ′0
]
11
φ1, φ′2(z) = −

[
U−1

0 U ′0
]
22
φ2. (A.7)

They always have locally defined solutions.

Now we define the ~-expansion of U1:

U1 = I +
∞∑
k=1

~k
(
v

(1)
k w

(1)
k

w
(2)
k v

(2)
k

)
, (A.8)

substitute it into (A.4) and expand into the powers of ~:

2λ

(
0 w

(1)
k+1

−w(2)
k+1 0

)
=

(
0 a

b 0

)(
v

(1)
k w

(1)
k

w
(2)
k v

(2)
k

)
+

d

dz

(
v

(1)
k w

(1)
k

w
(2)
k v

(2)
k

)
. (A.9)

Written in components it gives

w
(1)
k+1 =

1

2λ

(
dw

(1)
k

dz
+ av

(2)
k

)
, w

(2)
k+1 =

1

2λ

(
dw

(2)
k

dz
+ av

(1)
k

)
,

dv
(1)
k+1

dz
= −aw(1)

k+1,
dv

(2)
k+1

dz
= −bw(2)

k+1.

(A.10)

These equations, in principle, allow one to find the ~-expansion of U1(z) and after this get

the solution of the initial system as

Y (z) = U0(z)U1(z)

(
exp

(
~−1

∫ z
λdz

)
0

0 exp
(
−~−1

∫ z
λdz

)) . (A.11)

A.2 Turning points

All considerations of the previous section are applicable only in the region where λ(z) 6= 0,

but one can consider separately the vicinity of the points where detA(z) = 0, the analog

of turning points in quantum mechanics. We illustrate this in the model example33 with

A(z)=

(
0 1
z 0

)
, whose eigenvalues are λ = ±

√
z, and corresponding diagonalizing matrix is

U0(z) =

(
z−

1
4 z−

1
4

z
1
4 −z

1
4

)
. (A.12)

Since U−1
0 U ′0 = 1

4z

(
0 1
1 0

)
has zeroes on diagonal, it satisfies our requirements for (A.11),

and the main asymptotic part (putting U1(z) = I) of the solution is

Y (z) '

(
z−

1
4 z−

1
4

z
1
4 −z

1
4

)exp
(

2
3~z

3
2

)
0

0 exp
(
− 2

3~z
3
2

) , (A.13)

33In this particular case the linear problem is solved in terms of Airy functions, but we do not use this

exact solution.
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(
+

−

)
(
−
+

)

(
+

−

) (
−
+

)

(
+

−

)(
−
+

)

R̃

R̃

R̃

ΨI

ΨII

ΨIII

Figure 6. Dominant and sub-dominant solutions.

or, if one decides to use the left action of monodromy matrices:

Ψ(z) = Y (z)T =

(
ψ1(z)

ψ2(z)

)
, (A.14)

with

ψ1(z) = e
2
3~ z

3
2
(
z−

1
4 z

1
4

)
, ψ2(z) = e−

2
3~ z

3
2
(
z−

1
4 −z

1
4

)
(A.15)

being two linearly independent solutions of the linear system. Everywhere except three

Stokes rays, z = re
2πi
3

(k+ 1
2

), r > 0 and k = 0, 1, 2, one of these solutions is asymptotically

large (dominant), compared to another exponentially small one (sub-dominant), and the

dominant solution is actually defined only up to addition of the sub-dominant one. On the

Stokes rays both solutions can be defined uniquely, since both are oscillating, but when

one goes from one Stokes ray to another one, some triangular transformation can emerge

(this is called the Stokes phenomenon).

We divide now complex plane by three anti-Stokes rays, z = re
2πik
3 , r > 0 and k =

0, 1, 2, so that solutions in each sector, bounded by the anti-Stokes rays, are given by

analytic continuations of the solution on the corresponding Stokes ray. We choose the

easiest option to switch from one pair of solutions to another on the anti-Stokes rays,

where both exponents in (A.15) are real.

The asymptotic solutions (A.15) contain also the factors z−
1
4 . To make them single-

valued one has to choose some branch cuts and fix jumps on these lines, so that their

product is (e2πi)−
1
4 = −i. To simplify computations we choose 3 such cuts,34 coinciding

with the anti-Stokes rays, all with jumps +i, and chose initial branch of this function so

that (r + i0)−
1
4 > 0 for r > 0. In this setup solutions ψ1 and ψ2 become dominant and

sub-dominant on different sides of the anti-Stokes rays, see figure 6, where “+” denotes

dominant and “−” corresponds to subdominant.

When we cross the Stokes lines, solutions in the final sector are expressed as linear

combinations of analytic continuations of solutions in the initial sector. This linear trans-

34Another possible option is to make a single branch cut with the jump (e2πi)−
1
4 = −i in some arbitrary

way.
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formation is described by the triangular matrix of general form

R̃(α) =

(
α i

i 0

)
, (A.16)

which takes into account the jumps of z−
1
4 and the Stokes phenomenon, when dominant

solution is defined up to adding subdominant in the basis as in figure 6. In principal, α’s

can be different for each Stokes transformation, but since solution Ψ is analytic at the

turning point, corresponding total monodromy should satisfy R̃(αI)R̃(αII)R̃(αIII) = I,
with the unique solution αI = αII = αIII = −1, so finally

R̃ =

(
−1 i

i 0

)
. (A.17)

A.3 WKB foliation and parameterization of monodromies

To extend this construction globally we have to start with global definition for the anti-

Stokes rays, starting at the turning points. This is done as follows: take the WKB dif-

ferential λdz and consider the anti-Stokes lines, where λdz ∈ R, or = λdz = 0. Taken

together, these lines define the WKB foliation, but we are now interested only in the leaves

of this foliation that start at the turning points. These leaves divide the plain into domains,

so that any solution, defined by its asymptotics at a turning point, can be continued to

neighboring domain and compared with solutions at another turning point, see figure 7.

Since the WKB solutions (A.11) behave like exp(±~−1
∫
λdz), the “positive” solution

at one point P0 maps to the negative one at the neighboring point P1, and vice versa, so

that the corresponding transition matrix is given uniquely by

X̃(x) =

(
0 −ix
−i/x 0

)
, (A.18)

where x ∼ exp(~−1
∫ P1

P0
λdz) is one of the parameters parameterizing the monodromy data.

It is also known that x2 ∼ exp(~−1
∮
λdz) is a cluster variable.

To define the whole system of domains with chosen pair of solutions in each of them, we

add extra lines, separating neighboring turning points, and attach transition matrices X̃(x)

to these lines, see figure 7. The direction of transition through these lines, corresponding

to the matrix X(x), is shown by extra tiny arrows, though due to X̃(x)2 = −1 it affects

only the signs.

Now we have all necessary ingredients, up to normalizations. By simultaneous conjuga-

tion one can e.g. remove the i-factors, so that finally the transition matrices, corresponding

to transitions, shown in figure 8, look as follows35

R =

(
−1 1

−1 0

)
, L = R−1 =

(
0 −1

1 −1

)
, X(x) =

(
0 −x

1/x 0

)
. (A.19)

35Notice that our (A.19) are different from similar matrices from [68], probably since in Teichmüller case

the group is PGL(2,R) and signs are inessential.

– 44 –



J
H
E
P
1
2
(
2
0
2
0
)
1
2
5

X̃(x)

P1

P0

Figure 7. Neighboring turning points.

R

L

X(x)

X(−x)

Figure 8. Transition matrices.

For technical reason we also introduce the diagonal matrix

D(a) =

(
a 0

0 1/a

)
(A.20)

to be used to adjust normalization in each sector. There is also an obvious relation

X(x)−1 = X(−x) = −X(x).

B Irregular conformal blocks and Barnes G-functions

The Whittaker-Gaiotto vector |∆,Λ2〉 ∈ H∆,c in the Virasoro module H∆,c with the highest

weight ∆ and central charge c is defined by

L1 |∆,Λ2〉 = Λ2 |∆,Λ2〉
Ln |∆,Λ2〉 = 0, n ≥ 2,

(B.1)

(it is enough to require L2 |∆,Λ2〉 = 0), which under initial condition |∆,Λ2〉
∣∣
Λ=0

= |∆〉0
given at Λ = 0 by the highest weight vector of H∆,c can be presented as an expansion [50]

|∆,Λ2〉 =
∑
Y

Λ2|Y |Q∆,c(Y, [1]|Y |)−1L−Y |∆〉0, (B.2)
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where Y = {Y1 ≥ Y2 ≥ . . . ≥ Yl > 0} is a partition, |Y | =
∑l

k=1 Yk, L−Y |∆〉0 =

L−Y1 . . . L−Yl |∆〉0 ∈ H∆,c is a vector in the Virasoro module at the level |Y |, i.e.

L0L−Y |∆〉0 = |Y | · L−Y |∆〉0, (B.3)

and

Q∆,c(Y, Y
′) = 0 〈∆|LY L−Y ′ |∆〉0 (B.4)

is the Shapovalov form ofH∆,c. In (B.2) |[1]|Y |〉 ∈ H∆,c is a special vector |[1]|Y |〉 = L
|Y |
−1 |∆〉0

at level |Y |, corresponding to a column Young diagram of height l, and it follows from (B.2)

that Whittaker-Gaiotto vector satisfies

L0 |∆,Λ2〉 =

(
∆ +

Λ

2

∂

∂Λ

)
|∆,Λ2〉 . (B.5)

The irregular 4-point conformal block is just a scalar product

〈∆, 1|∆,Λ2〉 = 〈b−2, b−1σ|b−2t, b−1σ〉 ≡ 〈b−1σ|b−2t, b−1σ〉, (B.6)

where we have applied convenient parameterization

c = 1 + 6(b+ b−1)2, ∆ = ∆(σ, b) =
1− 4σ2

4b2
+

1

2
+
b2

4
, t = Λ2/b2. (B.7)

At c = 1 or b = i the irregular block from (2.21) and below can be defined therefore by the

following scalar product

B(σ, t) = 〈iσ| − t, iσ〉 = 1 +
t

2σ2
+

t2(1 + 8σ2)

4σ2(1− 4σ2)2
+O(t3). (B.8)

Irregular conformal block (B.6) can be obtained as a “matter decoupling” limit

∆1x→ 0,

∆4x→ 0,

(∆2 −∆1)
√
x = Λ2 = const,

(∆3 −∆4)
√
x = Λ2 = const

(B.9)

of the 4-point Virasoro conformal block

Bα(x) =
∑
|Y |=|Y ′|

x|Y |γ∆4∆3∆α(Y )Q−1
∆α

(Y, Y ′)γ∆1∆2∆α(Y ′), (B.10)

where α parameterizes the intermediate dimension, the sum is over all pairs of Young

diagrams, and

γ∆3∆2∆1(Y ) =

l(Y )∏
i=1

(
Y i∆2 + ∆1 −∆3 +

∑
j<i

Y j

)
. (B.11)

The five- and six-point blocks we discussed in section 6 can be treated similarly, but explicit

formulas are far more complicated, and therefore — less useful. As an example we present

here an explicit combinatorial expression for the 5-point case.
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The analog of (B.10) for the five-point block is

Bα,β(z, x) =
∑

|Y1|=|Y ′1 |
|Y2|=|Y ′2 |

x|Y1|z|Y2|γ∆1∆2∆β
(Y ′1)Q−1

∆β
(Y1, Y

′
1)γ∆β∆∆α(Y2)Q−1

∆α
(Y2, Y

′
2)×

∑
Y⊂Y1

z−|Y |γ(∆α+|Y2|)∆∆β
(Y )γ∆4∆3∆α(Y ′2 + (Y1 \ Y )).

(B.12)

The last sum in (B.12) is over the sub-collections Y of rows of a diagram Y1, and Y ′2+(Y1\Y )

denotes a tableau that is obtained by adding the remaining rows of Y1 (that are not in

Y ) to the bottom of Y ′2 . Note that although the resulting tableau is not necessarily a

Young diagram, the definition of the corresponding gamma still makes sense. As compared

to [69], (B.12) involves direct computation of the descendants three point functions.

Similarly to (B.9) we now take the limit

z → 0, ∆1z
2 → 0, ∆4z

2 → 0,

(∆2 −∆1)z = Λ2
1w = const, (∆3 −∆4)z = Λ2

2w = const,
z2

x
= w2 = const,

(B.13)

when the gamma-factors (B.11) behave as follows:

γ∆1∆2∆β
(Y ′1) =

l(Y ′1)∏
i=1

(
Λ2

1w

z
+ (Y ′i1 − 1)o(z−2) +O(1)

)
= O

(
z−|Y

′
1 |
)
,

γ∆4∆3∆α(Y ′2 + (Y1 \ Y )) =

l(Y ′2+(Y1\Y ))∏
i=1

(
Λ2

2w

z
+ ((Y ′2 + (Y1 \ Y ))i − 1)o(z−2) +O(1)

)
= O

(
z−|Y

′
2 |−|Y1|+|Y |

)
.

(B.14)

Note, that the estimates saturate when both diagrams under consideration (Y ′1 and Y ′2+(Y1\
Y )) are columns. The resulting power of z in (B.12) is O(z2|Y1|+Y2−|Y |−|Y ′1 |−|Y ′2 |−|Y1|+|Y |) =

O(1). It follows that for a given pair (|Y1|, |Y2|) the only choice of Y ′1 , Y ′2 and Y1 \ Y that

contributes to the irregular limit is

Y ′1 = [1|Y1|], Y ′2 = [1|Y2|], Y1 \ Y = [1|Y1\Y |], (B.15)

where [1l] again denotes a Young diagram that is a column of height l. After these substi-

tutions (B.12) reduces to

w∆β+∆−∆α 〈∆α,Λ
2
2|V∆(w) |∆β ,Λ

2
1〉 =

=
∑

Y1,Y2,Y⊂Y1
Y1\Y is a column

w|Y2|−|Y |Λ
2|Y1|
1 Λ

2|Y2|+2|Y1\Y |
2 Q−1

∆β
(Y1, [1

|Y1|])Q−1
∆α

(Y2, [1
|Y2|])·

· γ∆β∆∆α(Y2)γ(∆α+|Y2|)∆∆β
(Y )

(B.16)

When the dimension ∆ is degenerate, the limit (B.13) descends to the level of the corre-

sponding BPZ equations, in particular for ∆ = ∆(1,2) this limit corresponds to the Heun-

Mathieu reduction into (6.9). For ∆ = ∆(2,1) this limit turns the Painlevé VI Hamilton-

Jacobi equation into the Painlevé III3 Hamilton-Jacobi equation (6.10) (together with

reduction of Painlevé VI into Painlevé III3).
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Barnes functions. The structure constants in (2.21) are expressed in terms of the Barnes

G-function. For completeness we collect here its most important properties we use in the

main text. Namely,

G(x+ 1) = Γ(x)G(x), G(1) = G(2) = 1,

G(1− k) = 0, k ∈ Z>0.
(B.17)

In section 4 we have used an identity

G(1 + x− n)

G(1 + x)
=
G(1− x+ n)

G(1− x)

(
sinπx

π

)n
(−1)n(n−1)/2, (B.18)

which follows from the well-known formula

Γ(z)Γ(1− z) =
π

sinπz
(B.19)

for the Euler gamma-functions.

We also provide the integral which is used in the derivation of (2.44) and (4.26)∫ z

log Γ(x)dx =
z(1− z)

2
+
z

2
log 2π + (z − 1) log Γ(z)− logG(z). (B.20)

The following identity for dilogarithm is used in the computation of the constant (4.32)

Li2(z) + Li2(1/z) = −π
2

6
− 1

2
log2(−z). (B.21)

We also used another identity that relates dilogarithms to Barnes functions:

Li2(e2πiz) = −2πi log
G(1 + z)

G(1− z)
− 2πiz log

sinπz

π
− π2z(1− z) +

π2

6
. (B.22)

C The solution at infinity

When t? →∞, the solution of (2.5) can be expanded in the powers of t
−1/4
? :

w = t
1/2
? t1/2

(
1 + X
1−X

)2

− t1/4? t1/4
(1 + X )(2(ν + i)X 4 − (6iν2 − 6ν − i)X 2 − 2ν)

16X (1−X )3
+

1

2048X 2(1−X )4

(
16(i+ ν)2X 8 + 4(6iν3 − 22ν2 − 27iν + 11)X 7

− 16(6iν3 − 12ν2 − 7iν + 1)X 6 − (36ν4 + 64iν3 − 112ν2 − 128iν + 53)X 5

− 4(36ν4 + 72iν3 − 40ν2 − 4iν + 1)X 4 − (36ν4 + 80iν3 − 136ν2 − 48iν + 9)X 3

+ 16iν(6ν2 + 6iν − 1)X 2 − 4iν(6ν2 − 4iν − 1)X + 16ν2
)

+O(t
−1/4
? )

(C.1)
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Here t = t/t? is the re-scaled time (so the pole is at t = 1),

X = exp(8i(t1/4 − 1)t
1/4
? )tiν̃/4A(1, ν̃),

e4πiρ? = 2−5iν̃ exp

(
πν̃

2

)
Γ(iν̃ + 1/2)√

2π
t
−iν̃/4
? exp(−8it

1/4
? )A(1, ν̃),

A(t, ν) = 1 +
3i

128

(
1− 4ν2

)
t
−1/4
? t−1/4−

− 144ν4 − 320iν3 − 72ν2 + 272iν + 9

32768
t
−1/2
? t−1/2 +O(t

−3/4
? ).

(C.2)

Note that coefficients of A(t, ν) = 1 + A1(ν)t
−1/4
? t−1/4 + A2(ν)t

−1/2
? t−1/2 + . . . are not

constrained by the ansatz (C.1). A(t, ν) has to be determined from the requirement that

the pole is at t = 1, i.e. from vanishing of the tau function as in (4.16), or by re-summation

of (C.1) near the pole:

w =
W−2(t)

(X −A(t, ν̃))2
+

W−1(t)

X −A(t, ν̃)
+W0(t) + . . . (C.3)

where w(t) indeed develops a pole at t = 1 since X (t = 1) = A(1, ν̃), and

W−2(t) = −
((
− t

d

dt
+ 2it1/4t

1/4
? +

iν̃

2

)
A(t, ν̃)

)2

,

W−1(t) = −
(
− t

d

dt
+ 2it1/4t

1/4
? +

iν̃

2

)2

A(t, ν̃).

(C.4)

When expanded in powers of (X − 1), (C.1) and (C.3) should coincide, and it determines

A(t, ν̃) and coefficients {Wi(t)}:

W0(t) = t
1/2
? t1/2 +

5i+ 6ν

8
t
1/4
? t1/4 +

5ν2 + 5iν − 3

128
+O(t

−1/4
? ),

W1(t) =
i

8
t
1/4
? t1/4 − 6ν2 − 26iν + 13

512
+O(t

−1/4
? ),

W2(t) =
ν

8
t
1/4
? t1/4 +O(1).

(C.5)

The value of w0 follows from (2.11):

w0 =
2t

1/2
?

3
+

2ν + i

3
t
1/4
? +

2ν2 + 2iν − 5

48
+O(t

−1/4
? ). (C.6)

To compute integral in (4.23) for t? → ∞ we substitute the solution (C.1). Up to the

zeroth order in t? the integral becomes∫ ∞
1

(
t
1/2
? t−1/2P1(X̂ ) + t

1/4
? t−3/4P2(X̂ ) + t

1/4
? t−1/2P3(X̂ )− 2

(t− 1)2

)
dt, (C.7)
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where

X̂ =
X

A(1, ν̃)
= exp(8i(t1/4 − 1)t

1/4
? )tiν̃/4, P1(X ) =

192X 4

(1−X 2)4
,

P2(X ) = −4X 2((i+ 2ν)X 6 + 4iX 5 − 18i(i+ ν)2X 4 − 8iX 3 − 18iν2X 2 + 4iX − i− 2ν)

(1−X 2)5
,

P3(X ) = −36iX 4(1 + X 2)(2ν2 + 2iν − 1)

(1−X 2)5
.

(C.8)

The integration in (C.7) is over t, while the exponent inside X̂ contains large parameter t?
which controls the order of subsequent integrations. We proceed via integration by parts,

and the result reads∫ ∞
1

(
t
1/2
? t−1/2P1(X̂ ) + t

1/4
? t−3/4P2(X̂ ) + t

1/4
? t−1/2P3(X̂ )− 2

(t− 1)2

)
dt =

= 4it
1/4
? +

9

8
+
iν

2
− log 2 +O(t

−1/4
? ).

(C.9)

D Coefficients of the general conformal block at infinity

Here we present first seven terms of the expansion of generic irregular block (7.22) at

infinity:

B∞(ν, ε1, ε2) = 1 +
N1(ν, ε1, ε2)

24 · ε1ε2r
+

N2(ν, ε1, ε2)

29 · (ε1ε2r)2
+

N3(ν, ε1, ε2)

3 · 213 · (ε1ε2r)3
+

N4(ν, ε1, ε2)

3 · 219 · (ε1ε2r)4
+

+
N5(ν, ε1, ε2)

15 · 223 · (ε1ε2r)5
+

N6(ν, ε1, ε2)

45 · 228 · (ε1ε2r)6
+

N7(ν, ε1, ε2)

35 · 9 · 232 · (ε1ε2r)7
+ . . .

(D.1)

They are

N1(ν, ε1, ε2) = 3ε21ν + 8ε1ε2ν + 3ε22ν − 4ν3

N2(ν, ε1, ε2) = 9ε51ε2 + 48ε41ε
2
2 + 78ε31ε

3
2 + 48ε21ε

4
2 + 9ε1ε

5
2+

9ε41ν
2 − 88ε31ε2ν

2 − 238ε21ε
2
2ν

2 − 88ε1ε
3
2ν

2 + 9ε42ν
2 − 24ε21ν

4 + 16ε1ε2ν
4 − 24ε22ν

4 + 16ν6

N3(ν, ε1, ε2) = 81ε71ε2ν − 2592ε61ε
2
2ν − 13425ε51ε

3
2ν − 21312ε41ε

4
2ν−

13425ε31ε
5
2ν − 2592ε21ε

6
2ν + 81ε1ε

7
2ν + 27ε61ν

3 − 1116ε51ε2ν
3 + 7057ε41ε

2
2ν

3 + 18552ε31ε
3
2ν

3+

7057ε21ε
4
2ν

3 − 1116ε1ε
5
2ν

3 + 27ε62ν
3 − 108ε41ν

5 + 1776ε31ε2ν
5 + 552ε21ε

2
2ν

5 + 1776ε1ε
3
2ν

5−
108ε42ν

5 + 144ε21ν
7 − 576ε1ε2ν

7 + 144ε22ν
7 − 64ν9

N4(ν, ε1, ε2) = 243ε101 ε
2
2 − 44064ε91ε

3
2 − 313740ε81ε

4
2−

831456ε71ε
5
2 − 1124046ε61ε

6
2 − 831456ε51ε

7
2 − 313740ε41ε

8
2 − 44064ε31ε

9
2 + 243ε21ε

10
2 + 486ε91ε2ν

2−
41040ε81ε

2
2ν

2 + 808128ε71ε
3
2ν

2 + 3941328ε61ε
4
2ν

2 + 6105012ε51ε
5
2ν

2+

3941328ε41ε
6
2ν

2 + 808128ε31ε
7
2ν

2 − 41040ε21ε
8
2ν

2 + 486ε1ε
9
2ν

2 + 81ε81ν
4 − 7776ε71ε2ν

4+

206052ε61ε
2
2ν

4 − 830176ε51ε
3
2ν

4 − 2213466ε41ε
4
2ν

4 − 830176ε31ε
5
2ν

4+

206052ε21ε
6
2ν

4 − 7776ε1ε
7
2ν

4 + 81ε82ν
4 − 432ε61ν

6 + 21312ε51ε2ν
6 − 210448ε41ε

2
2ν

6−
166656ε31ε

3
2ν

6 − 210448ε21ε
4
2ν

6 + 21312ε1ε
5
2ν

6 − 432ε62ν
6 + 864ε41ν

8 − 19968ε31ε2ν
8+

33216ε21ε
2
2ν

8 − 19968ε1ε
3
2ν

8 + 864ε42ν
8 − 768ε21ν

10 + 5632ε1ε2ν
10 − 768ε22ν

10 + 256ν12
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N5(ν, ε1, ε2) = 3645ε121 ε
2
2ν − 942840ε111 ε

3
2ν + 54505737ε101 ε

4
2ν+

363517920ε91ε
5
2ν + 918147258ε81ε

6
2ν + 1221269040ε71ε

7
2ν+

918147258ε61ε
8
2ν + 363517920ε51ε

9
2ν + 54505737ε41ε

10
2 ν−

942840ε31ε
11
2 ν + 3645ε21ε

12
2 ν + 2430ε111 ε2ν

3 − 374220ε101 ε
2
2ν

3 + 19525950ε91ε
3
2ν

3−
275671824ε81ε

4
2ν

3 − 1287899580ε71ε
5
2ν

3 − 1960171080ε61ε
6
2ν

3 − 1287899580ε51ε
7
2ν

3−
275671824ε41ε

8
2ν

3 + 19525950ε31ε
9
2ν

3 − 374220ε21ε
10
2 ν

3 + 2430ε1ε
11
2 ν

3 + 243ε101 ν
5−

43200ε91ε2ν
5 + 2537055ε81ε

2
2ν

5 − 52037920ε71ε
3
2ν

5 + 113231582ε61ε
4
2ν

5 + 333908800ε51ε
5
2ν

5+

113231582ε41ε
6
2ν

5 − 52037920ε31ε
7
2ν

5 + 2537055ε21ε
8
2ν

5 − 43200ε1ε
9
2ν

5 + 243ε102 ν
5−

1620ε81ν
7 + 164160ε71ε2ν

7 − 4892880ε61ε
2
2ν

7 + 34381120ε51ε
3
2ν

7 + 36999432ε41ε
4
2ν

7+

34381120ε31ε
5
2ν

7 − 4892880ε21ε
6
2ν

7 + 164160ε1ε
7
2ν

7 − 1620ε82ν
7 + 4320ε61ν

9 − 253440ε51ε2ν
9+

3337120ε41ε
2
2ν

9 − 2296320ε31ε
3
2ν

9 + 3337120ε21ε
4
2ν

9 − 253440ε1ε
5
2ν

9 + 4320ε62ν
9−

5760ε41ν
11 + 171520ε31ε2ν

11 − 600320ε21ε
2
2ν

11 + 171520ε1ε
3
2ν

11 − 5760ε42ν
11 + 3840ε21ν

13−
40960ε1ε2ν

13 + 3840ε22ν
13 − 1024ν15

N6(ν, ε1, ε2) = 10935ε151 ε
3
2 − 6123600ε141 ε

4
2 + 1870567830ε131 ε

5
2+

15399920880ε121 ε
6
2 + 51915211065ε111 ε

7
2 + 99666119520ε101 ε

8
2 + 122548253940ε91ε

9
2+

99666119520ε81ε
10
2 + 51915211065ε71ε

11
2 + 15399920880ε61ε

12
2 + 1870567830ε51ε

13
2 − 6123600ε41ε

14
2 +

10935ε31ε
15
2 + 32805ε141 ε

2
2ν

2 − 11518200ε131 ε
3
2ν

2 + 1355959926ε121 ε
4
2ν

2 − 48923552664ε111 ε
5
2ν

2−
306706300965ε101 ε

6
2ν

2 − 743963673456ε91ε
7
2ν

2 − 976770129132ε81ε
8
2ν

2 − 743963673456ε71ε
9
2ν

2−
306706300965ε61ε

10
2 ν

2 − 48923552664ε51ε
11
2 ν

2 + 1355959926ε41ε
12
2 ν

2 − 11518200ε31ε
13
2 ν

2+

32805ε21ε
14
2 ν

2 + 10935ε131 ε2ν
4 − 2653560ε121 ε

2
2ν

4 + 249573150ε111 ε
3
2ν

4 − 10060239960ε101 ε
4
2ν

4+

101230015113ε91ε
5
2ν

4 + 465473120976ε81ε
6
2ν

4 + 701077918020ε71ε
7
2ν

4 + 465473120976ε61ε
8
2ν

4+

101230015113ε51ε
9
2ν

4 − 10060239960ε41ε
10
2 ν

4 + 249573150ε31ε
11
2 ν

4 − 2653560ε21ε
12
2 ν

4+

10935ε1ε
13
2 ν

4 + 729ε121 ν
6 − 211896ε111 ε2ν

6 + 22012614ε101 ε
2
2ν

6 − 998646360ε91ε
3
2ν

6+

16573211767ε81ε
4
2ν

6 − 12533430384ε71ε
5
2ν

6 − 54762121708ε61ε
6
2ν

6 − 12533430384ε51ε
7
2ν

6+

16573211767ε41ε
8
2ν

6 − 998646360ε31ε
9
2ν

6 + 22012614ε21ε
10
2 ν

6 − 211896ε1ε
11
2 ν

6 + 729ε122 ν
6−

5832ε101 ν
8 + 1017360ε91ε2ν

8 − 61096680ε81ε
2
2ν

8 + 1387273920ε71ε
3
2ν

8 − 7019554512ε61ε
4
2ν

8−
8853922464ε51ε

5
2ν

8 − 7019554512ε41ε
6
2ν

8 + 1387273920ε31ε
7
2ν

8 − 61096680ε21ε
8
2ν

8+

1017360ε1ε
9
2ν

8 − 5832ε102 ν
8 + 19440ε81ν

10 − 2177280ε71ε2ν
10 + 73886400ε61ε

2
2ν

10−
694890240ε51ε

3
2ν

10 + 82687392ε41ε
4
2ν

10 − 694890240ε31ε
5
2ν

10 + 73886400ε21ε
6
2ν

10−
2177280ε1ε

7
2ν

10 + 19440ε82ν
10 − 34560ε61ν

12 + 2361600ε51ε2ν
12 − 38800640ε41ε

2
2ν

12+

78743040ε31ε
3
2ν

12 − 38800640ε21ε
4
2ν

12 + 2361600ε1ε
5
2ν

12 − 34560ε62ν
12 + 34560ε41ν

14−
1259520ε31ε2ν

14 + 6643200ε21ε
2
2ν

14 − 1259520ε1ε
3
2ν

14 + 34560ε42ν
14 − 18432ε21ν

16+

258048ε1ε2ν
16 − 18432ε22ν

16 + 4096ν18

N7(ν, ε1, ε2) = 229635ε171 ε
3
2ν − 155539440ε161 ε

4
2ν + 55884131793ε151 ε

5
2ν−

5391195581664ε141 ε
6
2ν − 41384943697797ε131 ε

7
2ν − 132047280084240ε121 ε

8
2ν − 245411586797391ε111 ε

9
2ν−

298557581216832ε101 ε
10
2 ν − 245411586797391ε91ε

11
2 ν − 132047280084240ε81ε

12
2 ν − 41384943697797ε71ε

13
2 ν−

5391195581664ε61ε
14
2 ν + 55884131793ε51ε

15
2 ν − 155539440ε41ε

16
2 ν + 229635ε31ε

17
2 ν + 229635ε161 ε

2
2ν

3−
105632100ε151 ε

3
2ν

3 + 18965185533ε141 ε
4
2ν

3 − 1530711243432ε131 ε
5
2ν

3 + 39264115062519ε121 ε
6
2ν

3+
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234925104022308ε111 ε
7
2ν

3+552197105280009ε101 ε
8
2ν

3+717652495077840ε91ε
9
2ν

3+552197105280009ε81ε
10
2 ν

3+

234925104022308ε71ε
11
2 ν

3 + 39264115062519ε61ε
12
2 ν

3 − 1530711243432ε51ε
13
2 ν

3 + 18965185533ε41ε
14
2 ν

3−
105632100ε31ε

15
2 ν

3 + 229635ε21ε
16
2 ν

3 + 45927ε151 ε2ν
5 − 16186716ε141 ε

2
2ν

5+

2366650629ε131 ε
3
2ν

5−174442592520ε121 ε
4
2ν

5+5786660199159ε111 ε
5
2ν

5−38906707376292ε101 ε
6
2ν

5−
182914338354531ε91ε

7
2ν

5−274659838097904ε81ε
8
2ν

5 − 182914338354531ε71ε
9
2ν

5−38906707376292ε61ε
10
2 ν

5+

5786660199159ε51ε
11
2 ν

5−174442592520ε41ε
12
2 ν

5 + 2366650629ε31ε
13
2 ν

5 − 16186716ε21ε
14
2 ν

5+

45927ε1ε
15
2 ν

5 + 2187ε141 ν
7 − 959364ε131 ε2ν

7 + 156244221ε121 ε
2
2ν

7 − 12286588104ε111 ε
3
2ν

7+

465501666903ε101 ε
4
2ν

7 − 6261628992892ε91ε
5
2ν

7 − 1711641220383ε81ε
6
2ν

7 + 7163451093904ε71ε
7
2ν

7−
1711641220383ε61ε

8
2ν

7 − 6261628992892ε51ε
9
2ν

7 + 465501666903ε41ε
10
2 ν

7 − 12286588104ε31ε
11
2 ν

7+

156244221ε21ε
12
2 ν

7 − 959364ε1ε
13
2 ν

7 + 2187ε142 ν
7 − 20412ε121 ν

9 + 5524848ε111 ε2ν
9 − 559381032ε101 ε

2
2ν

9+

25652744880ε91ε
3
2ν

9 − 476390311684ε81ε
4
2ν

9 + 1668037353696ε71ε
5
2ν

9 + 2332861063888ε61ε
6
2ν

9+

1668037353696ε51ε
7
2ν

9 − 476390311684ε41ε
8
2ν

9 + 25652744880ε31ε
9
2ν

9−559381032ε21ε
10
2 ν

9+

5524848ε1ε
11
2 ν

9 − 20412ε122 ν
9 + 81648ε101 ν

11 − 15059520ε91ε2ν
11 + 968330160ε81ε

2
2ν

11−
24485180160ε71ε

3
2ν

11 + 174548349024ε61ε
4
2ν

11 + 43770125952ε51ε
5
2ν

11 + 174548349024ε41ε
6
2ν

11−
24485180160ε31ε

7
2ν

11 + 968330160ε21ε
8
2ν

11 − 15059520ε1ε
9
2ν

11 + 81648ε102 ν
11 − 181440ε81ν

13+

22498560ε71ε2ν
13 − 863143680ε61ε

2
2ν

13 + 10046032640ε51ε
3
2ν

13 − 12006384768ε41ε
4
2ν

13+

10046032640ε31ε
5
2ν

13 − 863143680ε21ε
6
2ν

13 + 22498560ε1ε
7
2ν

13 − 181440ε82ν
13 + 241920ε61ν

15−
18902016ε51ε2ν

15 + 372286208ε41ε
2
2ν

15 − 1227835392ε31ε
3
2ν

15 + 372286208ε21ε
4
2ν

15−
18902016ε1ε

5
2ν

15 + 241920ε62ν
15 − 193536ε41ν

17 + 8343552ε31ε2ν
17 − 58533888ε21ε

2
2ν

17+

8343552ε1ε
3
2ν

17 − 193536ε42ν
17 + 86016ε21ν

19 − 1490944ε1ε2ν
19 + 86016ε22ν

19 − 16384ν21
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[42] G.V. Dunne and M. Ünsal, WKB and Resurgence in the Mathieu Equation,

arXiv:1603.04924 [INSPIRE].
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