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Abstract

We study a discrete approximation of functionals depending on nonlocal gradients.
The discretized functionals are proved to be coercive in classical Sobolev spaces.

Keywords: nonlocal gradients, peridynamics, fractional Sobolev spaces, discrete ap-
proximations, discrete-to-continuum convergence.

1 Introduction

Variational problems involving nonlocal gradients ∇ρu defined by

∇ρupxq “
ż

Rd

ρpξq pupx ` ξq ´ upxqqξ
|ξ| dξ, (1)

where ρ is a suitable symmetric positive kernel, have been recently considered e.g. in
[16, 12]. In particular, Riesz kernels have been used in connection with fractional
Sobolev spaces (as in [5, 4]), in which case, and in general in the case of singular
kernels, this integral must be considered as a principal value, but this fact is not
relevant for the present paper.

Fractional-gradient integral functionals take the form

ż

Rd

fp∇ρuq dx, (2)

and boundary-value problems can be addressed on suitably defined spaces. These en-
ergies allow to consider problems stated in a weaker form than in usual Sobolev spaces.
On the other hand, by scaling such gradients, an approximation can be provided of
classical functionals of the Calculus of Variations [2]. More precisely, after considering
scaled kernels ρε defined by ρεpξq “ 1

εd
ρp ξ

ε
q, from the weak convergence of uε to u, we

may deduce the weak convergence of ∇ρε
uε to (a multiple of) the usual weak gradient
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∇u, upon some boundedness conditions on the Lp-norm of ∇ρε
uε (1 ă p ă 8). In

particular arguing as in [5] (see also [13]) we can deduce the convergence

lim
εÑ0

ż

Rd

|∇ρε
u|p dx “ Cp

ρ

ż

Rd

|∇u|p dx, where Cρ “ 1

d

ż

Rd

ρpξq|ξ| dξ, (3)

in the spirit of the celebrated paper of Bourgain et al. [3], as well as the related Γ-
convergence result. These results can be achieved thanks to the characterization of
nonlocal gradients in distributional form [5, 6, 16], which guarantees that weak limits
of nonlocal gradients are nonlocal gradients of the weak limit, or even, in the case of
the convergence in (3), classical weak gradients.

In this paper we propose a discretized approach to energies depending on nonlocal
gradients as in (1). Even though this subject has a clear connection with numerical
methods in the treatment of fractional problems (see e.g. [8, 7, 9, 17, 18]), this work
should be viewed as part of the exploration of the use of recent techniques in the
analysis of discrete systems by variational methods. In order to explain the spirit of
such an approach, we can compare the convergence in (3) with the analog convergence
in fractional-type Sobolev spaces shown by Bourgain et al. [3], of the type

lim
εÑ0

ż

RdˆRd

ρεpx ´ yq |upxq ´ upyq|p
|x ´ y|p dxdy “ rCρ

ż

Rd

|∇u|p dx, where rCρ “
ż

Rd

ρpξq dξ,
(4)

For functionals of type (4) a discretization approach is possible, proving their equiva-
lence with discrete energies depending on differences ui ´ uj parameterized on a cubic
lattice. Such differences can be interpreted as difference quotients of some interpo-
lation, for which the finiteness of the energy implies boundedness in some classical
Sobolev space.

In the case of nonlocal gradients such an equivalence is more delicate by the possible
cancellations in (1). We focus on the one-dimensional case, proposing an extension to
higher dimension at the end of the paper. In order to define discrete nonlocal gradients
in parallel with (1) it is convenient to note that, thanks to the symmetry of ρ, we also
have

∇ρupxq “
ż

R

ρpξqupx ` ξq ξ
|ξ| dξ “ ´

ż `8

0

ρpξqupx ´ ξqdξ `
ż `8

0

ρpξqupx ` ξqdξ. (5)

With this formula in mind, if u : Z Ñ R then we define its discrete nonlocal gradient

as the function u1
ρ : Z Ñ R, whose value at k P Z is

pu1
ρqk “ ´

Mÿ

i“1

ρi uk`1´i `
Mÿ

i“1

ρi uk`i, (6)

where uk “ upkq and ρi are positive values representing a discretization of the kernel
ρ. Note that in order to avoid considering the value of ρ at 0 we have introduced an
asymmetry in this definition, which amounts to a translation of 1

2
. This is not surprising

if we view uk as an average of a continuum function over the interval rk, k ` 1s, whose
center is k ` 1

2
. A formally more symmetric definition would be

pu1
ρqk “ ´

Mÿ

i“1

ρi uk´i `
Mÿ

i“1

ρi uk`i, (7)
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but this definition will not lead to coercive energies, as shown below.
Next, we scale this definition. If ε ą 0 and u : εZ Ñ R, then the nonlocal gradient

at scale ε is the function u1
ρε
: εZ Ñ R related to the discrete kernel ρε, which is defined

from ρ by scaling in the same way as for continuous kernels where ρεpxq “ 1

ε
ρ

`
x
ε

˘
. The

value of u1
ρε

at εk, with k P Z is

pu1
ρε

qk “ 1

ε

´
´

Mÿ

i“1

ρiuk`1´i `
Mÿ

i“1

ρiuk`i

¯
, (8)

where now uk “ upεkq.
The main result proved below is that we can improve the weak convergence of the

discrete nonlocal gradients to the weak convergence of the gradients of the interpola-
tions. That is, if uε : εZ Ñ R and u : R Ñ R are such that the interpolations of uε

weakly converge in L1

loc
to u and the interpolations of puεq1

ρ weakly converge in L2,

then indeed the interpolations of uε weakly converge in W
1,2
loc

to u.
The improved convergence is not a trivial fact and requires some minimal assump-

tions on ρi, since in (8) we may have cancellations due to the changing sign of the
coefficients. Indeed, if we have a constant ρi “ ρ then

pu1
ρε

qk “ ρ

ε

`
´uk´M`1 ´ uk´M`2 ´ . . . ´ uk´1 ´ uk ` uk`1 ` uk`2 ` . . . ` uk`M

˘
.

If M is even and we take uε
k “ p´1qk then the nonlocal gradient (at scale ε) of uε is 0,

but the interpolations of uε only converge weakly in L
p
loc

and are not bounded in any
Sobolev space. The same counterexample holds with arbitrary ρi, also not constant, if
the symmetric definition of gradient (7) is used.

As an application, in a discrete-to-continuum setting [1], we can consider functionals
of the form

ÿ

kPZ

εf

ˆ
1

ε

´ Mÿ

j“1

puk`j ´ ukqρj ´
Mÿ

j“1

puk´j`1 ´ ukqρj
¯˙

, (9)

and prove their convergence with respect to the weak convergence of the interpolations

in H1pRq to

ż
fpKu1qdt with K “

Mř
j“1

ρjp2j ´ 1q.

These results on discrete functions can be read in the continuum case as statements
on average values of sequences with bounded energies. For example, if ρ has support
r´1, 1s and ρi “ ρp i

M
q then we are considering a piecewise-constant approximation of

ρ. Given a continuum u and defined the value uk as the average of u on rε k
M
, εk`1

M
s,

the discrete nonlocal gradient of tukuk corresponds to the continuum nonlocal gradient
of u for the discretized kernel at εk, and the result above can be read as a compactness
result in H1

loc
for (the piecewise-affine interpolations of) such averages.

2 Discrete nonlocal gradients

We consider M P N and a decreasing array of positive numbers ρ1, . . . , ρM . Let u : Z Ñ
R and let uk “ upkq. The discrete non-local gradient related to ρ is the function
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u1
ρ : Z Ñ R, whose value at k P Z is defined by (6). Note that we can equivalently write

this quantity as

pu1
ρqk “ ρM puk`M ´ uk´M`1q ` ρM´1puk`M´1 ´ uk´M`2q ` . . . ` ρ1puk`1 ´ ukq

“ ρM

k`Mÿ

j“k´M`2

puj ´ uj´1q ` ρM´1

k`M´1ÿ

j“k´M`3

puj ´ uj´1q ` . . . ` ρ1puk`1 ´ ukq

“ ρM puk´M`2 ´ uk´M`1q ` pρM´1 ` ρM qpuk´M`3 ´ uk´M`2q ` . . .

`pρ2 ` ρ3 ` . . . ` ρM qpuk ´ uk´1q ` pρ1 ` ρ2 ` . . . ` ρM qpuk`1 ´ ukq
`pρ2 ` ρ3 ` . . . ` ρM qpuk`2 ´ uk`1q ` . . .

`pρM´1 ` ρM qpuk`M´1 ´ uk`M´2q ` ρM puk`M ´ uk`M´1q. (10)

We will consider ε ą 0 and the scaled discrete non-local gradients defined for func-
tions u : εZ Ñ R in (8) as the functions u1

ρε
: εZ Ñ R given at the point εk by

pu1
ρε

qk “ 1

ε
pu1

ρqk, (11)

where u1
ρ is given by (6) and we have used the notation uk “ upεkq.

Note that if we regard the value of uk as a mean value of a continuous function u

over the interval rk, k ` 1s then we loose some symmetry. In particular, the analog of
formula (1), obtained from (8) subtracting uk from all terms, reads as

pu1
ρε

qk “ 1

ε

´
´ρM puk´M`1 ´ ukq ´ ρM´1puk´M`2 ´ ukq ´ . . . ´ ρ2puk´1 ´ ukq

`ρ1puk`1 ´ ukq ` . . . ` ρM´1puk`M´1 ´ ukq ` ρM puk`M ´ ukq
¯
. (12)

Even though by (10) pu1
ρε

qk can be seen as a combination of the difference quotients

uj`1 ´ uj

ε

for k ´ M ` 1 ă j ď k ` M ´ 1, due to the sign changes in (12), in general pu1
ρqk

cannot be interpreted in terms of difference quotients of some interpolation for which
a bound in some Sobolev space can be derived, except for M “ 1, in which case only
one term is present and we have a classical nearest-neighbour interaction problem.

If ui “ ϕi “ ϕpεiq for some C1-function, since

uk`j ´ uk`j´1

ε
“ ϕpεpk ` jqq ´ ϕpεpk ` j ´ 1qq

ε
“ ϕ1pεkq ` op1q

as ε Ñ 0 for all j P t´M ` 2, . . . ,Mu, by (10) we have

pu1
ρε

qk “ ϕ1pεkq
Mÿ

j“1

ρjp2j ´ 1q ` op1q,

so that the piecewise-affine (or, equivalently, the piecewise-constant) interpolations of

ϕ1
ρε

converge to ϕ1 times the constant K :“ řM

j“1
ρjp2j ´ 1q.
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We will examine the asymptotic behaviour of functionals of the form

Fεpuq “
ÿ

kPZ

εf
`
pu1

ρε
qk

˘
(13)

when fpzq ě c1|z|2, and in particular their coerciveness properties. To that end, let
uε : εZ Ñ R. Note that if ϕ P C8

c pRq, from the equality

ÿ

kPZ

εppuεq1
ρε

qkϕk “ ´
ÿ

kPZ

εpϕ1
ρε

qkuε
k,

we deduce that if the interpolations of tuε
kuk weakly converge to some u in L2pRq as

ε Ñ 0 and the interpolations of tppuεq1
ρε

qkuk weakly converge to some v in L2pRq as
ε Ñ 0, then ż

R

vϕ dx “ ´
ż

R

Kϕ1u dx. (14)

Hence, u P W 1,2pRq and the interpolations of tppuεq1
ρε

qkuk weakly converge to Ku1.
Our aim is to improve this convergence showing that actually the piecewise-affine
interpolations of tuε

kuk converge in W 1,2pRq.

3 Eigenvalues of banded circulant matrices

Using the second equality in (10) we will express the discrete nonlocal gradient as
a linear combination of differences of nearest neighbours through a Toeplitz matrix,
or, equivalently considering boundary conditions, a circulant matrix. Coerciveness
properties can be deduced from bounds on minimal eigenvalues of such a matrix, for
which a general result can be proved.

We consider symmetric n-banded circulant matrices; that is, N ˆN matrices of the
form

A “

¨
˚̊
˚̊
˚̊
˚̊
˚̋

σ0 σ1 σ2 ¨ ¨ ¨ σN´1

σN´1 σ0 σ1 σ2

...

σN´1 σ0 σ1

. . .
...

. . .
. . .

. . . σ2

σ1

σ1 ¨ ¨ ¨ σN´1 σ0

˛
‹‹‹‹‹‹‹‹‹‚

(15)

with σN´j “ σj , σn ‰ 0 and σj “ 0 if j P tn ` 1, . . . , N ´ n ´ 1u.
We assume that the following convexity condition holds

σj´1 ´ σj ą σj ´ σj`1 for all j P t1, . . . , nu, (16)

which in particular implies that σj ą 0 for j P t0, . . . , nu.
Lemma 3.1. Let N ą 2n. Then λmin, the minimal eigenvalue of A, is larger than a

positive constant independent of N .
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Proof. By [11, Chapter 3] and the symmetry of the matrix, the minimal eigenvalue of
A is bounded from below by the minimum of the function

Φptq “ σ0 ` 2
nÿ

j“1

σj cospjtq

for t P r0, πs. The positivity of this trigonometric sum is a classical result due to Fejér
(see [10] for the orginal source or [14, Chapter 4] for a review and English translation):

in summary, using a closed form of Fejér kernels
ř

|k|ăj

pj ´kq cospktq “ 1´cospjtq
1´cos t

, we can

rewrite Φ as

Φptq “
n`1ÿ

j“1

pσj´1 ´ 2σj ` σj`1q1 ´ cospjtq
1 ´ cos t

. (17)

By (16) each coefficient σj´1 ´ 2σj ` σj`1 is strictly positive, so that Φ is a sum of
non-negative functions. In particular

minΦ ě σ0 ´ 2σ1 ` σ2 ą 0

and the claim.

Remark If A “ pai,jq is a symmetric, n´banded, N ˆ N Toeplitz matrix; that is,
ai,j “ σ|i´j| for |i ´ j| ď n with σn ‰ 0 and ai,j “ 0 otherwise, then a general result
about Hermitian Toeplitz matrices [11, Lemma 4.1] ensures that the eigenvalues of A
belong to the interval rmΦ,MΦs whose endpoints are respectively the minimum and
the maximum of the Fourier series

Φptq “
`8ÿ

k“´8

σke
ikt “ σ0 ` 2

nÿ

k“1

σk cospktq.

Henceforth, if the numbers tσkuk“0,...,n satisfy convexity condition (16) then Lemma
3.1 also holds for this class of Toeplitz matrices.

4 Coerciveness and discrete-to-continuum convergence

We first examine the coerciveness properties of reference quadratic energies as follows.

Theorem 4.1. Let ρi ą 0, i P t1, . . .Mu be a decreasing array of real numbers. Let

pa, bq be a bounded interval in R and let the energies

Fεpuq “
ÿ

kPZ

ε

ˇ̌
ˇ̌1
ε

´ Mÿ

j“1

puk`j ´ ukqρj ´
Mÿ

j“1

puk´j`1 ´ ukqρj
¯ˇ̌

ˇ̌
2

(18)

be defined for u : εZ Ñ R with upxq “ 0 if x P Rzpa, bq. Then there exists a constant Λ
such that

Fεpuq ě Λ
ÿ

kPZ

ε
ˇ̌
ˇ
uk`1 ´ uk

ε

ˇ̌
ˇ
2

(19)

for all u and ε ă 1

2M
.

6



Proof. We can suppose without loss of generality that pa, bq “ p0, 1q.
Let A be the matrix defined in (15) with n “ M ´ 1 and

σj “
Mÿ

k“j`1

ρk.

Note that the monotonicity condition on ρi ensures that (16) holds, and that the
function in (17) is given by

Φptq “
n`1ÿ

j“1

pρj ´ ρj`1q1 ´ cospjtq
1 ´ cos t

.

By Lemma 3.1 for all z with
řN

k“1
z2k “ 1 we have

|Az| ě |xAz, zy| ě λmin,

so that for all z we have |Az|2 ě Λ|z|2, where Λ “ pλminq2. Hence, (19) follows upon
taking N ě 1

ε
`4M and applying the previous estimate to zk “ 1

ε
puk`2M ´uk`2M´1q.

Note that zk “ 0 for k P t1, . . . , 2Mu and k P tN ´ 2M ` 1, . . . , Nu, so that

Fεpuq “
ÿ

kPZ

ε
ˇ̌
pAzqk´2M

ˇ̌
2
,

and the claim follows.

The following result proves a discrete-to-continuum convergence for discrete energies
using the improved coerciveness.

Theorem 4.2. Let ρi ą 0, i P t1, . . .Mu be a decreasing array of real numbers. Let f

be a convex function with c1|z|2 ` c0 ď fpzq ď c2|z|2 ` c3 with c1, c2 ą 0. Let pa, bq be

a bounded interval in R and let the energies

Fεpuq “
ÿ

kPZ

εf

ˆ
1

ε

´ Mÿ

j“1

puk`j ´ ukqρj ´
Mÿ

j“1

puk´j`1 ´ ukqρj
¯˙

(20)

be defined for u : εZ Ñ R with upxq “ 0 if x P Rzpa, bq. Then there exists the Γ-limit

of Fε with respect to the weak L2-convergence of interpolations as ε Ñ 0 and

Γ- lim
εÑ0

Fεpuq “
ż

pa,bq

fpKu1qdt, K “
Mÿ

j“1

p2j ´ 1qρj . (21)

with domain H1
0 pa, bq.

Proof. Let uε converge weakly to u and let Fεpuεq be equibounded. Then by the
previous theorem the sequence of the corresponding piecewise-affine interpolations is
weakly precompact in H1pRq, so that indeed uε weakly converges to u in H1pRq. Since
uε “ 0 outside pa, bq the convergence is actually in H1

0
pa, bq. Since for all fixed j all

7



interpolations of difference quotients 1

ε
puε

k`j´1
´ uε

k`jq weakly converge to u1, by (10)
the weak limit of puεq1

ρ is Ku1 (this can also be obtained as in (14)). By the weak lower
semicontinuity of z ÞÑ

ş
fpzq dt we then obtain the liminf inequality.

If u P C8
c pa, bq, extended by 0 outside pa, bq, then we have

Fεpuq “
ÿ

kPZ

εfpKu1pεkqq ` op1q,

as ε Ñ 0, and we obtain the pointwise convergence to
ş

pa,bq
fpKu1qdt. The limsup

inequality follows by density.

5 Application to continuum interpolations

We will use discretizations to provide an approximation for Γ-limits of continuum
functionals of the form

Fεpuq “
ż

R

fp∇ρε
uq dx

in the one-dimensional setting, with respect to the weak convergence in L2. As above,
here ρεpξq “ 1

ε
ρp ξ

ε
q.

Note that the equality
ż

R

ϕpxq∇ρε
upxq dx “ ´

ż

R

upxq∇ρε
ϕpxq dx

implies as in (14) that if uε weakly converges in L2pRq to u and the sequence ∇ρε
uε is

bounded in L2pRq, then actually u P H1pRq and the sequence ∇ρε
uε weakly converges

in L2pRq to Ku1, where

K “
ż

R

ρpξq|ξ| dξ,

and, if a growth condition of the type fpzq ě c1|z|2 holds, we deduce the Γ-convergence
of Fε to

F puq “
ż

R

fpKu1q dx

with respect to the weak convergence in L2pRq. However, we observe that for sequences
of functions uε P L2pRq with Fεpuεq equibounded in general we cannot deduce any
stronger coerciveness. Indeed, note that if ρ is integrable then for each ε ą 0 ∇ρε

is a
continuous operator in L2pRq, so that for a fixed function u P H1pRq we can find uε

tending to u in the L2-norm such that ∇ρε
uε is close to ∇ρε

u but with ∇uε unbounded
in L2pRq. More in general, we can give an explicit counterexample valid also for Riesz
fractional gradients. Let ρpξq “ |ξ|´1´α with α P p0, 1q. Let R ą 1 be fixed and let ϕ
be the cut-off function defined as ϕptq “ mint1, pR ´ |t|q`u. We define

uεptq “ ε2 sin
´ t

ε2

¯
ϕptq.

We then have

Fεpuεq ď 2

ż R

´R

´1

ε

ż 8

´8

ρεpx ´ yqpuεpxq ´ uεpyqq x ´ y

|x ´ y| dx
¯2

dy.

8



By using the bounds |uεptq ´ uεpsq| ď 2|t ´ s| and |uεptq| ď ε2, we obtain

1

ε

ˇ̌
ˇ
ż 8

´8

ρεpx ´ yqpuεpxq ´ uεpyqq x ´ y

|x ´ y| dx
ˇ̌
ˇ

ď 1

ε2

ż

t|ξ|ăε3{2u

ε1`α

|ξ|1`α
|uεpy ` ξq ´ uεpyq| dξ ` 1

ε2

ż

t|ξ|ąε3{2u

ε1`α

|ξ|1`α
|uεpy ` ξq| dξ

ď 4

ε1´α

ż ε3{2

0

1

ξα
dξ ` 2ε1`α

ż `8

ε3{2

1

ξ1`α
dξ “ 4

1 ´ α
ε

1´α
2 ` 2

α
ε1´ α

2 ď cpαqε 1´α
2 .

Hence,
Fεpuεq ď 4R cpαq2ε1´α

which is infinitesimal as ε Ñ 0, so that there is no constant c such that Fεpuεq ě
c}u1

ε}2
L2 .

We suppose now that ρ : R Ñ r0,`8q be a non-negative even continuous kernel
with support r´1, 1s and decreasing on r0, 1s. For M P N we let ρMi “ ρp i

M
q for

i P t1, . . . ,Mu and define the even piecewise-constant function ρM by

ρM pξq “ ρMi in
´ i ´ 1

M
,
i

M

¯
.

We also set ρMε pξq “ 1

ε
ρM p ξ

ε
q. The family FM,ε of discrete energies defined on functions

u : ε
M
Z Ñ R by

FM,εpuq “
ÿ

kPZ

ε

M
f

`
pu1

ρM
ε

qk
˘

can be interpreted as an approximation of the family Fε in the sense that the limit as
M Ñ `8 of the Γ-limit of FM

ε coincides with that of Fε. Moreover, for fixed M , the
family tFM,εuε is equicoercive in H1pRq in the sense specified in the first part of the
paper.

The sequence FM,ε can be related to the sequence of continuum energies

FM
ε puq “

ż

R

fp∇ρM
ε
uq dx.

Given a sequence tuεu with FM
ε puεq equibounded, we can suppose, up to a small

translation, that

FM
ε puεq ě

ÿ

kPZ

ε

M
f

ˆ
1

ε

ż ε

´ε

ρεpξqu
´ εk

M
` ξ

¯ ξ

|ξ| dξ
˙
.

We define the sequence of discrete functions uε,M : ε
M
Z Ñ R as

uε,M
´ ε

M
j
¯

“ u
ε,M
j “ ε

M

ż εj

M

εpj´1q
M

uεptq dt.

9



Moreover, we define the functions zε,M : ε
M
Z Ñ R by

zε,M
´ ε

M
j
¯

“ z
ε,M
j “ M

ε
puε,M

j ´ u
ε,M
j´1

q.

These functions are the difference quotients of uε,M on ε
M
Z.

We have

∇ρM
ε
u

´εk

M

¯
“ 1

ε

ż

R

ρMε pξqu
´ εk

M
` ξ

¯ ξ

|ξ| dξ

“ 1

ε2

ż ε

´ε

ρM
´ξ

ε

¯
u

´εk

M
` ξ

¯ ξ

|ξ| dξ

“ 1

εM

´ Mÿ

i“1

ρMi u
ε,M
i`k ´

0ÿ

i“´M`1

ρM1´iu
ε,M
i`k

¯

“ 1

εM

´
ρM
1

puε,M
1`k ´ u

ε,M
k q ` ρM

2
puε,M

2`k ´ u
ε,M
´1`kq ` ¨ ¨ ¨ ` ρMM puε,M

M`k ´ u
ε,M
´M`1`kq

¯

“ 1

M2

´
p
Mÿ

j“1

ρMj qzε,M
1`k ` p

Mÿ

j“2

ρMj qpzε,Mk ` z
ε,M
2`kq ` ¨ ¨ ¨ ` ρMM pzε,M´M`1`k ` z

ε,M
M`kq

¯
,

so that ∇ρM
ε
u at ε

M
k coincides with the discrete gradient of uε,M at k.

For i P t0, . . . ,M ´ 1u we consider

σi “ σM
i “

Mÿ

j“i`1

ρMj .

Let uε be compactly supported, so that uε
k is not zero for k P r´Nε, Nεs, and we

consider the circulating matrix as defined above of dimension 2Nε ` 2M ` 1, which is
denoted by AM .

If we take z “ zε,M as the vector with components zε,Mj , we obtain

Nε`Mÿ

k“´Nε´M

ε

M

´1

ε

ż ε

´ε

ρεpξqu
´ εk

M
` ξ

¯ ξ

|ξ| dξ
¯2

“
Nε`Mÿ

k“´Nε´M

ε

M

´ 1

M2
xAMz, ek`1y

¯2

“ ε

M

´ 1

M2
|AMz|

¯2

ě ε

M

´λmin

M2

¯2

|z|2 “
´λmin

M2

¯2
Nε`Mÿ

k“´Nε´M

ε

M

´u
ε,M
k ´ u

ε,M
k´1

ε
M

¯2

,

which proves the equicoerciveness of tFM
ε uε. Moreover, if uε weakly converges to u in

L2pRq then tuε,Muε weakly converge to u in H1pRq and we have the lower bound

lim inf
εÑ0`

FM
ε puεq ě lim inf

εÑ0`
FM,εpuε,M q.

A direct computation for u P C1pRq gives also the upper bound and shows the equality
of the Γ-limits. By letting M Ñ `8 we obtain an approximation of the Γ-limit of Fε.
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6 Generalization to higher dimensions

We can follow the arguments used above to provide a discrete approximation in di-
mension higher than one. The definition of discrete nonlocal gradient needs some care
in order to avoid excessive cancellations of terms. This can be done using some slight
asymmetries as for the similar problems already encountered in dimension one.

In order to generalize the one-dimensional definition, note that we can rewrite the
one-dimensional non-local gradient at a point k P Z as

`
∇ρu

˘
k

“
ÿ

iPZ, ią0

ρiuk`i ´
ÿ

iPZ, iď0

ρiuk`i “
ÿ

iPZ

ρiuk`i sign
´
i ´ 1

2

¯
, (22)

where

ρi “ ρ
´

|i ´ 1

2
|
¯
. (23)

This definition could be transposed to functions defined in Z
d, for which the discrete

nonlocal gradient is a vector in R
d. The discrete nonlocal derivative in the n-th direc-

tion could be defined as

´ Bρu
Bxn

¯

k
“

ÿ

iPZd

ρiuk`i

in ´ 1

2ˇ̌
ˇi ´

´
1

2
, . . . 1

2

¯ˇ̌
ˇ

(24)

for k P Z
d, where

ρi “ ρ
´ˇ̌

ˇi ´
´1

2
, . . .

1

2

¯ˇ̌
ˇ
¯
. (25)

However, this definition would not allow to describe properties of the interpolation of
functions u, since, for example, the oscillating function u with value uk “ p´1q|k1|`¨¨¨`|kn|

would have zero discrete non-local gradient.
We slightly modify the definition above introducing an asymmetry between the n-th

direction and the others, which forbids oscillations with zero gradient.

Definition 6.1. Let ρ : r0,`8q Ñ r0,`8q be a positive kernel with support r0,M s,
decreasing in r0,M s. We define the discrete nonlocal partial derivative in the n-th

direction of a function u : Zd Ñ R as the function defined by

´ Bρu
Bxn

¯

k
“

ÿ

iPZd

ρni uk`i (26)

for k P Z
d, where

ρni “ ρ
´

|i ´ 1

2
en|

¯ in ´ 1

2

|i ´ 1

2
en| . (27)

Note that ρni is non-negative for in ą 0 and non-positive for in ď 0, in analogy with

the one-dimensional definition. The discrete nonlocal gradient is the vector ∇ρu in R
d

whose n-th component is the discrete nonlocal derivative in the n-th direction.

If ε ą 0 the scaled discrete nonlocal partial derivatives
Bρε

u

Bxn

and related gradient

are defined by scaling as in the one-dimensional case.
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Properties of coerciveness for energies involving discrete nonlocal gradients can be
proven by resorting to examining one-dimensional sections. We give an example in
dimension two.

Example 6.2. In dimension d “ 2 we consider the simplest non-trivial case with
M “ 2. In this case we have

´ Bρu
Bx1

¯

k
“ ρ1puk`e1 ´ ukq ` ρ2puk`2e1 ´ uk´e1q

`̺puk`e1`e2 ´ uk`e2q ` ̺puk`e1´e2 ´ uk´e2q, (28)

where

ρ1 “ ρ
´1

2

¯
, ρ2 “ ρ

´3

2

¯
, ̺ “ ρ

´?
5

2

¯ 1?
5
.

Following the one-dimensional argument, we rewrite this sum, in terms of the differ-
ences zk “ uk`e1 ´ uk, as

´ Bρu
Bx1

¯

k
“ pρ1 ` ρ2qzk ` ρ2zk`e1 ` ρ2zk´e1 ` ̺zk`e2 ` ̺zk´e2 .

Suppose now that the support of u be contained in r´N ` 2, N ´ 2s2. Then we can
write ´ Bρu

Bx1

¯

k
“ pANzqk,

where AN is a N2 ˆ N2 symmetric Toeplitz circulant matrix with ρ1 ` ρ2 on the
diagonal, ρ1 on the two next off-diagonal terms, and ̺ on the N -th neighbours. We
can then use [11, Chapter 3] and the symmetry of the matrix, to bound the minimal
eigenvalue of AN i by the minimum of the function

ΦN ptq “ ρ1 ` ρ2 ` 2ρ2 cosptq ` 2̺ cospNtq.
A sufficient condition independent of N that ensures that the minimal eigenvalue of
AN is strictly positive is

ρ1 ą ρ2 ` 2̺. (29)

We can argue in the same way for the partial derivative in the x2-direction. If condition
(29) is satisfied then we can argue as in the proof of Theorem 4.1. Namely, if we define

Fεpuq “
ÿ

kPZ2

ε2
ˇ̌
p∇ρε

uqk
ˇ̌2
, (30)

then there exists Λ such that

Fεpuq ě Λ
ÿ

k,ℓPZ2,|k´ℓ|“1

ε2
ˇ̌
ˇ̌uk ´ uℓ

ε

ˇ̌
ˇ̌
2

, (31)

where uk “ upεkq for u : εZ2 Ñ R.

We do not pursue further the very interesting issue of the optimization of the
conditions on ρ to ensure coerciveness conditions as in (31).

Acknowledgments. We acknowledge valuable comments by Carolin Kreisbeck and
Giorgio Stefani.
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