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Weakly non-collapsed RCD spaces are strongly non-collapsed
Camillo Brena ∗ Nicola Gigli † Shouhei Honda ‡ Xingyu Zhu §

November 28, 2022

Abstract
We prove that any weakly non-collapsed RCD space is actually non-collapsed, up to a

renormalization of the measure. This confirms a conjecture raised by De Philippis and the
second named author in full generality.

One of the auxiliary results of independent interest that we obtain is about the link between
the properties

- tr(Hessf) = ∆f on U ⊆ X for every f sufficiently regular,
- m = cH n on U ⊆ X for some c > 0,

where U ⊆ X is open and X is a - possibly collapsed - RCD space of essential dimension n.
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1 Introduction
1.1 Main result and some comments
The modern theory of metric measure spaces with Ricci curvature bounded from below began
with the seminal papers [52], [59, 60], where lower bounds on the Ricci curvature were imposed
via suitable convexity properties of entropy functionals in the geometry of optimal transportation.
It turned out that the resulting class CD(K,N) of spaces contains smooth Finslerian structures,
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a property that - at least for some geometric applications - is undesirable. This was one of the
motivations that led the second named author develop a research program about heat flow on CD
spaces (see [28], [33], [3], [4]) that ultimately led in [31] to the definition of RCD spaces as those
CD spaces for which the Sobolev space W 1,2 is Hilbert. We refer to [61], [1] for an account of the
theory and more detailed bibliography.

The study of (R)CD spaces has been strongly influenced by the research program carried out in
the late nineties by Cheeger-Colding (see [19, 20, 21, 22]) about the structure of Ricci-limit spaces,
i.e. those spaces arising as Gromov-Hausdorff limits of smooth Riemannian manifolds with constant
dimension and a uniform lower bound on the Ricci curvature. One of the things that emerged by
their analysis (strictly related to Colding’s volume convergence theorem [23]) is that the dimension
of the limit space is always bounded from above by the dimension of the manifolds, and that if
equality holds, then the limit structure - that in this case is called non-collapsed Ricci limit space -
has better regularity properties.

It is therefore natural to look for a synthetic counterpart of this concept, whose definition should
not rely on properties of approximating sequences, but rather be based on intrinsic properties of
the space in consideration. Inspecting the properties of non-collapsed Ricci limit spaces, in [24] it
has been proposed the following definition:

Definition 1.1. Let K ∈ R and N ∈ [1,∞). A space (X, d,m) is called non-collapsed RCD(K,N)
space, ncRCD(K,N) in short, if it is an RCD(K,N) space and moreover m = H N .

Notice that from the structural properties of RCD spaces ([53], [49], [35]) it is clear that if
(X, d,m) is ncRCD(K,N), then N must be an integer. Also, subsequent analysis showed that,
as expected, ncRCD spaces have better regularity properties than arbitrary RCD spaces (see for
instance [13]).

The analysis carried out by Cheeger-Colding and the analogy with the study of the Bakry-Émery
N -Ricci curvature tensor (see (1.3) and the subsequent discussion) suggest that in fact ncRCD(K,N)
spaces should be identifiable among RCD(K,N) ones by properties seemingly weaker than the one
m = H N . To be more precise we need to introduce the N -dimensional (Bishop-Gromov) density
θN [X, d,m] : X→ [0,∞] as

θN [X, d,m](x) := lim
r→0+

m(Br(x))
ωNrN

∀x ∈ X,

where ωN := πN/2∫∞
0

tN/2e−t dt
is, for N ∈ N, the volume of the unit ball of RN (notice that the existence

of the limit is a consequence of the Bishop-Gromov inequality). It is worth pointing out that
standard results about differentiation of measures ensure that if H N is a Radon measure on X,
then

lim sup
r→0+

H N (Br(x))
ωNrN

≤ 1 for H N -a.e. x ∈ X.

In particular, if X is a ncRCD(K,N) space we have

θN [X, d,m](x) ≤ 1 ∀x ∈ X. (1.1)

Then the following conjecture is raised in [24]:

Conjecture 1.2 (De Philippis-Gigli). If

m ({x ∈ X : θN [X, d,m](x) <∞}) > 0, (1.2)

then m = cH N for some c ∈ (0,∞). In particular (X, d, c−1m) is a ncRCD(K,N) space.

Let us make few comments about the statement of the conjecture and its validity.
First of all, we remark that condition (1.2) cannot be replaced by the weaker one

{x ∈ X : θN [X, d,m](x) <∞} 6= ∅
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because for instance the metric measure space ([0, π], dR, sinN−1 tdt) is an RCD(N − 1, N) space,
the density θN is finite on {0, π} which is null with respect to the reference measure sinN−1 tdt,
and for any N > 1, sinN−1 tdt does not coincides with cH N for any c ∈ (0,∞).

Moreover let us point out that the Hausdorff dimension of any CD(K,N) space X is at most
N [60]. In this sense, the assumption in Conjecture 1.2 amounts at asking for the existence of a
‘big’ portion of the space with maximal dimension (notice for instance that if m�H α for some
α < N , then θN = +∞ m-a.e.). Such ‘maximality’ of N in the conjecture plays an important role.
To see why, consider an n-dimensional weighted Riemannian manifold (M, g, e−V dVolg), where
V ∈ C∞(M) and Volg denotes the Riemannian volume measure and recall that for N ≥ 1 the
Bakry-Émery N -Ricci curvature tensor is defined as

RicN :=


Ricg + Hessg(V )− dV⊗dV

N−n if N > n,

Ricg if N = n and V is constant,
−∞ otherwise,

(1.3)

where Ricg is the standard Ricci curvature induced by the metric tensor g and defined as trace of
the Riemann curvature tensor. It is then known (see [14], [5], [27]) that

(M, dg, e−V Volg) is an RCD(K,N) space if and only if RicN ≥ Kg. (1.4)

On the other hand, it is clear that (e−V Volg)(Br(x)) ∼ rn for every x ∈ M as r → 0+, thus
assumption (1.2) holds if and only if n = N , and this information together with RicN ≥ Kg forces
V to be constant by the very definition of RicN .

It is now time to point out that thanks to the main result of [17] - and the aforementioned
structural properties - we now know that any RCD(K,N) space (X, d,m) admits an essential
dimension n ∈ N∩ [1, N ], meaning in particular that m�H n � m on the Borel set R∗n (see (2.17)
below), where m(X \ R∗n) = 0. We thus see from general results about differentiation of measures
that

if (1.2) holds, then we have θN [X, d,m] <∞ m-a.e.. (1.5)

RCD(K,N) spaces for which θN [X, d,m] is finite m-a.e. have been called weakly non-collapsed
RCD spaces in [24], while spaces such that θN [X, d,m] is finite for every point have been called
‘non-collapsed’ in [50]. It is then clear from (1.1) that

non-collapsed =⇒ non-collapsed in the sense of [50] =⇒ weakly non-collapsed

and from (1.5) that proving Conjecture 1.2 is equivalent to proving that these three ‘non-collapsing
conditions’ are equivalent (up to multiplying the reference measure by a scalar).

It is known that the conjecture holds true in the following three cases:

1. (X, d) has an upper bound on sectional curvature in a synthetic sense, namely, it is a CAT(κ)
space for some κ > 0: [47]

2. (X, d) is isometric to a smooth Riemannian manifold, possibly with boundary: [39].

3. (X, d) is compact: [42].

Our main result is the resolution of Conjecture 1.2 in full generality:

Theorem 1.3. Conjecture 1.2 holds true.

Notice that as a consequence of our main result, we obtain that if the Hausdorff dimension of an
RCD(K,N) space is N , then also its topological dimension is N (we refer to [54] for the relevant
definitions). Indeed, under this assumption Theorem 2.20 and our main result imply that the
space is, up to a scalar multiple of the reference measure, a ncRCD(K,N) space. Then from the
Reifenberg flatness around a regular point (see [20] and then [24], [48]) we see that any regular point
has a neighbourhood which is homeomorphic to RN . This proves that the topological dimension is
at least N and since in general this is at most the Hausdorff one (see e.g. [40, Theorem 8.14]), our
claim is proved.
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1.2 Strategy of the proof
The basic strategy we adopt in proving this theorem is the one introduced by the third named
author in [42] to handle the compact case. Still, moving from compact to non-compact creates
additional technical complications that must be handled: one of the things we do here is to replace
the approximation of the heat kernel via eigenfunctions - used in [42] - with suitable decay estimates
based on Gaussian bounds. Also, in the course of the proof we obtain (by making explicit some
ideas that were implicitly used in [42]) interesting intermediate results that are new even in the
smooth context, see in particular formula (1.13). Finally, on general RCD spaces X of essential
dimension n and U ⊆ X open we establish relevant links between the properties

- tr(Hessf) = ∆f on U ⊆ X for every f sufficiently regular,

- m = cH n on U ⊆ X for some c > 0,

see Theorem 1.5 below for the precise statement.

With this said, let us describe the main idea by having once again a look at the case of a
weighted n-dimensional Riemannian manifold (M, g, e−V dVolg). Let us consider the reference
measure m := e−V Volg and the Hausdorff measure H n = Volg. Assume that RicN ≥ Kg for some
K ∈ R and some N ∈ [n,∞) (namely (M, dg,m) is an RCD(K,N) space, recall (1.3) and (1.4)).
Now notice that the following integration by parts formulas hold: for every f, ϕ ∈ C∞c (M) we have

−
∫
M

〈df, dϕ〉dm =
∫
M

ϕ∆f dm, (1.6a)

−
∫
M

〈df, dϕ〉dH n =
∫
M

ϕ tr(Hessf) dH n. (1.6b)

From these identities it is easy to conclude that

m = cH n ⇔ tr(Hessf) = ∆f ∀f ∈ C∞c (M). (1.7)

Thus recalling (1.5) we see that the desired result will follow if we can show that

θN [M, dg,m] <∞ a.e. implies that tr(Hessf) = ∆f for any smooth function f.

To see this recall that, as already noticed, having θN [M, dg,m](x) < ∞ for some point x ∈ M
implies that M is N -dimensional (and thus in particular that N is an integer), then recall (1.4)
and the definition (1.3) of the N -Ricci curvature tensor.

This establishes the claim in the smooth setting. In the general case we follow the same general
ideas, but we have to deal with severe technical complications. Start observing that the analogue
of (1.6a) holds in general RCD spaces by the very definition of ∆ (see [31]) and that the line below
(1.7) is known. Thus to conclude along the lines above it is sufficient to prove that (1.6b) holds on
RCD(K,N) spaces of essential dimension n. We do not have exactly such result, but have instead
the following result which is anyway sufficient to conclude:

Theorem 1.4. Let (X, d,m) be an RCD(K,N) space of essential dimension n. Let U ⊆ X be
bounded open and assume that

inf
r∈(0,1),x∈U

m(Br(x))
rn

> 0. (1.8)

Then for every ϕ ∈ Lip(X, d), f ∈ D(∆) with supp(ϕ), supp(f) ⊆ U formula (1.6b) holds.

See Theorem 4.1 for a slightly sharper statement. Notice also that by the Bishop-Gromov
inequality, assumption (1.8) holds trivially with n = N for any bounded subset U of a weakly
non-collapsed RCD space. Also, the statement above is interesting regardless of the application we
just described, and valid also in possibly ‘collapsed’ RCD spaces.

Thus everything boils down to the proof of such result, and indeed from both the technical and
conceptual perspective this is the most important part of our paper. The basic idea for the proof is
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to perform a smoothing of the metric tensor via heat flow. Let us describe the procedure, introduced
in [15], in the smooth setting. Consider a compact smooth Riemannian manifold (M, g, dVolg) and,
for every t > 0, let Φt : M → L2(M,Volg) be defined as

Φt(x) := (y 7→ p(x, y, t)) ,

where p is the heat kernel. We can use this map to pull-back the flat metric gL2 of L2(M,Volg)
and obtain the metric tensor gt := Φ∗t gL2 that is explicitly given by

gt =
∫
M

dp(·, y, t)⊗ dp(·, y, t)dVolg(y) ∈ C∞((T ∗)⊗2M). (1.9)

The interesting fact is that, after appropriate rescaling, the tensors gt converge to the original one
g. More precisely, we have

‖4(8π)n/2t(n+2)/2gt − g‖L∞ → 0 as t→ 0+, (1.10)

where n denotes the dimension of M . In fact in [15] more is proved, as it is provided the first order
Taylor expansion of t(n+2)/2gt, but this is not relevant for our application. A way to read this
convergence is via the stability of the heat flow under measured-Gromov-Hausdorff convergence
of spaces with Ricci curvature uniformly bounded from below; this observation is more recent
than [15], as it has been made by the second author in [28], still, this is the argument used in
the RCD setting so let us present this viewpoint. It is clear that for M = Rn the tensor gt is
just a rescaling of the Euclidean tensor. On the other hand, denoting by Mλ the manifold M
equipped with the rescaled metric tensor λg, and by pλ the associated heat kernel, it is also clear
that p(x, y, t) = pλ(x, y, λ−1t). Thus the asymptotics of p(x, y, t) as t→ 0+ corresponds to that of
pλ(x, y, 1) as λ→∞ and, as said, these kernels converge to the Euclidean ones where the evolution
of the metric tensors gt is trivial.

Coming back to the RCD setting, we recall that the heat kernel is well-defined in this context
[4], and a differential calculus is available in this framework [30]. Thus the same definition as in
(1.9) can be given and one can wonder whether the same convergence result as in (1.10) holds.
Interestingly, in this case one has

‖tm(B√t(·))gt − cng‖Lp
loc
→ 0 as t→ 0+, ∀p ∈ [1,∞) (1.11)

for some constant cn depending only on the essential dimension of X (this has been proved in [8] for
compact RCD(K,N) spaces, and is generalized here to the non-compact setting). Notice that the
loss from convergence in L∞ to convergence in Lploc is unavoidable, but unharmful for our purposes.
It is important to remark that the factor in front of gt is now not constant anymore: this has to do
with Gaussian gradient estimates for the heat kernel. Now let U ⊆ X be open bounded and assume
that H n is a Radon measure on U (this is always the case if (1.8) holds). In this case by standard
results about differentiations of measures we have

lim
t→0+

tm(B√t(·))
t

n+2
2

= c′n
dm

dH n
m-a.e. on U.

Thus if (1.8) holds, from (1.11) we deduce that

‖t
n+2

2 gt − c′′n dH n

dm g‖Lp(U) → 0 as t→ 0+. (1.12)

We couple this information with the following explicit computation of the adjoint ∇∗ of the covariant
derivative of gt:

∇∗gt(x) = −1
4dx∆xp(x, x, 2t). (1.13)

This formula was obtained in [42] in the compact setting by expanding the heat kernel via
eigenfunctions of the Laplacian. This approach does not work in our current framework and we
will rather proceed via a somehow more direct approach based on ‘local’ Bochner integration (see
Section 3.1).
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We are almost done: by explicit computations based on Gaussian estimates one can see that

t
n+2

2 dx∆xp(x, x, 2t) ⇀ 0 as t→ 0+

in a suitable sense, thus coupling this information with (1.13), (1.12) and the closure of ∇∗ we
conclude that

∇∗( dH n

dm g) = 0 in U.

This latter equation is a restatement of (1.6b) for f, ϕ with support in U , i.e. this argument gives
Theorem 1.4, as desired.

We conclude emphasizing that our proof also yields the following result, which is of independent
interest and will play a prominent role in the proof of Theorem 1.3.

Theorem 1.5. Let (X, d,m) be an RCD(K,N) space of essential dimension n, and let U be a
connected open subset of X with

inf
r∈(0,1),x∈A

m(Br(x))
rn

> 0 (1.14)

for any compact subset A ⊆ U . Then the following two conditions are equivalent:

1. for every f ∈ D(∆),
∆f = tr(Hessf) m-a.e. on U ;

2. for some c ∈ (0,∞),
m U = cH n U.

Notice that this has nothing to do with non-collapsing properties and, in particular, it can very
well be that the assumption (1.14) holds for U = X. Moreover items 1 and 2 may hold only on
some U ( X: just consider the case of a weighted Riemannian manifold as before with V constant
on U but non-constant outside U .

1.3 Applications
The following applications seem to be already known to experts if Theorem 1.3 is established
(for instance [48] and [43]). However for readers’ convenience let us give them precisely. Roughly
speaking, they are based on a fact that the space of weakly non-collapsed spaces is open in the
space of RCD(K,N) spaces because of the lower semicontinuity of the essential dimensions with
respect to pointed measured Gromov-Hausdorff convergence proved in [51] (Theorem 2.16).

It is known that pointed Gromov-Hausdorff (pGH) and pointed measured Gromov-Hausdorff
(pmGH) convergences are metrizable (see for instance in [34]). Thus ‘ε-pGH close’ and ‘ε-pmGH
close’ make sense as appeared in the following theorem. Note that as the sequential compactness
of RCD(K,N) spaces is known (Theorem 2.8), any such metric determines the same compact
topology.

The first application is stated as follows.

Theorem 1.6. For any K ∈ R, any N ∈ N, any δ ∈ (0,∞) and any v ∈ (0,∞), there exists
ε := ε(K,N, δ, v) ∈ (0, 1) such that if a pointed RCD(K,N) space (X, d,m, x) is so that (X, d, x) is
ε-pGH close to (Y, dY, y) for some non-collapsed RCD(K,N) space (Y, dY,H N ) with

H N (B1(y)) ≥ v, (1.15)

then we have m = cH N for some c ∈ (0,∞), and moreover
∣∣H N (B1(x))−H N (B1(y))

∣∣ < δ.

Next application shows that the non-collapsed condition can be recognized from the point of an
infinitesimal view.

Theorem 1.7. Let (X, d,m) be an RCD(K,N) space. If the essential dimension of some tangent
cone (Y, dY,mY , y) at some point x ∈ X is equal to N , then m = cH N for some c ∈ (0,∞).

6



Note that the converse implication also holds in Theorem 1.7, namely if (X, d,H N ) is a non-
collapsed RCD(K,N) space, then any tangent cone at any point is also a pointed non-collapsed
RCD(0, N) space (see Theorem 2.18).

The following final application shows that the non-collapsed condition can be also recognized
from the asymptotical point of view. Note that the LHS of (1.17) exists by the Bishop-Gromov
inequality, and does not depend on the choice of x ∈ X.

Theorem 1.8. Let (X, d,m) be an RCD(0, N) space and assume that

sup
x∈X

m(B1(x)) <∞ (1.16)

and that for some (hence all) x ∈ X

lim
r→∞

m(Br(x))
rN

> 0. (1.17)

Then m = cH N for some c ∈ (0,∞).

Notice that the assumption (1.16) is essential, as this simple example shows: just consider
the RCD(0, N) space ([0,∞), dR, x

N−1H 1), which satisfies (1.17) but is clearly not non-collapsed.
Conversely, any non-collapsed RCD(K,N) space (X, d,H N ) satisfies (1.16), as a consequence of
the Bishop-Gromov inequality and (1.1).
Acknowledgement. The authors thank the anonymous referee for the very careful review and
several helpful suggestions that improve the presentation. The third named author acknowledges
supports of the Grant-in-Aid for Scientific Research (B) of 20H01799 and the Grant-in-Aid for
Scientific Research (B) of 21H00977.

2 Preliminaries
Throughout the paper:

• by metric measure space (X, d,m) we always intend a complete and separable metric space
equipped with a non-negative Borel measure finite on bounded sets such that supp(m) = X;

• C denotes a positive constant, that may vary from step to step. Occasionally we may
emphasize the parameters on which the constant depends, so that, say, C(K,N) denotes a
positive constant depending only on K and N ;

• Lip(X, d) (resp. Lipb(X, d), resp. Lipbs(X, d)) denotes the set of all Lipschitz (resp. bounded
Lipschitz, resp. Lipschitz with bounded support) functions on a metric space (X, d);

• We denote by lip f : X→ [0,∞] the local Lipschitz constant of the function f : X→ R defined
by

lip f(x) := lim sup
y→x

|f(y)− f(x)|
d(y, x)

if x is not isolated and has to be understood as 0 if x is isolated;

• Lploc means that the restriction (for functions, tensors and so on) to any compact subset of
the domain is Lp.

2.1 Definition and heat flow
Fix a metric measure space (X, d,m). The Cheeger energy Ch : L2(X,m)→ [0,∞] is defined by

Ch(f) := inf
‖fi−f‖L2→0

{
lim inf
i→∞

∫
X
(lip fi)2dm : fi ∈ Lipb(X, d) ∩ L2(X,m)

}
. (2.1)

Then, the Sobolev space H1,2(X, d,m) is defined as the finiteness domain of Ch. By looking at
the optimal sequence in (2.1) one can identify a canonical object |Df |, called the minimal relaxed

7



slope, which is local on Borel sets (i.e. |Df1| = |Df2| m-a.e. on {f1 = f2}) and provides integral
representation to Ch, namely

Ch(f) =
∫

X
|Df |2dm ∀f ∈ H1,2(X, d,m).

We are now in a position to introduce the definition of RCD(K,N) spaces (the equivalence of the
following definition with the one proposed in [31] is in [5], [27], see also [11]):

Definition 2.1 (RCD(K,N) space). For any K ∈ R and any N ∈ [1,∞], a metric measure space
(X, d,m) is said to be an RCD(K,N) space if the following four conditions are satisfied.

1. There exist x ∈ X and C > 1 such that m(Br(x)) ≤ CeCr2 holds for any r > 0.

2. Ch is a quadratic form. In this case for fi ∈ H1,2(X, d,m)(i = 1, 2) we put

〈∇f1,∇f2〉 := lim
ε→0

|D(f1 + εf2)|2 − |Df1|2

2ε ∈ L1(X,m).

3. Any f ∈ H1,2(X, d,m) with |Df | ≤ 1 for m-a.e. has a 1-Lipschitz representative.

4. For any f ∈ D(∆) with ∆f ∈ H1,2(X, d,m) we have

1
2

∫
X
|Df |2∆ϕdm ≥

∫
X
ϕ

(
(∆f)2

N
+ 〈∇∆f,∇f〉+K|Df |2

)
dm (2.2)

for any ϕ ∈ D(∆) ∩ L∞(X,m) with ϕ ≥ 0, ∆ϕ ∈ L∞(X,m), where

D(∆) :=
{
f ∈ H1,2(X, d,m) : ∃h ∈ L2(X,m) s.t.∫

X
〈∇f,∇ϕ〉dm = −

∫
X
hϕdm, ∀ϕ ∈ H1,2(X, d,m)

}
and ∆f := h for any f ∈ D(∆).

We point out that, unless otherwise specified, when we write RCD(K,N) we implicitly assume
N <∞. Notice that, by the very definition, if (X, d,m) is an RCD(K,N) space, then (X, ad, bm) is
an RCD(a−2K,N) space for any a, b ∈ (0,∞), for N ∈ [1,∞].

In the rest of this subsection, let us fix an RCD(K,∞) space (X, d,m) and let us introduce the
fundamental properties, except for the second order differential calculus developed in [30] which
will be treated in Subsection 2.2.

First let us recall the heat flow associated with Ch

ht : L2(X,m)→ L2(X,m).

This family of maps is characterized by the properties: htf → f in L2(X,m) as t→ 0+, htf ∈ D(∆)
for any f ∈ L2, t > 0 and for any t > 0 it holds

d
dthtf = ∆htf in L2(X,m). (2.3)

It will be useful to keep in mind the following a-priori estimates ([37, Remark 5.2.11]):

‖|Dhtf |‖L2 ≤
‖f‖L2√

t
‖∆htf‖L2 ≤

‖f‖L2

t
∀f ∈ L2(X,m),∀t > 0 (2.4)

as well as the fact that

t 7→ ‖htf‖L2 is non-increasing for every f ∈ L2(X,m). (2.5)

Then the 1-Bakry-Émery estimate proved in [56, Corollary 4.3] is stated as for any f ∈
H1,2(X, d,m),

|Dhtf |(x) ≤ e−Kt|Df |(x) for m-a.e. x ∈ X, (2.6)
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which in particular implies
htf → f in H1,2(X, d,m).

It is also worth pointing out that the heat flow ht also acts on Lp(X,m) for any p ∈ [1,∞] with

‖htf‖Lp ≤ ‖f‖Lp ∀f ∈ Lp(X,m).

Finally let us recall that the following (1, 1)-Poincaré inequality is satisfied:∫
Br(x)

∣∣∣f − 1
m(Br(x))

∫
Br(x)

fdm
∣∣∣dm ≤ 4e|K|r

2
r

∫
B3r(x)

|Df |dm ∀f ∈ H1,2(X, d,m),∀r > 0

(2.7)

which is also valid for larger class, CD(K,∞) spaces. See [55] for the detail.

2.2 Calculus on RCD(K,∞) spaces
Let (X, d,m) be a metric measure space. We assume that the readers are familiar with the notion
of normed module, introduced in [30], inspired by the theory developed in [62]. Here we just recall
few basic definitions, mostly to fix the notation. Unless otherwise stated, the material comes form
[30], [32].

A L0-normed module is a topological vector space M that is also a module over the commutative
ring with unity L0(X,m), possessing a pointwise norm, i.e. a map | · | : M → L0(X,m) such that

|fv + gw| ≤ |f ||v|+ |g||w| m-a.e., ∀v, w ∈M ,∀f, g ∈ L0(X,m),

and such that the distance
dM (v, w) :=

∫
X

1 ∧ |v − w|dm′ (2.8)

is complete and induces the topology of M , where here m′ is a Borel probability measure such that
m� m′ � m (the actual choice of m′ affects the distance but not the topology nor completeness).

M is said to be a Hilbert module provided

|v + w|2 + |v − w|2 = 2(|v|2 + |w|2) m-a.e., ∀v, w ∈M

and in this case by polarization we can define a pointwise scalar product as

〈v, w〉 := 1
2 (|v + w|2 − |v|2 − |w|2) m-a.e., ∀v, w ∈M

that turns out to be L0-bilinear and continuous. The tensor product of two Hilbert modules M1,M2
is defined as the completion of the algebraic tensor product as L0-modules w.r.t. the distance
induced by the pointwise norm that in turn is induced by the pointwise scalar product characterized
by

〈v1 ⊗ w1, v2 ⊗ w2〉HS := 〈v1, v2〉1 〈w1, w2〉2.

The pointwise norm and scalar product on a tensor product will often be denoted with the subscript
HS, standing for Hilbert-Schmidt. The dual M ∗ of M is defined as the collection of L0-linear and
continuous maps L : M → L0(X,m), is equipped with the natural multiplication by L0 functions
(f · L(v) := L(fv)) and the pointwise norm

|L|∗ := ess sup
v:|v|≤1 m-a.e.

L(v).

It is then easy to check that M ∗ equipped with the topology induced by the distance defined as
in (2.8) is a L0-normed module. If M is Hilbert, then so is M ∗ and the map sending v ∈M to
(w 7→ 〈v, w〉) ∈M ∗ is an isomorphism of L0-modules, called Riesz isomorphism.

The kind of differential calculus on metric measure spaces we are going to use in this manuscript
is based around the following result, that defines both the cotangent module and the differential of
Sobolev functions:
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Theorem 2.2. Let (X, d,m) be a metric measure space. Then there is a unique, up to unique
isomorphism, couple (L0(T ∗(X, d,m)),d) such that L0(T ∗(X, d,m)) is a L0-normed module, d :
H1,2(X, d,m)→ L0(T ∗(X, d,m)) is linear and such that:

1) |df | = |Df | m-a.e. for every f ∈ H1,2(X, d,m),

2) L0-linear combinations of elements of the form df for f ∈ H1,2(X, d,m) are dense in
L0(T ∗(X, d,m)).

The dual of L0(T ∗(X, d,m)) is denoted L0(T (X, d,m)) and called tangent module. Elements of
L0(T ∗(X, d,m)) are called 1-forms and elements of L0(T (X, d,m)) are called vector fields on X.

In this case we shall denote by ∇f ∈ L0(T (X, d,m)) the image of df under the Riesz isomorphism.
The tensor product of L0(T (X, d,m)) with itself will be denoted L0(T⊗2(X, d,m)), similarly for

L0(T ∗(X, d,m)). Notice that, rather trivially, L0(T⊗2(X, d,m)) and L0((T ∗)⊗2(X, d,m)) are one the
dual of each other, in a natural way.

For p ∈ [1,∞], the collection of 1-forms ω with |ω| ∈ Lp(X,m) (resp. Lploc(X,m)) will be denoted
Lp(T ∗(X, d,m)) (resp. Lploc(T ∗(X, d,m))). Similarly for vector fields and other tensors. Convergence
in the spaces Lp(T ∗(X, d,m)) (resp. Lploc(T ∗(X, d,m))) is defined in the obvious way.

All this for general metric measure spaces. In the RCD(K,∞) case we now recall the definition
of the set of test functions (introduced in [56]):

TestF (X, d,m) :=
{
f ∈ Lip(X, d) ∩D(∆) ∩ L∞(X,m) : ∆f ∈ H1,2(X, d,m)

}
which is an algebra. It is known ([56]) that |∇f |2 ∈ H1,2(X, d,m) for any f ∈ TestF (X, d,m),
that TestF (X, d,m) is dense in (D(∆), ‖ · ‖D), where ‖f‖2

D := ‖f‖2
H1,2 + ‖∆f‖2

L2 , and that if
f ∈ L2 ∩ L∞(X,m), then htf ∈ TestF (X, d,m) for any t > 0. The following result is proved in [30].

Theorem 2.3. Let (X, d,m) be an RCD(K,∞) space. For any f ∈ TestF (X, d,m) there exists a
unique T ∈ L2((T ∗)⊗2(X, d,m)) such that for all fi ∈ TestF (X, d,m),

T (∇f1,∇f2) = 1
2 (〈∇f1,∇〈∇f2,∇f〉〉+ 〈∇f2,∇〈∇f1,∇f〉〉 − 〈f,∇〈∇f1,∇f2〉〉) (2.9)

holds for m-a.e. x ∈ X. Since T is unique, we denote it by Hessf and call it the Hessian of f .
Moreover for any f ∈ TestF (X, d,m) and any ϕ ∈ D(∆) ∩ L∞(X,m) with ∆ϕ ∈ L∞(X,m) and
ϕ ≥ 0, we have ∫

X
ϕ|Hessf |2HSdm ≤

∫
X

1
2∆ϕ · |∇f |2 − ϕ〈∇∆f,∇f〉 −Kϕ|∇f |2dm (2.10)

and ∫
X
|Hessf |2HSdm ≤

∫
X
(∆f)2 −K|∇f |2dm. (2.11)

Thanks to (2.10) with the density of TestF (X, d,m) in D(∆), for any f ∈ D(∆) we can also
define Hessf ∈ L2((T ∗)⊗2(X, d,m)) with the equality (2.9), where 〈∇f,∇fi〉 ∈ H1,1(X, d,m).

Definition 2.4 (Divergence div). Let (X, d,m) be an RCD(K,∞) space. Denote by D(div) (resp.
Dloc(div)) the set of all V ∈ L2(T (X, d,m)) (resp. V ∈ L2

loc(T (X, d,m))) for which there exists
f ∈ L2(X,m) (resp. f ∈ L2

loc(X,m)) such that∫
X
〈V,∇h〉dm = −

∫
X
fhdm ∀h ∈ Lipbs(X, d).

Since f is unique (because Lipbs(X, d) is dense in L2(X,m)), we define divV := f .

Note that for any f ∈ H1,2(X, d,m), f ∈ D(∆) if and only if ∇f ∈ D(div). Moreover if
f ∈ D(∆), then for any ϕ ∈ Lipb(X, d) we have ϕ∇f ∈ D(div) with

div(ϕ∇f) = 〈∇ϕ,∇f〉+ ϕ∆f.

Recalling that the covariant derivative of fdh is given by df ⊗dh+ fHessh, the following definition
is justified:
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Definition 2.5 (Adjoint operator ∇∗). Let (X, d,m) be an RCD(K,∞) space. Denote by D(∇∗)
(resp. Dloc(∇∗)) the set of all T ∈ L2((T ∗)⊗2(X, d,m)) (resp. T ∈ L2

loc((T ∗)⊗2(X, d,m))) for which
there exists η ∈ L2(T ∗(X, d,m)) (resp. η ∈ L2

loc(T ∗(X, d,m))) such that∫
X
〈T, df ⊗ dh+ f Hessh〉HS dm =

∫
X
〈η, fdh〉dm ∀f ∈ Lipbs(X, d),∀h ∈ D(∆).

Since η is unique (because objects of the form fdh generate L2(T ∗(X, d,m))), we denote it by ∇∗T .

It follows from a direct calculation that the following holds. See [41, Proposition 2.18] for the
proof.

Proposition 2.6. Let (X, d,m) be an RCD(K,∞) space and let f ∈ TestF (X, d,m). Then we have
df ⊗ df ∈ D(∇∗) with

∇∗(df ⊗ df) = −∆fdf − 1
2d|df |2.

2.3 Structure of RCD(K, N) spaces and convergence
Let (X, d,m) be an RCD(K,N) space for some K ∈ R and some N ∈ [1,∞). The main purpose of
this subsection is to provide a more detailed metric measure structure theory of (X, d,m) we will
need later. For our purpose it is enough to discuss the case when K < 0.

First let us recall the Bishop-Gromov inequality (which is also valid for larger class, so-called
CD(K,N) spaces, see [52, Theorem 5.31], [60, Theorem 2.3]).

m(BR(x))
m(Br(x)) ≤

∫ R
0 sinh

(
t
√
−K
N−1

)N−1
dt∫ r

0 sinh
(
t
√
−K
N−1

)N−1
dt

∀x ∈ X,∀r < R, (2.12)

where, in the case N = 1, sinh
(
t
√
−K
N−1

)N−1
has to be interpreted as 1. It then follows from (2.12)

that
m(BR(x))
m(Br(x)) ≤ C(K,N) exp

(
C(K,N)R

r

)
∀x ∈ X,∀r < R (2.13)

and
m(Br(x))
m(Br(y)) ≤ C(K,N) exp

(
C(K,N)d(x, y)

r

)
∀x, y ∈ X,∀r > 0 (2.14)

are satisfied. It is well-known that from the Bishop-Gromov inequality it follows that the metric
structure (X, d) is proper, hence geodesic, being (X, d) a length space. The length space property of
RCD spaces follows quite easily from the so called Sobolev to Lipschitz property, namely item 3) of
Definition 2.1 (e.g. [5, Theorem 3.10] and references therein).

The following elementary lemma will play a role later.

Lemma 2.7. Let (X, d,m) be an RCD(K,N) space. Then for any t ∈ (0, 1], any α ∈ R, any
β ∈ (0,∞) and any x ∈ X we have∫

X
m(B√t(y))α exp

(
−βd2(x, y)

t

)
dm(y) ≤ C(K,N,α, β)m(B√t(x)))α+1. (2.15)

Proof. Considering a rescaling
√
β/t ·d with (2.12), it is enough to prove (2.15) assuming β = t = 1.
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Then by (2.13) and (2.14)∫
X
m(B1(y))α exp

(
−d2(x, y)

)
dm(y)

=
∞∑

j=−∞

∫
B2j+1 (x)\B2j (x)

m(B1(y))α exp
(
−d2(x, y)

)
dm(y)

≤ C(K,N)m(B1(x))α
∞∑

j=−∞

∫
B2j+1 (x)\B2j (x)

exp
(
C(α,K,N)2j+1 − 22j) dm(y)

= C(K,N)m(B1(x))α
∞∑

j=−∞
m(B2j+1(x) \B2j (x)) exp

(
C(α,K,N)2j+1 − 22j)

≤ C(K,N)m(B1(x))α
∞∑

j=−∞
m(B1(x)) · exp

(
C(K,N)2j

)
· exp

(
C(α,K,N)2j+1 − 22j)

≤ C(α,K,N)m(B1(x))α+1.

For the definition of pointed measured Gromov-Hausdorff convergence and the following com-
pactness result we refer, for instance, to [34, Section 3].
Theorem 2.8. If a sequence of pointed RCD(K,N) spaces (Xi, di,mi, xi) satisfies

0 < lim inf
i→∞

mi(B1(xi)) ≤ lim sup
i→∞

mi(B1(xi)) <∞,

then the sequence has a subsequence (Xij , dij ,mij , xij ) pmGH converging to a pointed RCD(K,N)
space (X, d,m, x).

Next we introduce the notion of tangent cones
Definition 2.9 (Tangent cones). Let (X, d,m) be an RCD(K,N) space. For x ∈ X, we denote by
Tan(X, d,m, x) the set of tangent cones to (X, d,m) at x: the collection of all isomorphism classes
of pointed metric measure spaces (Y, dY,mY, y) such that, as i→∞, one has(

X, 1
ri

d, 1
m(Bri

(x))m, x
)

pmGH→ (Y, dY,mY, y) (2.16)

for some ri → 0+.
Note that Theorem 2.8 proves Tan(X, d,m, x) 6= ∅ for any x ∈ X. We are now in a position to

introduce the key notions of regular sets and the essential dimension as follows.
Definition 2.10 (Regular set Rk). Let (X, d,m) be an RCD(K,N) space. For any k ≥ 1, we
denote by Rk the k-dimensional regular set of (X, d,m), namely the set of points x ∈ X such that

Tan(X, d,m, x) =
{(

Rk, dRk , (ωk)−1H k, 0k
)}
,

where ωk is the k-dimensional volume of the unit ball in Rk with respect to the k-dimensional
Hausdorff measure H k.

The following result is proved in [17, Theorem 0.1].
Theorem 2.11 (Essential dimension). Let (X, d,m) be an RCD(K,N) space. Then there exists a
unique integer n ∈ [1, N ], called the essential dimension of (X, d,m), denoted by essdim(X), such
that

m(X \ Rn
)

= 0.
Remark 2.12. The essential dimension is a purely metric concept, actually it is equal to the maximal
number n ∈ N satisfying (

X, 1
ri

d, x
)

pGH→ (Rn, dRn , 0n)

for some x ∈ X and some ri → 0+ because of the splitting theorem [29, Theorem 1.4] and the
phenomenon of propagation of regularity. See [51, Remark 4.3], [43, Proposition 2.4] and [16].

�
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Next let us introduce a relationship between m and the Hausdorff measure of the essential
dimension. See [9, 25, 35, 49] for the detail.

Theorem 2.13. Let (X, d,m) be an RCD(K,N) space and let n be its essential dimension. Then
m�H n Rn. Also, letting m = θH n Rn and

R∗n :=
{
x ∈ Rn : ∃ lim

r→0+

m(Br(x))
ωnrn

∈ (0,∞)
}

(2.17)

we have that m(Rn \ R∗n) = 0, m R∗n and H n R∗n are mutually absolutely continuous and

lim
r→0+

m(Br(x))
ωnrn

= θ(x) for m-a.e. x ∈ R∗n.

Moreover H n(Rn \ R∗n) = 0 if n = N .

A more general and classical result concerning densities, that we shall use later on, is the
following (see e.g. [12, Theorem 2.4.3] for a proof):

Lemma 2.14. Let (X, d,m) be a metric measure space, α ≥ 0 and A ⊆ X a Borel subset such that

lim sup
r→0+

m(Br(x))
rα

> 0 ∀x ∈ A.

Then H α A is a Radon measure absolutely continuous w.r.t. m.

The fact that L0(T (X, d,m)) is a Hilbert module is an indication of the existence of some (weak)
Riemannian metric on X. This statement can easily be made more explicit by building upon the
fact that such module has local dimension equal to the essential dimension of X (see [36]):

Proposition 2.15. Let (X, d,m) be an RCD(K,N) space of essential dimension n. Then there is
a unique g ∈ L0((T ∗)⊗2(X, d,m)) such that

g(V1 ⊗ V2) = 〈V1, V2〉 m-a.e., ∀V1, V2 ∈ L0(T (X, d,m)).

Moreover, g satisfies
|g|HS =

√
n, m-a.e.. (2.18)

We can use this ‘metric tensor’ to define the trace of any T ∈ L0((T ∗)⊗2(X, d,m)) by

tr(T ) := 〈T, g〉HS ∈ L0(X,m).

Notice that by (2.18) and the Cauchy-Schwarz inequality it follows that if T ∈ Lploc((T ∗)⊗2(X, d,m)),
then tr(T ) ∈ Lploc(X, d,m).

Finally let us end this subsection by recalling the lower semicontinuity of the essential dimensions
with respect to pmGH convergence proved in [51, Theorem 1.5], where this is also understood
as a consequence of L2

loc-weak convergence of Riemannian metrics (see [8, Remark 5.20]), and an
alternative proof of the theorem below can be based on Remark 2.12.

Theorem 2.16. Let
(Xi, di,mi, xi)

pmGH→ (X, d,m, x)

be a pmGH convergent sequence of pointed RCD(K,N) spaces. Then

lim inf
i→∞

essdim(Xi) ≥ essdim(X).

2.4 Non-collapsed RCD(K, N) spaces
Let us start recalling the following:

Definition 2.17 (Non-collapsed RCD(K,N) space). An RCD(K,N) space (X, d,m) is said to be
non-collapsed if m = H N .

13



This definition was introduced in [24, Definition 1.1] as a synthetic counterpart of non-collapsed
Ricci limit spaces. As explained in the introduction, non-collapsed RCD(K,N) spaces have finer
properties rather than general RCD(K,N) spaces already introduced in subsection 2.2. Let us give
one of the properties as follows (see [24, Theorem 1.2]).

Theorem 2.18 (From pGH to pmGH). Let K ∈ R, N ∈ N and (Xi, di,H N , xi) be a sequence
of pointed non-collapsed RCD(K,N) spaces. Then after passing to a subsequence, there exists a
pointed proper geodesic space (X, d, x) such that

(Xi, di, xi)
pGH→ (X, d, x).

Moreover, if infi H N (B1(xi)) > 0, then (X, d,H N , x) is also a pointed non-collapsed RCD(K,N)
space and the convergence of the (Xi, di,H N , xi)’s to such space is in the pmGH topology.

We remark that the above theorem is tightly related to the following continuity result, which is
the generalization to the RCD class of the classical statement by Colding about volume convergence
under lower Ricci bounds [23] (see [24, Theorem 1.3]):

Theorem 2.19 (Continuity of H N ). For K ∈ R, N ∈ [1,∞) let B(K,N) be the collection of
(isometry classes of) open unit balls on RCD(K,N) spaces. Equip B(K,N) with the Gromov-
Hausdorff distance.

Then the map B(K,N) 3 B 7→H N (B) ∈ R is continuous.

For our main purpose, we need a notion weaker than the non-collapsed one. In order to give the
precise definition, let us recall the following result which is just a combination from previous known
ones:

Theorem 2.20. Let (X, d,m) be an RCD(K,N) space. Then the following five conditions are
equivalent.

1. The essential dimension of X is N .

2. m is absolutely continuous with respect to H N .

3. (1.2) holds.

4. N ∈ N and the Hausdorff dimension of (X, d) is greater than N − 1.

5. The Hausdorff dimension of (X, d) is N .

Proof. The equivalence between item 1 and item 2 is proved in [24, Theorem 1.12]. Since the
implication from item 2 to item 3 is a direct consequence of Theorem 2.13, let us check the
implication from item 3 to 1 as follows. The positivity (1.2) with Theorems 2.11 and 2.13 yields

HN (R∗n) > 0,

where n denote the essential dimension. In particular N ≤ n. Since the converse inequality is
always satisfied by Theorem 2.13, we have item 1.

Notice that item 2 implies item 4, we show now that item 4 implies item 1. To see this, notice
that the proof of [24, Theorem 1.4] shows that if item 4 holds, then there is an iterated tangent
space isomorphic to RN . Since the essential dimension of the N -dimensional Euclidean space is N ,
the conclusion follows from Theorem 2.16.

If we assume item 5, then, since the Hausdorff dimension of (X, d) is at most the integer part
of N (by [24, Corollary 1.5]), we see that N is an integer so that item 4 holds. Finally, if item 2
holds, then the Hausdorff dimension of (X, d) is at least N , so that we conclude by [24, Corollary
1.5] again.

We are now in a position to introduce the notion of weakly non-collapsed RCD(K,N) spaces
(our definition is trivially equivalent to the one in [24]):

Definition 2.21 (Weakly non-collapsed RCD(K,N) space). An RCD(K,N) space is said to be
weakly non-collapsed if one (and thus any) of the items in Theorem 2.20 is satisfied.
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Note that any non-collapsed RCD(K,N) space is a weakly non-collapsed RCD(K,N) space.
We conclude the section recalling - see e.g. the introduction - that one expects the notion of

non-collapsed space to be related to the fact that the trace of the Hessian is the Laplacian. A first
instance of this behaviour is contained in the following result, that is basically extracted from [38,
Proposition 3.2] (notice that Definition 2.1 tells that if the stated inequality (2.19) holds without
restrictions on the support of ϕ, then the space is an RCD(K,n) space and thus, since n is assumed
to be the essential dimension, the space is weakly non-collapsed).

Theorem 2.22. Let (X, d,m) be an RCD(K,N) space of essential dimension n and let U ⊆ X be
open. Then the following two conditions are equivalent:

1. For any f ∈ TestF (X, d,m) and any ϕ ∈ D(∆) non-negative with supp(ϕ) ⊆ U and ∆ϕ ∈
L∞(X,m) we have

1
2

∫
U

∆ϕ |∇f |2dm ≥
∫
U

ϕ

(
(∆f)2

n
+ 〈∇∆f,∇f〉+K|∇f |2

)
dm. (2.19)

2. For any f ∈ D(∆) we have

∆f = tr(Hessf) m-a.e. in U . (2.20)

Proof. It is easy to see the implication from item 2 to item 1 is trivial because we know

|tr(Hessf)| = |〈Hessf, g〉HS| ≤ |Hessf |HS |g|HS = |Hessf |HS ·
√
n.

Thus item 2 gives |Hessf |2HS ≥ (∆f)2/n, and therefore item 1 follows directly from (2.10).
For the reverse implication we closely follow the proof of [38, Proposition 3.2] keeping in mind

(2.19) and the existence, for any A ⊆ U with A compact and U open, of a test function identically
1 on A and with support in U (see e.g. [10] or [37, Lemma 6.2.15]). In this way we easily obtain
that (2.20) holds for any f ∈ TestF(X, d,m). Then by the density of TestF (X, d,m) in D(∆) (see
for example [42, Lemma 2.2]) (2.20) holds for f ∈ D(∆).

3 Smoothing of the Riemannian metric by the heat kernel
3.1 Local Hille’s theorem
In this section we collect some basic results about local (differentiation) operators: the main result
we have in mind is the version of Hille’s theorem stated in Lemma 3.3 below. We shall apply the
notions presented here to the operators d,∆,∇∗, but in order to highlight the similarities among
the various approaches we shall give a rather abstract presentation.

Thus let us fix a metric measure space (X, d,m) and two L0-normed modules M ,N . For p ∈
[1,∞] we shall denote by Lp(M ) (resp. Lploc(M )) the collection of those v ∈M with |v| ∈ Lp(X,m)
(resp. |v| ∈ Lploc(X,m)). Similarly for N .

Definition 3.1 (Weakly local operators). Let p ∈ [1,∞] and L : D(L) ⊆ Lp(M )→ Lp(N ) be a
linear operator. We say that L is weakly local provided

L(v) = L(w) m-a.e. on the essential interior of {v = w} for any v, w ∈ D(L).

In other words, L is weakly local provided for any v, w ∈ D(L) and U ⊆ X open such that v = w
m-a.e. on U , we have L(v) = L(w) m-a.e. on U .

Weakly local operators can naturally be extended as follows (variants of this definition are
possible, but for us the following is sufficient):

Definition 3.2 (Extension of weakly local operators). Let p ∈ [1,∞] and L : D(L) ⊆ Lp(M )→
Lp(N ) be a weakly local operator. We then define Dloc(L) ⊆ Lploc(M ) as the collection of those
v’s such that for every U ⊆ X bounded and open there is vU ∈ D(L) ⊆ Lp(M ) with vU = v m-a.e.
on U .
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For v ∈ Dloc(L) we define L(v) ∈ Lploc(N ) via

L(v) = L(vU ) m-a.e. on U,∀U ⊆ X open and bounded,

where vU is as above.
It is clear from the definition that L : Dloc(L) ⊆ Lploc(M ) → Lploc(N ) is well-posed and that

the resulting operator is linear. We are interested in a version of Hille’s theorem for this kind of
operators and to this aim we need first to introduce the notion of integrable function with values in
Lp(M ).

For the standard notion of Bochner integration of Banach valued maps we refer to [26]. Given a
metric measure space (Y, dY, µ) (the topology here is not really relevant, but in our applications we
shall mostly have Y = X) we shall denote by L1(Y, µ;Lploc(M )) the collection of (equivalence classes
up to µ-a.e. equality of) maps y 7→ vy ∈ Lploc(M ) such that for any A ⊆ X Borel and bounded
the map y 7→ χAvy is in L1(Y, µ;Lp(M )) (here we are endowing Lp(M ) with its natural Banach
structure).

With these definitions, the following result is rather trivial (but nevertheless useful):
Lemma 3.3 (Local Hille’s theorem - abstract version). Let (X, d,m), (Y, dY, µ) be metric measure
spaces, M ,N two L0-normed modules, p ∈ [1,∞] and L : D(L) ⊆ Lp(M ) → Lp(N ) a weakly
local and closed linear operator. Also, let y 7→ vy ∈ Lploc(M ) be in L1(Y, µ;Lploc(M )). Assume that

i) vy ∈ Dloc(L) for µ-a.e. y,

ii) there exists a ‘cut-off’ operator T : for every V ⊆ U ⊆ X bounded and open with d(V,X\U) > 0
there is a linear map T : Lploc(M )→ Lp(M ) such that:

T (v) = v m-a.e. on V,
T (v) = T (χUv) m-a.e.

‖T (v)‖Lp(M ) ≤ C‖χUv‖Lp(M )

(3.1)

for every v ∈ Lploc(M ) and some C > 0 independent on v,

iii) L has the following ‘stability under cut-off by T ’ property: for any V,U as above and T
given by item (ii) we have T (vy) ∈ D(L) for µ-a.e. y and the map y 7→ L(T (vy)) is in
L1(Y, µ;Lp(N )).

Then
∫

Y vy dm(y) ∈ Dloc(L), the map y 7→ L(vy) is in L1(Y, µ;Lploc(M )) and

L
(∫

Y
vy dm(y)

)
=
∫

Y
L(vy) dm(y).

Proof. Fix V ⊆ X open bounded and then let U ⊇ V open bounded be with d(V,X \ U) > 0. Let
T : Lploc(M ) → Lp(M ) be given by item (ii). By the assumption (i) we know that y 7→ χUvy ∈
Lp(M ) is in L1(X,m;Lp(M )) and the third in (3.1) gives that T is continuous as map from Lp(M )
to itself. It follows that y 7→ T (χUvy) = T (vy) is in L1(Y, µ;Lp(M )). Then assumption (iii) and
the classical theorem by Hille ensure that∫

Y
T (vy) dµ(y) ∈ D(L) and L

(∫
Y
T (vy) dµ(y)

)
=
∫

Y
L(T (vy)) dµ(y). (3.2)

Now notice that the first in (3.1) give that T (vy) = vy on V for every y, thus the weak locality
of L also gives that L(T (vy)) = L(vy) on V for every y. It follows that y 7→ χV L(vy) is in
L1(Y, µ;Lp(N )) and that∫

Y
χV vy dµ(y) =

∫
Y
χV T (vy) dµ(y) and

∫
Y
χV L(vy) dµ(y) =

∫
Y
χV L(T (vy)) dµ(y).

Thus using again the weak locality of L it follows that

χV L
(∫

Y
vy dµ(y)

)
= χV L

(∫
Y
T (vy) dµ(y)

)
(by (3.2)) = χV

∫
Y
L(T (vy)) dµ(y) =

∫
Y
χV L(T (vy)) dµ(y) =

∫
Y
χV L(vy) dµ(y).

Since V was arbitrary, this is the conclusion.
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We now see how to apply this general statement to the concrete cases of L = d,∆,∇∗. The
idea is to use, as map T , the multiplication with a Lipschitz cut-off function ϕ with support in U
and identically 1 on V . For the case of the Laplacian this does not really work, as one would need
to multiply by a Lipschitz function with bounded Laplacian in order to remain in the domain of
the operator. The problem is that on general RCD(K,∞) spaces it is not clear whether this sort of
cut-off functions exist (but see [10] or [37, Lemma 6.2.15] for the case of proper RCD spaces). This
issue is, however, easily dealt with by recalling that the Laplacian is the divergence of the gradient
and applying the above theorem twice (this amount at localizing ∆f by looking at div(ϕ∇(ϕf))).

Let us start recalling that the differential d : H1,2(X, d,m) ⊆ L2(X,m) → L2(T ∗(X, d,m)) is
weakly local (in fact even more, as there is locality on Borel sets and not just on open ones) by
[30, Theorem 2.2.3]. The same holds for the divergence operator div : D(div) ⊆ L2(T (X, d,m))→
L2(X,m). Indeed, for v, w ∈ D(div) equal on some open set U , we have∫

X
ϕdiv v dm = −

∫
X

dϕ(v) dm (∗)= −
∫

X
dϕ(w) dm =

∫
X
ϕdivw dm

for any ϕ ∈ Lip(X, d) with supp(ϕ) ⊆ U , having used the locality of the differential and the
assumption v = w on U in the starred equality (∗). This is sufficient to prove the claim. Similarly,
starting from the locality of the covariant derivative (see [30, Proposition 3.4.9]) it follows the weak
locality of ∇∗. Finally, the weak locality of the Laplacian follows from that of the differential and
of the divergence.

Below for the domain Dloc(d) ⊆ L2
loc(X,m) we shall use the more standard notation H1,2

loc (X, d,m).
We then have the following.

Proposition 3.4 (Local Hille’s theorem - concrete version). Let (X, d,m) be an RCD(K,∞)
space and (Y, dY, µ) a metric measure space. Let (fy) ∈ L1(Y, µ;L2

loc(X,m)) (resp. (fy) ∈
L1(Y, µ;L2

loc(X,m)), resp. (Ay) ∈ L1(Y, µ;L2
loc(T⊗2(X, d,m)))) be with fy ∈ H1,2

loc (X, d,m) (resp.
fy ∈ Dloc(∆), resp. Ay ∈ Dloc(∇∗)) for µ-a.e. y ∈ Y.

Then for every U ⊆ X open bounded we have that y 7→ χUdfy (resp. y 7→ χU∆fy, resp.
y 7→ χU∇∗Ay) is - the equivalence class up to µ-a.e. equality of - a strongly Borel function (i.e.
Borel and essentially separably valued).

Now assume also that for every U ⊆ X open bounded we have
∫

Y ‖χU |dfy|‖L2 dµ(y) <∞ (resp.∫
Y ‖χU∆fy‖L2 dµ(y) <∞, resp.

∫
Y ‖χU |∇

∗Ay|‖L2 dµ(y) <∞).
Then

∫
Y fy dµ(y) ∈ H1,2

loc (X, d,m) (resp.
∫

Y fy dµ(y) ∈ Dloc(∆), resp.
∫

Y Ay dµ(y) ∈ Dloc(∇∗))
with

d
∫

Y
fy dµ(y) =

∫
Y

dfy dµ(y)

(resp. ∆
∫

Y fy dµ(y) =
∫

Y ∆fy dµ(y), resp. ∇∗
∫

Y Ay dµ(y) =
∫

Y∇
∗Ay dµ(y)).

Proof. We start with the case of differential. We have already noticed that d is weakly local and we
know from [30, Theorem 2.2.9] that it is a closed operator. Let us check that the other assumptions
in Lemma 3.3 are satisfied. (i) holds by our assumption, thus we pass to (ii). Let U, V as in
the statement and let ϕ ∈ Lip(X, d) be identically 1 on V and with support in U (the hypothesis
d(V,X \ U) > 0 grants that such ϕ exists). We define T (f) := ϕf and notice that the properties
in (3.1) are trivial. We pass to (iii), and notice that by the very definition of extension of d from
H1,2(X, d,m) to H1,2

loc (X, d,m) it follows that the Leibniz rule holds even in H1,2
loc (X, d,m). It is then

clear that we have ϕf ∈ H1,2
loc (X, d,m) with d(ϕf) = ϕdf + fdϕ. Thus

|d(ϕf)| ≤ χU |df | sup |ϕ|+ χUC|f | ∈ L2(X,m), (3.3)

where C denotes the Lipschitz constant of ϕ. Therefore ϕf is actually in H1,2(X, d,m).
With this said, let us verify the first claim. Fix U ⊆ X open bounded, let ϕ ∈ Lipbs(X, d)

be identically 1 on U and notice that replacing fy with ϕfy it is sufficient to prove that if
y 7→ fy ∈ L2(X,m) is Borel and fy ∈ H1,2(X, d,m) for every y ∈ Y, then y 7→ dfy ∈ L2(T ∗(X, d,m))
is strongly Borel. Since L2(T ∗(X, d,m)) is separable (see [2] and [30, Proposition 2.2.5]), it is enough
to check Borel regularity. Also, since d : H1,2(X, d,m)→ L2(T ∗(X, d,m)) is continuous, it suffices
to prove that y 7→ fy ∈ H1,2(X, d,m) is Borel. To see this it is sufficient to show that the unit ball
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in H1,2(X, d,m) belongs to the σ-algebra A generated by L2-open sets in H1,2(X, d,m). But this
is obvious, because the lower semicontinuity of the H1,2-norm w.r.t. L2-convergence ensures that
closed H1,2-balls are also L2-closed, and thus are in A. Since open balls are countable unions of
closed balls, the first claim follows.

For the second we now observe that what just proved, our assumption
∫

Y ‖χU |dfy|‖L2 dµ(y) <∞
and (3.3) ensure that y 7→ d(ϕfy) is in L1(Y, µ;L2(T ∗(X, d,m))), i.e. (iii) of Lemma 3.3 holds and
the conclusion follows from such lemma.

The same line of thought gives the conclusion for ∇∗. For the Laplacian we start noticing that
for V,U and ϕ as above we have∫

X
|ϕ|2|df |2 dm = −

∫
X

2fϕ〈df, dϕ〉+ ϕ2f∆f dm

≤
∫

X

1
2 |ϕ|

2|df |2 + 2|dϕ|2|f |2 + 1
2 |ϕ|

2(|f |2 + |∆f |2) dm,

i.e. 1
2
∫

X |ϕ|
2|df |2 dm ≤ C

∫
U
|f |2 + |∆f |2 dm. This proves that if f ∈ Dloc(∆) ⊆ L2

loc(X,m) then
f ∈ H1,2

loc (X, d,m) as well. Hence what previously proved tells that for y 7→ fy ∈ L2
loc Borel

with fy ∈ Dloc(∆) for µ-a.e. y, we have that y 7→ χUdfy ∈ L2(T ∗(X, d,m)) is strongly Borel
for any U ⊆ X open bounded. Now we want to prove that the same assumptions ensure that
y 7→ χU∆fy ∈ L2(X,m) is Borel as well. Since the σ-algebra generated by the strong topology
coincides with that generated by the weak topology (because the closed unit ball can be realized as
countable intersection of weakly-closed halfspaces, so that closed balls are weakly Borel and thus
the same holds for open balls since they are countable union of closed balls), by approximation
to get the desired Borel regularity it is sufficient to prove that y 7→

∫
X ψξ∆fy dm is Borel for any

ψ ∈ Lipbs(X, d) and ξ varying in a countable dense subset of L2(X,m). We pick ξ ∈ H1,2(X, d,m)
and notice that ∫

X
ψξ∆fy dm = −

∫
X
〈∇(ψξ),∇fy〉dm = −

∫
U

〈∇(ψξ),∇fy〉dm

for any U ⊆ X open bounded and containing the support of ψ. By what we already proved we see
that the RHS is a Borel function of y, hence the desired Borel regularity follows.

With this said, the conclusion for the Laplacian follows by first applying the result to the
differential and then to the divergence (the study of the divergence operator closely follows that of
∇∗ that in turn, as said, is largely based on that of d).

Remark 3.5. The above version of Hille’s theorem is compatible with the more general one recently
discussed in [18, Section 3.3]. However, as the presentation here is substantially simpler we preferred
giving a direct proof, rather than linking the terminology to that in [18]. �

3.2 Gaussian estimates and their consequences
Thanks to (2.7) and (2.12), it follows from [58, Proposition 3.1] that there exists a unique (locally
Hölder) continuous function p : X × X × (0,∞)→ (0,∞), called the heat kernel of (X, d,m), such
that the following holds;

htf(x) =
∫

X
p(x, y, t)f(y)dm(y) ∀f ∈ L2(X,m),∀x ∈ X. (3.4)

Let us denote by py,t(x) = p(x, y, t) when we consider p as a function on X for fixed y ∈ X and
t > 0.

Let us recall the Gaussian estimates for the heat kernel p proved in [46], where we are going
to use them only specialized to the case ε = 1: for any ε ∈ (0, 1] there exists a positive constant
C := C(K,N, ε) depending only on K,N and ε such that for any x, y ∈ X and any 0 < t < 1,

C

m(B√t(x)) exp
(
−d(x, y)2

(4− ε)t − Ct
)
≤ p(x, y, t) ≤ C

m(B√t(x)) exp
(
−d(x, y)2

(4 + ε)t + Ct

)
, (3.5)
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and for every y ∈ X and t > 0 we have

|dpy,t|(x) ≤ C√
tm(B√t(x))

exp
(
−d(x, y)2

(4 + ε)t + Ct

)
m-a.e. x ∈ X. (3.6)

Notice that (3.5) and Lemma 2.7 ensure that p(·, y, t) ∈ L2(X,m) for every y ∈ X, t > 0, therefore
from (3.4) we deduce the Chapman-Kolmogorov equation:

p(x, y, t+ s) = htp( · , y, s)(x) =
∫

X
p(x, z, t)p(z, y, s)dm(z) ∀t, s > 0,∀x, y ∈ X. (3.7)

Also, from (2.3), [57, Corollary 2.7] and (3.5) we deduce the estimate

|∆p(·, y, t)| (x) ≤ C

tm(B√t(x)) exp
(
−d(x, y)2

(4 + ε)t + Ct

)
m-a.e. x ∈ X, (3.8)

for every y ∈ X, t > 0. Notice that the above discussion and estimates easily imply that

py,t ∈ TestF(X, d,m)

for every y ∈ X, and t > 0. We shall frequently use this fact. For future reference we also notice
that (3.7) and the estimate (3.5) together with (2.4), (2.12) and Lemma 2.7 give

‖py,t‖H1,2 + ‖∆py,t‖H1,2 ≤ C(K,N, t)m(B√t(y))− 1
2 . (3.9)

We also notice that the identity ∂tp(x, y, t) = ∂tpy,t(x) = ∆py,t(x) = ∆xp(x, y, t) valid for any t > 0,
y ∈ X and a.e. x together with the symmetry in x, y of the heat kernel - and thus of the LHS - gives

∆xp(x, y, t) = ∆yp(x, y, t) (m×m)-a.e. (x, y), ∀t > 0. (3.10)

We conclude pointing out that the continuity of the heat kernel and the estimates (3.5) ensure that
for any t > 0 the map y 7→ py,t ∈ L2(X,m) is continuous. Thus by the first claim in Proposition
3.4 we deduce that y 7→ dpy,t ∈ L2(T ∗(X, d,m)) is strongly Borel. Similarly for y 7→ ∆py,t and
y 7→ d∆py,t.

3.3 Smoothing metrics gt and computation of ∇∗gt

In order to introduce the main tool in this paper, i.e. the smoothing metrics gt, let us start this
subsection by observing the smooth case as follows.

For an n-dimensional weighted complete Riemannian manifold (M, g, e−V dVolg) satisfying
RicN ≥ Kg for some K ∈ R and some N ∈ [n,∞) (namely (M, dg, e−V Volg) is an RCD(K,N)
space, recall (1.3) and (1.4)), for any t > 0, define the map Φt : M → L2(M, e−V Volg) by

Φt(x) := (y 7→ p(x, y, t)) ∈ L2(M, e−V Volg).

Then the pull-back gt := (Φt)∗gL2 is well-defined as a smooth tensor of type (0, 2) and it satisfies

gt(x) =
∫
M

dxpy,t(x)⊗ dxpy,t(x)e−V (y)dVolg(y) ∀x ∈M

where it is emphasized that the RHS of the above makes sense as Bochner integral for any x ∈M
because of (3.6). In particular, thanks to Fubini’s theorem for all smooth vector fields Vi (i = 1, 2)
on M with bounded supports we have∫

M

gt(V1, V2)e−V dVolg =
∫
M

∫
M

dxpy,t(V1)(x) dxpy,t(V2)(x)e−V (x)−V (y)dVolg(x)dVolg(y)

and it is easy to see that this equation also characterizes gt.
Let us generalize this observation to an RCD(K,N) space (X, d,m) as follows. Start noticing

that the identity |dpy,t ⊗ dpy,t|HS = |dpy,t|2, (3.15) below and Lemma 2.7 ensure that for every
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t > 0 the map y 7→ dpy,t ⊗ dpy,t is in L1(X,m;L2
loc((T ∗)⊗2(X, d,m))), namely for a bounded A ⊆ X

and a fixed x̄ ∈ A,∫
X

√∫
A

|dpy,t|2 dm(x) dm(y) ≤ C
√
m(A)

∫
X
e−

d2(x̄,y)
5t dm(y) <∞.

Hence the following definition is well-posed:

Definition 3.6 (Smoothing metrics gt). Let (X, d,m) be an RCD(K,N) space. We define the (0, 2)
tensor gt ∈ L0((T ∗)⊗2(X, d,m)) on X as

gt :=
∫

X
dxpy,t ⊗ dxpy,t dm(y).

Notice that the basic properties of Bochner integration (Hille’s Theorem) ensure that for
V1, V2 ∈ L2(T (X, d,m)) with bounded support we have∫

X
gt(V1, V2) dm =

∫
X

∫
X

dpy,t(V1) dpy,t(V2)dmdm(y).

After a normalization of gt as follows, the smoothing metrics are uniformly bounded in L∞:

Proposition 3.7. Let (X, d,m) be an RCD(K,N) space. Then we have

tm(B√t( · ))gt ≤ C(K,N)g m-a.e., ∀t ∈ (0, 1] (3.11)

in the sense of symmetric tensors. In particular we have gt ∈ L∞loc((T ∗)⊗2(X, d,m)) and moreover
tm(B√t(·))gt ∈ L∞((T ∗)⊗2(X, d,m)).

Proof. Fix V ∈ L0(T (X, d,m)) and notice that for m-a.e. x we have

tm(B√t(x))gt(V, V )(x) ≤ tm(B√t(x))|V |2(x)
∫

X
|dpy,t|2(x) dm(y)

(by (3.6)) ≤ C|V |2(x)
m(B√t(x))

∫
X

exp
(
−d(x, y)2

5t + Ct

)
dm(y).

The conclusion follows from Lemma 2.7 (with α = 0).

We now turn to the computation of ∇∗gt. To this aim, it is convenient to introduce the following
function:

pt(x) := p(x, x, t) (3.7)=
∫

X
p2
y,t/2(x) dm(y).

Notice that thanks to the bounds (3.5) it is easy to see that for every t > 0 the map y 7→ p2
y,t/2 is

in L1(X,m;L2(X,m)). It is then clear that the identity pt =
∫

X p
2
y,t/2 dm(y) holds also in the sense

of Bochner integrals.
Let us start collecting some estimates for this function:

Lemma 3.8. Let (X, d,m) be an RCD(K,N) space.
Then for any t > 0 we have p2t(x) ∈ Dloc(∆) with

dpt = 2
∫

X
py,t/2dpy,t/2 dm(y) and |dpt| ≤

C(K,N)√
tm(B√t(·))

m-a.e. (3.12)

and

∆pt = 2
∫

X
py,t/2∆py,t/2 + |dpy,t|2 dm(y) and |∆pt| ≤

C(K,N)
tm(B√t(·))

m-a.e.. (3.13)

Finally, we also have ∆pt ∈ H1,2
loc (X, d,m) with

d∆pt = 2
∫

X
dpy,t/2∆py,t/2 + py,t/2d∆py,t/2 + d|dpy,t|2 dm(y). (3.14)

It is part of the claim the fact that the integrands in (3.12) and (3.14) belong to the space
L1(X,m;L2

loc(T ∗(X, d,m))) and the one in (3.13) belongs to the space L1(X,m;L2
loc(X,m)).
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Proof. Using (3.5) and (3.6) we get∫
X
|d(p2

y,t/2)|dm(y) ≤ 2
∫

X
py,t/2|dpy,t/2|dm(y) ≤ C√

tm(B√t(·))2

∫
X

exp
(
−2d2(·, y)

5t + Ct

)
dm(y).

Thus from Lemma 2.7 and Proposition 3.4 we deduce that pt ∈ H1,2
loc (X, d,m) and that (3.12) holds.

Similarly, starting from∫
X
|∆(p2

y,t/2)|dm(y) ≤ 2
∫

X
py,t/2|∆py,t/2|+ |dpy,t/2|2 dm(y)

and using the estimates (3.5), (3.6) and (3.8) and then again Lemma 2.7 and Proposition 3.4, we
conclude that pt(x) ∈ Dloc(∆) and that (3.13) holds.

For the last claim we recall that py,t ∈ TestF(X, d,m), thus the Leibniz rule for the Laplacian
and the basic properties of test functions give py,t/2∆py,t/2 + |dpy,t|2 ∈ H1,2(X, d,m) with

d(py,t/2∆py,t/2 + |dpy,t|2) = dpy,t/2∆py,t/2 + py,t/2d∆py,t/2 + 2Hess py,t(∇py,t, · ).

The fact that the first two addends in the RHS are in L1(X,m;L2
loc(T ∗(X, d,m))) can be proved

as before. For the last one we let A ⊆ X be Borel and bounded and x̄ ∈ X. Then we have
d(x, y) ≥ d(y, x̄)−R for any x ∈ A, y ∈ X and some R > 0 independent on x, y. Hence (3.6) implies
that ‖|dpy,t|‖L∞(A) ≤ Ce−

d2(y,x̄)
5t for some C = C(t,K,N,A, x̄), thus

∫
X

√∫
A

|Hess py,t(∇py,t, · )|2 dm(x) dm(y) ≤
∫

X
‖|Hess py,t|HS‖L2‖|dpy,t|‖L∞(A) dm(y)

(by (2.11)) ≤ C
∫

X
(‖∆py,t‖L2 + ‖|dpy,t|‖L2)e−

d2(y,x̄)
5t dm(y)

(by (3.9)) ≤ C
∫

X
m(B√t(y))− 1

2 e−
d2(y,x̄)

5t dm(y) <∞,

where the last inequality comes from Lemma 2.7. The conclusion follows.

To further analyze the link between gt and pt the following result will be crucial:

Lemma 3.9. Let (X, d,m) be an RCD(K,N) space. Then for every t > 0 we have that y 7→
∆py,tdpy,t and y 7→ py,td∆py,t are both in L1(X,m;L2

loc(T ∗(X, d,m))) and∫
X

∆py,tdpy,t dm(y) =
∫

X
py,td∆py,t dm(y).

Proof. For the first part of the claim we argue as in the proof of Lemma 3.8 above: let A ⊆ X be
Borel and bounded and x̄ ∈ X. Then, (3.6) implies that for some C = C(t,K,N,A, x̄)

‖|dpy,t|‖L∞(A) ≤
∥∥∥Ce− d2(y, · )

(4+1/2)t

∥∥∥
L∞(A)

≤ Ce−
d2(y,x̄)

5t , (3.15)

so that, ∫
X

√∫
A

|∆py,tdpy,t|2 dm(x) dm(y) ≤ C
∫

X
‖∆py,t‖L2e−

d2(y,x̄)
5t dm(y) <∞,

having used the bound (3.9) and Lemma 2.7 in the last step. This proves that y 7→ ∆py,tdpy,t is in
L1(X,m;L2

loc(T ∗(X, d,m))) and an analogous argument gives the same for y 7→ py,td∆py,t.
Now write the Chapman-Kolmogorov equation (3.7) as∫

X
p(y, z, s)pz,t dm(z) = py,t+s
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and observe that the estimates (3.5), (3.6) and the same arguments just used ensure that for
any y ∈ X the maps z 7→ p(y, z, s)pz,t and z 7→ p(y, z, s)dpz,t are in L1(X,m;L2

loc(X,m)) and
L1(X,m;L2

loc(T ∗(X, d,m))) respectively. Thus Proposition 3.4 gives∫
X
p(y, z, s)dpz,t dm(z) = dpy,t+s.

Multiplying both sides by py,t, integrating in y and using Fubini’s theorem we obtain∫
X
pz,t+sdpz,t dm(z) (3.7)=

∫
X

∫
X
py,t p(y, z, s)dpz,t dm(z) dm(y) =

∫
X
py,tdpy,t+s dm(y).

Thus to conclude it is sufficient to prove that as s→ 0+ we have∫
X

py,t+s − py,t
s

dpy,t dm(y)→
∫

X
∆py,tdpy,t dm(y),∫

X
py,td

(py,t+s − py,t
s

)
dm(y)→

∫
X
py,td∆py,t dm(y)

(3.16)

in L2
loc(T ∗(X, d,m)). We start noticing that from (3.7) we have

Fy,t := py,t+s − py,t
s

−∆py,t =
∫ 1

0
∆(py,t+rs − py,t) dr

= s

∫ 1

0
r∆
(∫ 1

0
∆py,t+rsh dh

)
dr

= s

∫ 1

0
r∆ht/3

(∫ 1

0
∆ht/3py,t/3+rsh dh

)
dr

and therefore using twice (2.4) we obtain

‖Fy,t‖L2 ≤ sC(t)
∫ 1

0

∫ 1

0
‖py,t/3+rsh‖L2 dhdr

(2.5)
≤ sC(t)‖py,t/3‖L2

(3.9)
≤ sC(K,N, t)m(B√ t

3
(y))− 1

2 .

(3.17)
Thus for A ⊆ X Borel and bounded we have∫

X

√∫
A

|Fy,tdpy,t|2 dmdm(y)
(3.15)
≤ C

∫
X
‖Fy,t‖L2e−

d2(y,x̄)
5t dm(y)

(3.17)
≤ sC

∫
X

e−
d2(y,x̄)

5t

m(B√ t
3
(y)) 1

2
dm(y)

for some C = C(K,N, t, A, x̄). Since the last integral is finite by Lemma 2.7, the LHS goes to 0 as
s→ 0+. This proves the first in (3.16). The second follows along very similar lines, we omit the
details.

We are now in a position to prove the main result of this subsection:

Theorem 3.10. Let (X, d,m) be an RCD(K,N) space. Then for every t > 0 we have gt ∈ Dloc(∇∗)
with

∇∗gt = −1
4d∆p2t. (3.18)

Proof. For any y ∈ X Proposition 2.6 tells ∇∗(dpy,t ⊗ dpy,t) = −∆py,tdpy,t − 1
2 d|∇py,t|2. Also,

arguing as in Lemma 3.8 it is easy to see that y 7→ −∆py,tdpy,t − 1
2 d|∇py,t|2 belongs to the space

L1(X,m;L2
loc(T ∗(X, d,m))). Thus taking into account Lemma 3.9 we obtain∫

X
∇∗(dpy,t ⊗ dpy,t) dm(y) = − 1

2

∫
X

∆py,tdpy,t + py,td∆py,t + d|dpy,t|2 dm(y) (3.14)= −1
4d∆p2t.

The conclusion comes from the very definition of gt and Proposition 3.4.
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3.4 Asymptotic behaviour as t→ 0+

The goal of this subsection is to study the behaviour of gt and ∇∗gt as t→ 0+.
We start with the following result, which generalizes to the non-compact setting the analogous

statement [8, Theorem 5.10]:

Theorem 3.11. Let (X, d,m) be an RCD(K,N) space of essential dimension n.
Then tm(B√t( · ))gt → cng strongly in Lploc for any p ∈ [1,∞), where cn is a positive constant

depending only on n.

Proof. Since the proof is essentially same to that in [8, Theorem 5.10] after replacing Lp by Lploc
(recall that [8, Theorem 5.10] discussed only on the case when (X, d) is compact), we shall only give
a sketch of the proof.

Fix V ∈ L∞(T (X, d,m)) with bounded support. First let us discuss the asymptotic behaviour
of the following as t→ 0+ for fixed y ∈ X and L > 0;∫

X
tm(B√t(x))|dpy,t(V )|2(x)dm(x)

=
∫
BL
√

t(y)
tm(B√t(·))|dpy,t(V )|2dm +

∫
X\BL

√
t(y)

tm(B√t(·))|dpy,t(V )|2dm.
(3.19)

The key idea to control the each terms in the RHS of (3.19) is to apply blow-up arguments (i.e.
we discuss the behaviour of the rescaled spaces (X,

√
t
−1d,m(B√t(y))−1m, y) with respect to the

pointed measured Gromov-Hausdorff convergence as t → 0+) in conjunction with the stability
of the heat flow first observed in [28]. More precisely, we use the stability results proved in [7,
Corollary 5.5, Theorem 5.7, Lemma 5.8], [6, Theorem 4.4], [9, Theorem 3.3] (with [8, Theorem
2.19]), [34, Theorem 6.8] with Theorem 2.13 and (3.6). Combining these, letting t→ 0+ and then
letting L→∞ in the RHS of (3.19), the following hold for m-a.e. y ∈ X:

1. The first term of the RHS of (3.19) converges to cn|V |2(y).

2. The second term of the RHS of (3.19) converges to 0.

Thus as t→ 0+ we obtain∫
X
tm(B√t(x))|dpy,t(V )|2(x)dm(x)→ cn|V |2(y) m-a.e. y ∈ X.

Thus combining this with (3.11) and the dominated convergence theorem we get∫
X
tm(B√t(·))gt(V, V )dm→ cn

∫
X
|V |2dm

which proves that tm(B√t( · ))gt Lp-weakly converge to cng on any bounded subset A of X because
gt is symmetric and V is arbitrary.

In order to get the Lploc-strong convergence it suffices to check

lim
t→0+

∫
X
ϕ|tm(B√t(·))gt|

2
HSdm = c2

n

∫
X
ϕ|g|2HSdm = c2

nn

∫
X
ϕdm (3.20)

for every ϕ ∈ Lipbs(X, d), because this implies the L2
loc-strong convergence and the improvement to

the Lploc-strong one comes from (3.11). Let us check (3.20) as follows.
For any z ∈ Rn, applying blow-up arguments as explained above again allows us to deduce

F (z, t) := 1
m(B√t(z))

∫
B√t(z)

|tm(B√t(·))gt|
2
HSdm→ c2

nn

and thus (recalling (3.11) to use the dominate convergence theorem) for ϕ ∈ Lipbs(X, d) we have

lim
t→0+

∫
X
ϕ(z)F (z, t) dm(z) = c2

nn

∫
X
ϕdm. (3.21)
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On the other hand, we have∫
X
ϕ(z)F (z, t) dm(z) =

∫
X
|tm(B√t(·))gt|

2
HS(x)

∫
B√t(x)

ϕ(z)
m(B√t(z))

dm(z)︸ ︷︷ ︸
=:G(x,t)

dm(x). (3.22)

Now notice that supt,xG(x, t) < ∞ (because of (2.14)) and limt→0+ G(x, t) = ϕ(x) for m-a.e. x
(because of the convergence of the blow-ups to the Euclidean space). It follows (again using (3.11)
to use the dominate convergence theorem) that

lim
t→0+

∫
X
|tm(B√t(·))gt|

2
HS(x)

∣∣∣ ∫
B√t(x)

ϕ(z)
m(B√t(z))

dm(z)− ϕ(x)
∣∣∣dm(x) = 0

which together with (3.21) and (3.22) gives (3.20) and the conclusion.

Remark 3.12. In Theorem 3.11, the conclusion can not be improved to the case when p =∞ in
general. For example, the RCD(0, 1) space ([0, π], dR,H 1) satisfies

lim inf
t→0+

∥∥tH 1(B√t(·))gt − c1gR
∥∥
L∞

> 0.

See [8, Remark 5.11] for details. It is worth pointing out that the verification of

‖tm(B√t(·))gt − cng‖L∞loc
→ 0 (3.23)

is closely related to the nonexistence of singular points (actually the singular points are {0, π} in
this example). See also [44, Theorem 1.1].

In connection with this pointing out, if (M, g, e−V dVolg) is any weighted complete n-dimensional
Riemannian manifold with RicN ≥ Kg for some K ∈ R and some N ∈ [n,∞), applying a
construction of the heat kernel by parametrix, we can actually prove that (3.23) holds. More
precisely we have as t→ 0+.

4(8π)n/2t(n+2)/2gt

= eV g − eV
(

2
3

(
Ricg −

1
2Scalgg

)
− dV ⊗ dV −∆gV g + |∇

gV |2

2 g

)
t+O(t2),

which is uniform on any bounded set. See [15, Theorem 5] and [45, Theorem 3.5] for details.
�

Corollary 3.13. Let (X, d,m) be an RCD(K,N) space of essential dimension n. Let A be a
bounded Borel subset of X with

inf
r∈(0,1),x∈A

m(Br(x))
rn

> 0. (3.24)

Then H n A is a Radon measure absolutely continuous w.r.t. m and

χAωnt
(n+2)/2gt → χAcn

dH n A

dm g in Lp((T ∗)⊗2(X, d,m)), ∀p ∈ [1,∞).

Proof. The first part of the claim follows from Lemma 2.14 and (3.24). Then Theorem 2.13 ensures
that as r → 0+

ωrn

m(Br(x)) →
dH n A

dm m-a.e. x ∈ A.

Thus (3.24), the dominated convergence theorem and Theorem 3.11 give the conclusion.

We now turn to the asymptotic of ∆p2t:

Proposition 3.14. Let (X, d,m) be an RCD(K,N) space, K ∈ R, N ∈ [1,∞). Then as t → 0+

we have
tm(B√t(·))∆p2t(·)→ 0 in Lploc(X,m), ∀p ∈ [1,∞).
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Proof. The proof is based on blow-up arguments which is similar to that of Theorem 3.11. Therefore
we give only a sketch of the proof (see also [8]).

Let us first prove that for any z ∈ Rn, as t→ 0+,

1
m(B√t(z))

∫
B√t(z)

tm(B√t(x))|∆p2t(x)|dm(x)→ 0. (3.25)

In order to prove this, consider the pointed measured Gromov-Hausdorff convergent sequence of
the rescaled space:

(Xt,z, dt,z,mt,z, z) :=
(

X, 1√
t
d, 1

m(B√t(z))
m, z

)
pmGH→

(
Rn, dRn ,

1
ωn

H n, 0n
)

(3.26)

and denote by pt,z, ∆t,z, the heat kernel, the Laplacian of (Xt,z, dt,z,mt,z), respectively, namely
pt,z(x, y, s) = m(B√t(z))p(x, y, ts), ∆t,zf = t∆f . Thus the LHS of (3.25) is equal to∫

Bdt,z

1 (z)
mt,z(Bdt,z

1 (x))|∆t,zpt,z2 (x)|dmt,z(x). (3.27)

Applying the stability results already used in the proof of Theorem 3.11 shows that ∆t,zpt,z2 L2
loc-

strongly converge to ∆gRn (ωnp̃2) with respect to (3.26), where p̃(x) denotes the heat kernel of the
n-dimensional Euclidean space evaluated at (x, x). Since ∆gRn (ωnp̃2) = 0 because p̃2 is constant,
(3.27) converges to ∫

B1(0n)
|∆gRn (ωnp̃2)|d

(
1
ωn

H n

)
= 0

as t→ 0+, which proves (3.25).
Fix a ϕ ∈ Lipbs(X, d). Applying (3.25) with (3.13), the dominated convergence theorem yields∫

X

ϕ(z)
m(B√t(z))

∫
B√t(z)

tm(B√t(x))|∆p2t(x)|dm(x)dm(z)→ 0.

On the other hand (3.13) and dominated convergence (recall (2.14)) imply∣∣∣∣∣
∫

X

ϕ(z)
m(B√t(z))

∫
B√t(z)

tm(B√t(x))|∆p2t(x)|dm(x)dm(z)−
∫

X
ϕ(z)tm(B√t(z))|∆p2t(z)|dm(z)

∣∣∣∣∣
≤ C(K,N)

∫
X

∣∣∣ϕ(z)−
∫
B√t(z)

ϕ(x)
m(B√t(x))dm(x)

∣∣∣dm(z)→ 0.

Thus ∫
X
ϕ(x)tm(B√t(x))|∆p2t(x)|dm(x)→ 0. (3.28)

The desired Lploc-strong convergence comes from (3.28) and (3.13).

Corollary 3.15. Let (X, d,m) be an RCD(K,N) space. Also, let A be a bounded Borel subset of
X and n ∈ N be such that

inf
r∈(0,1),x∈A

m(Br(x))
rn

> 0.

Then as t→ 0+

t(n+2)/2∆p2t → 0 in L2(A,m).

Proof. Direct consequence of Proposition 3.14.

Remark 3.16. Although the above convergence results are stated for the strong convergence in
order to get our best knowledges, their weak convergences are enough to justify our main results as
easily seen in the next section. �
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4 Proof of the main results
From both the technical and conceptual points of view, the following is the crucial result in this
paper. Its proof is basically a combination of the convergence results established in Corollaries 3.13,
3.15 together with formula (3.18):

Theorem 4.1 (Integration-by-parts formula). Let (X, d,m) be an RCD(K,N) space of essential
dimension n. Let also U ⊆ X be open and assume that

inf
r∈(0,1),x∈A

m(Br(x))
rn

> 0

for every compact subset A of U . Then for any ϕ ∈ Lipbs(X, d) with supp(ϕ) ⊆ U and f ∈ D(∆),
it holds that ∫

X
〈dϕ,df〉dH n = −

∫
X
ϕ tr(Hessf)dH n.

Proof. The assumptions on ϕ, f ensure that ϕdf is in the domain of the covariant derivative with
∇(ϕdf) = dϕ⊗df +ϕHessf (see [30, Theorem 3.4.2, Proposition 3.4.5]), with identifications under
the Riesz isomorphisms. Thus (3.18) gives∫

X
〈t(n+2)/2gt,∇(ϕdf)〉HS dm = −1

4

∫
X
〈∇∆(t(n+2)/2p2t), ϕ∇f〉dm

= 1
4

∫
X

∆(t(n+2)/2p2t)div(ϕ∇f)dm.
(4.1)

Let us take the limit t→ 0+ in (4.1). The RHS converge to 0 because of Corollary 3.15 applied
with A := supp(ϕ). On the other hand by Corollary 3.13 applied with A := supp(ϕ), the LHS of
(4.1) converges to, up to multiplying by a constant,∫

X
〈g,∇(ϕdf)〉HS dH n =

∫
X
〈dϕ,df〉dH n +

∫
X
ϕ tr(Hessf)dH n.

This completes the proof.

To deduce from the above the equivalence of the ‘weak’ and ‘strong’ non-collapsed conditions
we shall use the following simple result:

Lemma 4.2. Let (X, d,m) be an RCD(K,N) space. Also, let U ⊆ X be an open connected set and
let ξ ∈ L∞loc(U,m). Assume that for every ψ ∈ Lipbs(X, d) with support in U and f ∈ D(∆) it holds∫

X
ξ〈∇ψ,∇f〉dm = −

∫
X
ξψ∆fdm. (4.2)

Then ξ is constant on U .

Proof. It suffices to check that ξ is locally constant on U because U is connected. Let z ∈ X and
r ∈ (0, 1

6 ) with B3r(z) ⊆ U and let ψ ∈ Lip(X, d) be identically 1 on B2r(z) and with support in
B3r(z). Also, set ξt := ht

(
χB2r(z)ξ

)
∈ D(∆), namely ξt(y) =

∫
B2r(z) p(x, y, t)ξ(x)dm(x) for m-a.e.

y ∈ X and notice that Hille’s theorem (see also Proposition 3.4) gives

∆ξt(y) =
∫
B2r(z)

∆yp(x, y, t)ξ(x)dm(x) (3.10)=
∫
B2r(z)

ξ∆py,tdm.

This identity and the assumption (4.2) (with f = py,t) give

∆ξt(y) =
∫

X
(χB2r(z) − ψ)ξ∆py,tdm−

∫
X
ξ〈∇ψ,∇py,t〉dm
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for m-a.e. y ∈ X. Therefore the assumption ξ ∈ L∞loc(U,m) tells that for y ∈ Br(z) we have

|∆ξt|(y) ≤ C
∫
B3r(z)\B2r(z)

|∆py,t|dm + C

∫
B3r(z)\B2r(z)

|∇py,t|dm

(by (3.6), (3.8)) ≤ C
(
t−1 + t−1/2

)
exp

(
−r

2

5t

)∫
B3r(z)

1
m(B√t(x)) dm(x),

where C is a positive constant which is independent with t and y. Now notice that (2.12) and the
assumption r ∈ (0, 1

6 ) ensure that 1
m(B√t(x)) ≤

C(K,N)
m(B1(z)) t

−N
2 for every t ∈ (0, 1) and x ∈ B3r(z). It

then follows that ∆ξt uniformly converge to 0 on Br(z).
Let now ϕ ∈ Lip(X, d) be with support in Br(z) and notice that∫
X
|d(ϕξt)|2 dm =

∫
X
|ξt|2|dϕ|2 + 2ξtϕ〈dξt,dϕ〉+ |ϕ|2|dξt|2 dm =

∫
X
|ξt|2|dϕ|2 − |ϕ|2ξt∆ξt dm.

By what we proved we see that the RHS is bounded as t → 0+, hence the lower semicontinuity
of the Cheeger energy ensures that ϕξ ∈ H1,2(X, d,m). Now choose ϕ ∈ Lip(X, d) identically 1
on Br/2(z) and with support in Br(z) and let η ∈ Lip(X, d) be arbitrary with support in Br/2(z).
Since supp(η) ⊆ {ϕ = 1}, from (4.2) it follows that∫

X
ϕξ〈∇η,∇f〉dm = −

∫
X
ηξϕ∆fdm (4.3)

for any f ∈ D(∆). Moreover, by what we just proved the following computations are justified:

−
∫

X
ϕξη∆fdm =

∫
X
〈∇(ϕξη),∇f〉dm =

∫
X
ϕξ〈∇η,∇f〉+ η〈∇(ϕξ),∇f〉dm.

This and (4.3) imply that
∫

X η〈∇ξ,∇f〉dm =
∫

X η〈∇(ϕξ),∇f〉dm = 0. The arbitrariness of η
then gives 〈∇(ϕξ),∇f〉 = 0 m-a.e. on Br/2(z). Then the density of D(∆) in H1,2(X, d,m) gives
∇(ϕξ) = 0 m-a.e. on Br/2(z). In turn this implies (e.g. from the Sobolev to Lipschitz property) that
ϕξ, and thus ξ, has a representative which is constant in Br/2(z), which is sufficient to conclude.

We have now all the ingredients to prove the main equivalence result of this manuscript.

Proof of Theorem 1.5. Under (1.14), we can apply Theorem 4.1 and deduce the integration-by-parts
formula: ∫

X
〈dϕ,df〉dH n

dm dm = −
∫

X
ϕ tr(Hessf)dH n

dm dm,

valid for any ϕ ∈ Lip(X, d) with support in U and any f ∈ D(∆). Now notice that (1.14) together
with Theorem 2.13 imply that dH n

dm ∈ L∞loc(U,m). Hence if item 1 holds, we can apply Lemma 4.2
with ξ = χU

dH n

dm to deduce that item 2 holds as well.
Conversely, if item 2 holds, for all ϕ and f as above, we have

−
∫

X
ϕ∆fdm =

∫
X
〈dϕ,df〉dm = −

∫
X
ϕ tr(Hessf)dm,

having used item 2 and the integration-by-parts formula in the last step. By the arbitrariness of ϕ,
this proves item 1.

Proof of Theorem 1.3. From the Bishop-Gromov inequality (2.12) it easily follows that for any
bounded set A of X we have

inf
r∈(0,1),x∈A

m(Br(x))
rN

> 0. (4.4)

On the other hand, Theorem 2.20 gives that the essential dimension of X is N , thus Theorem
2.22 with (2.2) shows

∆f = tr(Hessf) ∀f ∈ D(∆). (4.5)
Then the conclusion follows from (4.4), (4.5) and Theorem 1.5.
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Proof of Theorem 1.6. From the continuity of H N in the compact (as a consequence of Theorem
2.8) space of unit balls in RCD(K,N) spaces stated in Theorem 2.19, we see that picking ε sufficiently
small, the conclusion

∣∣H N (B1(x))−H N (B1(y))
∣∣ < δ holds true. Thus we concentrate on the first

part of the claim.
The proof is done by contradiction. If not, there exist a sequence εi → 0+, a sequence of

pointed RCD(K,N) spaces (Xi, di,mi, xi) and a sequence of non-collapsed RCD(K,N) spaces
(Yi, dYi

,H N , yi) with H N (B1(yi)) ≥ v such that (Xi, di, xi) εi-pGH close to (Yi, dYi
, yi) and so

that mi is not proportional to H N .
Thanks to Theorem 2.8, after passing to a non-relabelled subsequence, there exists a pointed

RCD(K,N) space (Z, dZ,mZ, z) such that(
Xi, di,

1
mi(B1(xi))

mi, xi

)
pmGH→ (Z, dZ,mZ, z)

and
(Yi, dYi

, yi)
pGH→ (Z, dZ, z).

Thanks to Theorem 2.18 with (1.15), we have

(Yi, dYi ,H
N , yi)

pmGH→ (Z, dZ,H
N , z),

with H N (B1(z)) ≥ v. Recalling Theorem 2.20, we see that (Z, dZ,mZ) is weakly non-collapsed, in
particular, has essential dimension N . Then the lower semicontinuity statement given by Theorem
2.16 gives

N ≥ lim inf
i→∞

essdim(Xi) ≥ essdim(Z) = N.

It follows that essdim(Xi) = N for any sufficiently large i. Thus from the characterization of weakly
non-collapsed spaces in Theorem 2.20 and our main result Theorem 1.3 it follows that mi = ciH N

for every i sufficiently large. This provides the desired contradiction.

Proof of Theorem 1.7. Let us take ri → 0+ with (2.16), according to the assumption (Y, dY,mY, y) ∈
Tan(X, d,m, x). As the essential dimension does not change under rescaling as in the LHS of (2.16),
we see, by Theorem 2.16 and the assumption essdim(Y) = N , that essdim(X) = N . Thus we
conclude by our main result Theorem 1.3, taking into account also Theorem 2.20.

Proof of Theorem 1.8. Let us take ri → ∞ and a sequence of rescaled spaces as in the LHS of
(2.16); by Theorem 2.8 (here we use the fact that the space is an RCD(K,N) space with K = 0)
we can extract a non relabelled subsequence of {ri}i such that such rescaled spaces converge to
the RCD(0, N) space (Y, dY,mY, y) in the pmGH topology. Therefore, if z ∈ Y, we take a sequence
{yi}i ⊆ X that converges to z under this pmGH convergence,

mY(Br(z))
rN

= lim
i

m(Brri(yi))
rNm(Bri

(x)) = lim
i

m(Brri(yi))
(rri)N

rNi
m(Bri

(x)) ≤ lim sup
i

m(B1(yi))
rNi

m(Bri
(x)) ≤ C

where C is independent of r. Here we have used the Bishop-Gromov inequality (2.12) for the first
inequality and our assumptions for the last inequality. Therefore, using Theorem 2.20 we see that
essdim(Y) = N , so that we can conclude as in the proof of Theorem 1.7.
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