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Paralinearization and extended lifespan
for solutions of the α-SQG sharp front equation

Massimiliano Berti* Scipio Cuccagna† Francisco Gancedo‡ Stefano Scrobogna§

October 25, 2023

Abstract

In this paper we paralinearize the contour dynamics equation for sharp-fronts of α-SQG, for any α ∈
(0,1)∪(1,2), close to a circular vortex. This turns out to be a quasi-linear Hamiltonian PDE. After deriving
the asymptotic expansion of the linear frequencies of oscillations at the vortex disk and verifying the
absence of three wave interactions, we prove that, in the most singular cases α ∈ (1,2), any initial vortex
patch which is ε-close to the disk exists for a time interval of size at least ∼ ε−2. This quadratic lifespan
result relies on a paradifferential Birkhoff normal form reduction and exploits cancellations arising from
the Hamiltonian nature of the equation. This is the first normal form long time existence result of sharp
fronts.

Keywords: α-SQG equations, vortex patches, paradifferential calculus, Birkhoff normal form.
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1 Introduction and main results

In this paper we consider the generalized surface quasi-geostrophic α-SQG equations

∂tθ(t ,ζ)+u(t ,ζ) ·∇θ(t ,ζ) = 0, (t ,ζ) ∈R×R
2 , (1.1)
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with velocity field

u :=∇⊥ |D|−2+αθ , |D| := (−∆)
1
2 , α ∈ (0,2) . (1.2)

These class of active scalar equations have been introduced in [28, 68] and, for α→ 0, formally reduce to
the 2D-Euler equation in vorticity formulation (in this case θ is the vorticity of the fluid). The case α= 1 is
the surface quasi-geostrophic (SQG) equation in [23] which models the evolution of the temperature θ for
atmospheric and oceanic flows.

For the 2D Euler equation global-in-time well-posedness results are well known for either regular initial
data, see e.g. [22,65], as well as for L1∩L∞ initial vorticities, thanks to the celebrated Yudovich Theorem [77].
This result is based on the fact that the vorticity is transported by the particles of fluid along the velocity field,
which turns out to be log-Lipschitz, and thus it defines a global flow on the plane. On the other hand, for
α > 0, an analogous result does not hold because the velocity field u in (1.2) is more singular and does not
define a flow. Nevertheless local in time smooth solutions exist thanks to a nonlinear commutator structure
of the vector field for α= 1, in [24], and for α ∈ (1,2), in [21]. For α= 1, the works [26,27] rule out the possible
formation of certain kind of singularities but the question of whether a finite-time singularity may develop
from a smooth initial datum remains open. In this context we mention the construction in [45] of solutions
that must either exhibit infinite in time growth of derivatives or blow up in finite time.

Existence of global weak Lp solutions has been obtained by energy methods for α = 1, if p > 4/3, in
[66, 70], and for α ∈ (1,2) if p = 2, in [21]. For α ∈ (0,1] global weak solutions exist also in L1 ∩L2 as proved in
[63]. We also mention that non-unique weak solutions of SQG have been constructed by convex integration
techniques in [14, 58].

A particular type of weak solutions are the vortex patches -also called sharp fronts- which are given by
the characteristic function of an evolving domain

θ (t ,ζ) :=
{

1 if ζ ∈ D(t ) ,

0 if ζ ∉ D(t ) .
D(t ) ⊂R

2 . (1.3)

The vortex patch problem (1.3) can be described by the evolution of the interface ∂D(t ) only. The simplest
example of a finite energy vortex patch is the circular “Rankine" vortex which is the circular steady solution
with D(t ) = D(0) = {|ζ| ≤ 1} at any time t . On the other hand, since for α ∈ (0,2) there is no analogue of
Yudovich theorem, also to establish the local existence theory for sharp fronts nearby is a difficult task. In
the last few years special global in time sharp-front solutions of α-SQG close to the Rankine vortex have
been constructed: the uniformly rotating V -states in [16,17,40,43], as well as time quasi-periodic solutions
in [42] for α ∈

(
0, 1

2

)
, and in [41] for α ∈ (1,2). We quote further literature after the statement of Theorem 1.1.

In this work we prove the first long-time existence result of sharp fronts of α-SQG, in the more singular
cases α ∈ (1,2), for any initial interface ∂D(0) sufficiently smooth and close to a circular Rankine vortex, see
Theorem 1.1. This is achieved thanks to the paralinearization result of the α-SQG sharp front equation in
Theorem 4.1 for any α ∈ (0,1)∪ (1,2), that we consider of independent interest in itself.

Let us present precisely our main results. The evolution of the boundary of the vortex patch is governed
by the Contour Dynamics Equation for a parametrization X : T→ R

2, x 7→ X (t , x), with T := R/2πZ, of the
boundary ∂D(t ) of the vortex patch. The Contour Dynamics Equation for the α-SQG patch –also called
sharp-fronts equation- is

∂t X (t , x)=
cα
2π

∫
X ′ (t , x)−X ′ (t , y

)
∣∣X (t , x)−X

(
t , y

)∣∣α dy , α ∈ (0,2) , (1.4)

where ′ denotes the derivative with respect to x,

cα :=
Γ

(
α
2

)

21−αΓ
(
1− α

2

) (1.5)

and Γ(·) is the Euler-Gamma function. The local solvability of Equation (1.4) in Sobolev class has been
proved in [36] for α ∈ (0,1], if the initial datum belongs to H s , s ≥ 3 and in [37, 38] for less regular initial data
(see [71] for C∞ data). The uniqueness has been established in [25]. For α ∈ (1,2) the local existence and
uniqueness theory has been proved in [21, 38] for initial data in H s , s ≥ 4, see also [1, 62]. In the very recent
work [59] it is proved that the α-patch problem is ill posed in W k ,p if p 6= 2.
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Very little is known concerning long time existence results. Actually highly unstable dynamical be-
haviour could emerge. In this context we mention the remarkable work [61] where two smooth patches
of opposite sign develop a finite time particle collision. We also quote the numerical study [73] which pro-
vides some evidence of the development of filaments, pointing to a possible formation of singularities via a
self-similar filament cascade.

In this paper we consider sharp fronts of α-SQG that are a radial perturbation of the unitary circle, i.e.

X (x)= (1+h (x))~γ (x) , ~γ(x) := (cos(x),sin(x)) . (1.6)

Since only the normal component of the velocity field deforms the patch, one derives from (1.4) a scalar
evolution equation for h(x). Multiplying (1.4) by the normal vector n(x) = h′(x)~γ′(x)− (1+h(x))~γ(x) to the
boundary of the patch at X (x), we deduce that h(t , x) solves the equation

−(1+h (x))∂t h (x) =
cα
2π

∫
cos

(
x − y

)[
(1+h (x))h′ (y

)
−

(
1+h

(
y
))

h′ (x)
]

[
(1+h (x))2 +

(
1+h

(
y
))2 −2(1+h (x))

(
1+h

(
y
))

cos
(
x − y

)]α
2

dy

+
cα
2π

∫
sin

(
x − y

)[
(1+h (x))

(
1+h

(
y
))
+h′ (x)h′ (y

)]
[

(1+h (x))2 +
(
1+h

(
y
))2 −2(1+h (x))

(
1+h

(
y
))

cos
(
x − y

)] α
2

dy .

(1.7)

In view of [21, 38] if h0 ∈ H s , for any s ≥ 4, there exists a unique solution h ∈ C ([0,T ] ; H s) of (1.7) defined up
to a time T > 1

Cs ‖h0‖H s
. The following result extends the local-existence result for longer times.

Theorem 1.1 (Quadratic life-span). Let α ∈ (1,2). There exists s0 > 0 such that for any s ≥ s0, there are ε0 > 0,
cs,α > 0, Cs,α > 0 such that, for any h0 in H s (T;R) satisfying ‖h0‖H s ≤ ε < ε0, the equation (1.7) with initial
condition h(0) = h0 has a unique classical solution

h ∈ C
([
−Ts,α,Ts,α

]
; H s (T;R)

)
with Ts,α > cs,αε

−2 , (1.8)

satisfying ‖h (t )‖H s ≤Cs,αε, for any t ∈
[
−Ts,α,Ts,α

]
.

Theorem 1.1 is proved by normal form arguments for quasi-linear Hamiltonian PDEs. The first impor-
tant step is the paralinearization of (1.7) once it has been written in Hamiltonian form, see Theorem 4.1.
The paralinearization formula (4.1) of the α-SQG equations holds for any α ∈ (0,1)∪ (1,2). It is a major
result of this paper, that we expect to be used also in other contexts.

In order to prove Theorem 1.1 we reduce the paralinearized equation (4.1), for any α ∈ (1,2), to Birkhoff
normal form up to cubic smoothing terms. This requires to prove the absence of three wave interactions,
which is verified in Lemma 3.5 by showing the convexity of the linear normal frequencies of the α-SQG
equation at the circular vortex patch.

Theorem 1.1 is the first Birkhoff normal form results for sharp fronts equations.
In recent years several advances have been obtained concerning long time existence of solutions for

quasi-linear equations in fluids dynamics on T, namely with periodic boundary conditions, as the water
waves equations. Quadratic life span of small amplitude solutions have been obtained in [2, 6, 51, 52, 55–57,
76], extended to longer times in [5–7, 10, 12, 34, 75, 78], by either introducing quasi-linear modified energies
or using Birkhoff normal form techniques. We also quote the long time existence result [20] for solutions of
SQG close to the infinite energy radial solution |ζ|.

Before explaining in detail the main ideas of proof we present further results in literature about α-SQG.

Further literature. Special infinite energy global-in-time sharp front solutions have been constructed in [29,
53,54] if the initial patch is a small perturbation of the half-space, by exploiting dispersive techniques. In [18,
19] special global smooth solutions in the cases α= 0,1 are obtained using bifurcation theory. Concerning
the possible formation of singularities, we mention that [61,62] constructed special initial sharp fronts in the
half-space which develop a splash singularity in finite time if α ∈

(
0, 1

12

)
, later extended in [38] for α ∈

(
0, 1

3

)
.

We also mention that [39, 60] have proved that, if α ∈ (0,1], the sharp fronts equation in the whole space
does not generate finite-time singularities of splash type.

V-states. The existence of uniformly rotating V -states close to the disk was first numerically investigated
in [33] and analytically proved in [15] for the Euler equations, recently extended to global branches in [44].
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For α-SQG equations, as already mentioned, local bifurcation results of sharp fronts from the disk have
been obtained in [16–19,40,43]. Smooth V -states bifurcating from different steady configurations have been
constructed for α ∈ [0,2) in [30–32, 46–50, 69]. We refer to the introductions in [41, 42] for more references.

Quasi-periodic solutions. As already mentioned global in time quasi-periodic solutions of the α-SQG vortex
patch equation close to the circle (1.6) have been recently constructed in [42] for α ∈

(
0, 1

2

)
and in [41] for

α ∈ (1,2). The result [42] holds for “most" values of α ∈
(
0, 1

2

)
(used a parameter to impose non-resonance

conditions) whereas [41] holds for any α ∈ (1,2), using the initial conditions as parameters, via a Birkhoff
normal form analysis. The 2D-Euler equation is more degenerate and in this case quasi-periodic solutions
have been constructed in [9] close to the family of Kirkhoff ellipses, not only close to the disk (we refer to [9]
for a wider introduction to the field and literature about quasi-periodic solutions). These results build on
on KAM techniques [3, 4, 8, 13, 35] developed for the water waves equations.

Ideas of the proof

The average-preserving unknown and the Hamiltonian formulation. The equation (1.7) for the unknown
h(x) is not convenient because its evolution does not preserve the average and it is not Hamiltonian. This
problem is overcome by reformulating (1.7) in terms of the variable

f (x) := h (x)+ 1
2 h2 (x) . (1.9)

Indeed, symmetrizing in the x, y variables, we get
∫
T

r.h.s. (1.7) dy = 0 and then d
dt

∫
T

(
h (t , x)+ 1

2 h2 (t , x)
)

dx =
0. Thus the average of f (x) in (1.9) is preserved along the patch evolution. Note that, inverting (1.9) for small
‖ f ‖L∞ and ‖h‖L∞ , we have h (x)=

√
1+2 f (x)−1 and the Sobolev norms of f (x) and h (x) are equivalent

∥∥ f
∥∥

s ∼‖h‖s , ∀s > 1
2 . (1.10)

Remark 1.2. There is a deep connection between the conservation of the average of f (x) and the incom-
pressibility of the flow generated by the α-SQG patch. Actually the Lebesgue measure Vol (t ) of the finite
region of R2 enclosed by the patch is, passing to polar coordinates,

Vol(t ) =
∫π

−π

∫1+h(t ,x)

0
ρ dρ dx =π+

∫π

−π

(
h (t , x)+

h2 (t , x)

2

)
dx =π+

∫π

−π
f (t , x)dx

and therefore the conservation of the average
∫
T

f (x) dx amounts to the conservation of Vol (t ).

The variable (1.9) has been used in [42] where it is also proved that the evolution equation for f has a
Hamiltonian structure, see also [41]. The following result is [42, Proposition 2.1]:

Proposition 1.3 (Hamiltonian formulation of (1.7)). Let α ∈ (0,2). If h is a solution of Eq. (1.7) then the
variable f defined in (1.9) solves the Hamiltonian equation

∂t f = ∂x ∇Eα

(
f
)

(1.11)

where Eα

(
f
)

is the pseudo-energy of the patch whose L2-gradient ∇Eα

(
f
)

is

∇Eα

(
f
)
=

cα
2
(
1− α

2

) –
∫ 1+2 f

(
y
)
+

√
1+2 f (x) ∂y

[√
1+2 f

(
y
)

sin
(
x − y

)]

[
1+2 f (x)+1+2 f

(
y
)
−2

√
1+2 f (x)

√
1+2 f

(
y
)

cos
(
x − y

)]α
2

dy . (1.12)

Note that the evolution equation (1.11) is translation-invariant because Eα ◦tς =Eα for any ς ∈R, where
tς f (x) := f (x +ς). Moreover, in view of the presence of the Poisson tensor ∂x in (1.11) it is evident that the
space average of f is a prime integral of (1.11). In the sequel we assume the space average of f to be zero.

Paralinearization of (1.11) for α ∈ (0,1)∪ (1,2). Section 4 is dedicated to write the Hamiltonian equation
(1.11) in paradifferential form and to provide the detailed structure of the principal and subprincipal sym-
bols in the expansion of the paradifferential operator, obtaining

∂t f +∂x ◦OpBW [(
1+ν

(
f ; x

))
Lα (|ξ|)+V

(
f ; x

)
+P

(
f ; x,ξ

)]
f = smoothing terms (1.13)

where (see Theorem 4.1 for a detailed statement)

4



•
(
1+ν

(
f ; x

))
Lα (|ξ|)+V

(
f ; x

)
is a real symbol of order max{α−1,0} and ν

(
f ; x

)
, V

(
f ; x

)
are real func-

tions vanishing for f = 0;

• the symbol P
(

f ; x,ξ
)

has order −1 and vanishes for f = 0.

We note that in (1.13) the operator OpBW [ ] is the paradifferential quantization according to Weyl (see
Definition 2.10) and thus OpBW

[
1+ν

(
f ; x

)
Lα (|ξ|)+V

(
f ; x

)]
is self-adjoint. As a consequence the linear

Hamiltonian operator ∂x ◦OpBW
[
1+ν

(
f ; x

)
Lα (|ξ|)+V

(
f ; x

)]
is skew-self-adjoint at positive orders. This

is the reason why the unbounded quasi-linear vector field ∂x ◦ OpBW
[
1+ν

(
f ; x

)
Lα (|ξ|)+V

(
f ; x

)]
f ad-

mits energy estimates in Sobolev spaces H s via commutator estimates (actually existence and unicity of
the solutions of (1.13) would follow as in [11]). We remark the absence in (1.13) of operators like ∂x ◦
OpBW

[
symbol of order (α−2)

]
. The cancellations of such terms are verified in Appendix A by a direct cal-

culus and it is ultimately a consequence of the Hamiltonian structure of the equation (1.11).
We also note that the equation (1.13) can be written, in homogeneity degrees, as

∂t f +ωα(D) f =O
(

f 2) where ωα(D) := ∂x ◦Lα (|D|) (1.14)

is the unperturbed dispersion relation.
Let us explain how we deduce the paralinearization formula (1.13) in Section 4. The nonlinear term

∇Eα

(
f
)

in (1.11) can be written as a convolution operator

∇Eα

(
f
)

(x)=
∫π

−π
K

(
f ; x, z

) f (x)− f (x − z)

|z|α
dz

with a nonlinear real valued convolution kernel K
(

f ; x, z
)
. By Taylor expanding the kernel z 7→ K

(
f ; x, z

)
at

z = 0 (provided f is sufficiently regular) and expanding in paraproducts the arguments of the above integral,
we obtain an expansion of the form

∇Eα

(
f
)

(x)=
J∑

j=0
OpBW

[
Kj

(
f , . . . , f (j+1); x

)]∫π

−π

(
f (x)− f (x − z)

) z j

|z|α
dz (1.15a)

+
∫π

−π
OpBW

[
R

(
f , . . . , f (j+1); x, z

)](
f (x)− f (x − z)

)
dz + smoothing terms , (1.15b)

where R
(

f , . . . , f (j+1); x, z
)
= o

(
|z|J−α

)
as z → 0 being the Taylor remainder at order J (here f (j)(x) denotes the

j-derivative of f (x)). The terms in the finite sum (1.15a) are particularly simple paradifferential operators.
Indeed, provided α< 2,

∫π

−π

(
f (x)− f (x − z)

) z j

|z|α
dz =Vα−j f +mα−(j+1) (D) f

where Vα−j is a real constant and mα−(j+1) (ξ) is a Fourier multiplier of order α−
(
j+1

)
, as follows by standard

asymptotics of singular integral operators, see [74]. Thus, by symbolic calculus,

OpBW [
Kj

]∫π

−π

(
f (x)− f (x − z)

) z j

|z|α
dz = OpBW

[
Vα−j

(
f , . . . , f (j+1); x

)
+Kj

(
f , . . . , f (j+1); x

)
mα−(j+1) (ξ)

]
f +l.o.t.,

where Vα−j are real functions. The unbounded terms ∂x ◦OpBW
[
Kj

(
f , . . . , f (j+1); x

)
mα−(j+1) (ξ)

]
f , j = 0,1,

would induces a loss of derivatives in the H s energy estimates if the imaginary part Im mα−(j+1) (ξ) 6= 0.
Therefore a detailed analysis of these symbols is essential. The highest order Fourier multiplier mα−1(ξ)
turns out to be real. Concerning the subprincipal symbol K1

(
f , f ′; x

)
mα−2(ξ), it turns out that mα−2(ξ) has

a non-zero imaginary part but a subtle nonlinear cancellation reveals that the corresponding coefficient
K1

(
f , f ′; x

)
is identically zero, as verified in Appendix A. Such a structure, which ultimately stems by the

Hamiltonian nature of (1.11), could be proven up to an arbitrary negative order.
Concerning the first term in (1.15b), we use that R

(
f , . . . , f (j+1); x, z

)
is o

(
|z|J−α

)
as z → 0 so that, mod-

ulo regularizing operators, it can be expressed as a paradifferential operator of order α− (J+1), which is a
bounded vector field taking J≥ 2, see Proposition 2.36.
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Reduction of (1.13) to Birkhoff normal form up to cubic terms. In Section 5 we first conjugate the paradif-
ferential equation (1.13) into an equation with constant coefficient symbols, modulo smoothing operators,

∂t g +∂x ◦OpBW [(
1+ c0

(
f
))

Lα (|ξ|)+Hα

(
f ;ξ

)]
g = smoothing terms (1.16)

where c0
(

f
)

is the average of a real nonlinear function of ν
(

f ; x
)

and Hα

(
f ;ξ

)
is a x-independent symbol

with imaginary part ImHα

(
f ;ξ

)
of order −1, see Proposition 5.2. Thus (1.16) is still Hamiltonian up to order

zero and thus it satisfies H s -energy estimates. The unknowns g (t ) and f (t ) have equivalent Sobolev norms∥∥g (t )
∥∥

s ∼s,α
∥∥ f (t )

∥∥
s . We remark that in (1.16) the constant c0

(
f
)

and the symbol Hα

(
f ;ξ

)
vanish quadrat-

ically at f = 0 and thus the only term which can disturb the quadratic life span of the solution g (t ) is the
smoothing operator R1

(
f
)

in the decomposition

smoothing terms=R1
(

f
)

g +R≥2
(

f
)

g .

Then in Lemma 5.7 we implement a Birkhoff normal form step to cancel R1
(

f
)

g . An algebraic ingredient is
to verify the absence of three wave interactions, namely that, for any n, j ,k ∈Z\ {0} satisfying k = j +n,

∣∣ωα (k)−ωα

(
j
)
−ωα (n)

∣∣≥ c > 0,

where ωα

(
j
)

are the normal α-SQG frequencies in (1.14). Such a property follows by proving the convexity
of the the map ωα

(
j
)

for j ∈N, see Lemma 3.5.
The final outcome is an energy estimate for any small enough solution of (1.11) of the form

∥∥ f (t )
∥∥2

H s .s,α
∥∥ f (0)

∥∥2
H s +

∫t

0

∥∥ f (τ)
∥∥4

H s dτ , t > 0,

which implies Theorem 1.1.

Structure of the manuscript. Section 2 contains the paradifferential calculus used along the paper. In Sec-
tion 2.1 we report the main results in [5,10]. Then in Section 2.2 we introduce a z-dependent paradifferential
calculus used for the paralinearization of (1.13) in Section 4. Section 3 is dedicated to the linearization of
(1.11) at the stationary state f ≡ 0. Lemmas 3.1 and 3.6 extend to any α ∈ (0,2) the asymptotic expansions
of the normal frequencies ωα

(
j
)

proved in [42] for α ∈ (0,1). In Section 4 we provide the paralinearization
(1.13) of the Hamiltonian equation (1.11) for anyα∈ (0,1)∪(1,2). In Section 5 we conjugate the paradifferen-
tial equation (1.13) into an equation with constant coefficients, modulo smoothing operators. In Section 5
we perform the Birkhoff normal form step and prove Theorem 1.1.

Notation. We denote with C a positive constant which does not depend on any parameter of the problem.
We write A.c1,...,cM B if A ≤C (c1, . . . ,cM )B and A ∼c1,...,cM B if A.c1,...,cM B and B .c1,...,cM A. We denote with
N= 1,2, . . . the set of natural numbers and N0 :=N∪ {0}. For any x ≥ 0 we denote ⌈x⌉ := min{n ∈N0 | x ≤n}.
We denote T :=R\ (2πZ) the one-dimensional torus with norm |x|T := inf j∈Z

∣∣x +2π j
∣∣. We denote D =−i∂x

and �A , B� the commutator �A , B� = AB −B A =: AdAB . Given a linear real self-adjoint operator A any op-
erator of the form ∂x ◦ A will be referred as linear Hamiltonian. We denote –

∫
•dx = 1

2π

∫
T
•dx.

2 Functional setting

Along the paper we deal with real parameters

s ≥ s0 ≫ K ≫ ρ≫ N ≥ 0 (2.1)

where N ∈N. The values of s, s0,K and ρ may vary from line to line while still being true the relation (2.1).
For the proof of Theorem 1.1 we shall take N = 1.

We expand a 2π-periodic function u(x) in L2(T;C) in Fourier series as

u(x)=
∑

j∈Z
û

(
j
)

e i j x , û
(

j
)

:=Fx→ j
(

j
)

:= u j :=
1

2π

∫

T

u(x)e−i j x dx . (2.2)
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A function u(x) is real if and only if u j = u− j , for any j ∈ Z. For any s ∈ R we define the Sobolev space
H s := H s (T;C) with norm

‖u‖s := ‖u‖H s =
(
∑

j∈Z

〈
j
〉2s ∣∣û

(
j
)∣∣2

) 1
2

,
〈

j
〉

:= max(1, | j |) .

We define Π0u := û0 the average of u and
Π

⊥
0 := Id−Π0 . (2.3)

We define H s
0 the subspace of zero average functions of H s , for which we also denote ‖u‖s =‖u‖H s =‖u‖H s

0
.

Clearly H 0
0 (T;C)= L2

0(T;C) with scalar product, for any u, v ∈ L2
0(T;C),

〈u, v〉L2
0
=

∫

T

u(x) v(x)dx . (2.4)

Given an interval I ⊂R symmetric with respect to t = 0 and s ∈R, we define the space

C K
∗

(
I ; H s

0 (T;X)
)

:=
K⋂

k=0
C k

(
I ; H s−αk

0 (T;X)
)

, X=R , C ,

resp. C K
∗ (I ; H s(T;X)), endowed with the norm

sup
t∈I

‖u(t , ·)‖K ,s where ‖u(t , ·)‖K ,s :=
K∑

k=0

∥∥∥∂k
t u(t , ·)

∥∥∥
H s−αk

. (2.5)

We denote B K
s (I ;ǫ0), resp. B K

s,R(I ;ǫ0), the ball of radius ǫ0 > 0 in C K
∗ (I , H s

0 (T;C)), resp. in C K
∗ (I , H s

0 (T;R)). We

also we define BC K
∗ (I ,H s (T;C)) (0;ǫ0) the ball of center zero and radius ǫ0 in C K

∗ (I , H s(T;C)).

Remark 2.1. The parameter s in (2.5) denotes the spatial Sobolev regularity of the solution u(t , ·) and K its
regularity in the time variable. The α-SQG vector field loses α-derivatives, and therefore, differentiating the
solution u(t ) for k-times in the time variable, there is a loss of αk-spatial derivatives. The parameter ρ in
(2.1) denotes the order where we decide to stop our regularization of the system.

We set some further notation. For n ∈N we denote by Πn the orthogonal projector from L2(T;C) to the
linear subspace spanned by {e inx ,e−inx }, (Πnu)(x) := û(n)e inx + û(−n)e−inx . If U = (u1, . . . ,up ) is a p-tuple
of functions and~n = (n1, . . . ,np ) ∈N

p , we set Π~nU :=
(
Πn1 u1, . . . ,Πnp up

)
and tςU :=

(
tςu1, . . . ,tςup

)
, where tς

is the translation operator
tς : u(x) 7→ u(x +ς) . (2.6)

For ~p = ( j1, . . . , jp ) ∈ Z
p we denote |~p | := max(| j1|, . . . , | jp |) and u~p

:= u j1 . . .u jp . Note that the Fourier

coefficients of tςu are (tςu) j = e i jςu j .
A vector field X (u) is translation invariant if X ◦ tς = tς ◦ X for any ς ∈R.
Given a linear operator R(u)[·] acting on L2

0(T;C) we associate the linear operator defined by the relation

R(u)v := R(u)v for any v ∈ L2
0(T;C) An operator R(u) is real if R(u)= R(u) for any u real.

2.1 Paradifferential calculus

We introduce paradifferential operators (Definition 2.10) following [5], with minor modifications due to the
fact that we deal with a scalar equation and not a system, and the fact that we consider operators acting on
H s

0 and H s and not on homogenous spaces Ḣ s . In this way we will mainly rely on results in [5, 10].

Classes of symbols. Roughly speaking the class Γ̃m
p contains symbols of order m and homogeneity p in u,

whereas the class Γ
m
K ,K ′,p contains non-homogeneous symbols of order m that vanish at degree at least p

in u and that are (K −K ′)-times differentiable in t . We can think the parameter K ′ like the number of time
derivatives of u that are contained in the symbols. We denote H∞

0 (T;C) :=
⋂

s∈R H s
0(T;C).

Definition 2.2 (Symbols). Let m ∈R, p, N ∈N0, K ,K ′ ∈N0 with K ′ ≤ K , and ǫ0 > 0.
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i) p-homogeneous symbols. We denote by Γ̃
m
p the space of symmetric p-linear maps from

(
H∞

0 (T;C)
)p

to the space of C∞ functions from T×R to C, (x,ξ) 7→ a(U ; x,ξ), satisfying the following: there exist µ≥ 0
and, for any γ,β ∈N0, there is a constant C > 0 such that

∣∣∣∂γx∂
β

ξ
a (Π~nU ; x,ξ)

∣∣∣≤C |~n|µ+γ〈ξ〉m−β
p∏

j=1

∥∥Πn j u j
∥∥

L2 (2.7)

for any U = (u1, . . . ,up ) ∈
(
H∞

0 (T;C)
)p and ~n = (n1, . . . ,np ) ∈ N

p . Moreover we assume that, if for some
(n0, . . . ,np ) ∈N0×Np , Πn0 a (Π~nU ; ·) 6= 0, then there exists a choice of signsη j ∈ {±1} such that

∑p
j=1η j n j =

n0. In addition we require the translation invariance property

a
(
tςU ; x,ξ

)
= a (U ; x +ς,ξ) , ∀ς ∈R , (2.8)

where tς is the translation operator in (2.6).

For p = 0 we denote by Γ̃
m
0 the space of constant coefficients symbols ξ 7→ a(ξ) which satisfy (2.7) with

γ= 0 and the right hand side replaced by C〈ξ〉m−β and we call them Fourier multipliers.

ii) Non-homogeneous symbols. We denote by Γ
m
K ,K ′,p [ǫ0] the space of functions a(u; t , x,ξ), defined for

u ∈ B K ′
s0

(I ;ǫ0) for some s0 large enough, with complex values, such that for any 0 ≤ k ≤ K −K ′, any s ≥ s0,

there are C > 0, 0 < ǫ0(s) < ǫ0 and for any u ∈ B K
s0

(I ;ǫ0(s))∩C k+K ′
∗

(
I , H s

0 (T;C)
)

and any γ,β ∈ N0, with
γ≤ s − s0 one has the estimate

∣∣∣∂k
t ∂

γ
x∂

β

ξ
a (u; t , x,ξ)

∣∣∣≤C〈ξ〉m−β‖u‖p−1
k+K ′,s0

‖u‖k+K ′,s . (2.9)

If p = 0 the right hand side has to be replaced by C〈ξ〉m−β. We say that a non-homogeneous symbol
a(u; x,ξ) is real if it is real valued for any u ∈ B K ′

s0,R(I ;ǫ0).

iii) Symbols. We denote by ΣΓ
m
K ,K ′,p [ǫ0, N ] the space of symbols

a(u; t , x,ξ)=
N∑

q=p
aq (u, . . . ,u; x,ξ)+a>N (u; t , x,ξ)

where aq , q = p, . . . , N are homogeneous symbols in Γ̃
m
q and a>N is a non-homogeneous symbol in

Γ
m
K ,K ′,N+1.

We say that a symbol a(u; t , x,ξ) is real if it is real valued for any u ∈ B K ′

s0,R(I ;ǫ0).

Notation 2.3. If a(U ; ·) is a p-homogenous symbol we also denote a(u) := a(u, . . . ,u; ·) the corresponding
polynomial and we identify the p-homogeneous monomial a(u; ·) with the p-linear symmetric form a(U ; ·).

Actually also the non-homogeneous component of the symbols that we will encounter in Section 4 de-
pends on time and space only through u, but since this information is not needed it is not included in
Definition 2.2 (as in [5]).

Remark 2.4. If a(U ; ·) is a homogeneous symbol in Γ̃
m
p then a(u, . . . ,u; ·) belongs to Γ

m
K ,0,p [ǫ0], for any ǫ0 > 0.

Remark 2.5. If a is a symbol in ΣΓ
m
K ,K ′,p [ǫ0, N ] then ∂x a ∈ ΣΓ

m
K ,K ′,p [ǫ0, N ] and ∂ξa ∈ ΣΓ

m−1
K ,K ′,p [ǫ0, N ]. If in

addition b is a symbol in ΣΓ
m′

K ,K ′,p′ [ǫ0, N ] then ab ∈ΣΓ
m+m′

K ,K ′,p+p′ [ǫ0, N ].

Remark 2.6 ( Fourier representation of symbols). The translation invariance property (2.8) means that the
dependence with respect to the variable x of a symbol a(U ; x,ξ) enters only through the functions U (x),
implying that a symbol aq (u; x,ξ) in Γ̃

m
q , m ∈R, has the form

aq (u; x,ξ) =
∑

~q∈(Z\{0})q

(
aq

)
~q

(ξ)u j1 · · ·u jq e i(j1+···+ jq)x (2.10)
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where (aq )~ (ξ) ∈C are Fourier multipliers of order m satisfying: there exists µ≥ 0, and for any β ∈N0, there
is Cβ > 0 such that ∣∣∣∂β

ξ

(
aq

)
~q

(ξ)
∣∣∣≤Cβ

∣∣~q
∣∣µ 〈ξ〉m−β , ∀~q ∈ (Z\ {0})q . (2.11)

A symbol aq (u; x,ξ) as in (2.10) is real if

(
aq

)
~q

(ξ) =
(
aq

)
−~q

(ξ) (2.12)

By (2.10) a symbol a1 in Γ̃
m
1 can be written as a1(u; x,ξ) =

∑
j∈Z\{0}(a1) j (ξ)u j e i j x , and therefore, if a1 is

independent of x, it is actually a1 ≡ 0.

We also define classes of functions in analogy with our classes of symbols.

Definition 2.7 (Functions). Let p, N ∈N0, K ,K ′ ∈N0 with K ′ ≤ K , ǫ0 > 0. We denote by F̃p , resp. FK ,K ′,p [ǫ0],
ΣFK ,K ′ ,p [ǫ0, N ], the subspace of Γ̃0

p , resp. Γ
0
K ,K ′,p [ǫ0], resp. ΣΓ

0
K ,K ′,p [ǫ0, N ], made of those symbols which

are independent of ξ. We write F̃R
p , resp. FR

K ,K ′,p [ǫ0], ΣFR

K ,K ′,p [ǫ0, N ], to denote functions in F̃p , resp.

FK ,K ′ ,p [ǫ0], ΣFK ,K ′,p [ǫ0, N ], which are real valued for any u ∈ B K ′

s0,R(I ;ǫ0).

The above class of symbols is closed under composition by a change of variables, see [5, Lemma 3.23].

Lemma 2.8. Let K ′ ≤ K ∈ N, m ∈ R, p ∈ N0, N ∈ N with p ≤ N , ǫ0 > 0 small enough. Consider a sym-
bol a in ΣΓ

m
K ,K ′,p [ǫ0, N ] and functions b,c in ΣFR

K ,K ′ ,1[ǫ0, N ]. Then a
(
v ; t , x +b(v ; t , x),ξ(1+ c(v ; t , x))

)
is in

ΣΓ
m
K ,K ′,p [ǫ0, N ]. In particular, if a is a function inΣFK ,K ′,p [ǫ0, N ], then a(v ; t , x+b(v ; t , x)) is inΣFK ,K ′,p [ǫ0, N ].

The following result is [5, Lemma 3.21].

Lemma 2.9 (Inverse diffeomorphism). Let 0 ≤ K ′ ≤ K be in N and β( f ; t , x) be a real function β( f ; t , ·) in
ΣFR

K ,K ′ ,1[ǫ0, N ]. If s0 is large enough, and f ∈ B K
s0

(I ;ǫ0) then the map Φ f : x → x +β( f ; t , x) is, for ǫ0 small

enough, a diffeomorphism of T1, and its inverse diffeomorphism may be written as Φ−1
f : y → y +β̆( f ; t , y) for

some β̆ in ΣFR

K ,K ′,1[ǫ0, N ].

Paradifferential quantization. Given p ∈N we consider admissible cut-off functions ψp ∈C∞(Rp ×R;R)
and ψ ∈C∞(R×R;R), even with respect to each of their arguments, satisfying, for 0 < δ≪ 1,

suppψp ⊂
{

(ξ′,ξ)∈R
p ×R; |ξ′| ≤ δ〈ξ〉

}
, ψp (ξ′,ξ) ≡ 1 for |ξ′| ≤ δ〈ξ〉/2, (2.13)

suppψ⊂
{

(ξ′,ξ) ∈R×R; |ξ′| ≤ δ〈ξ〉
}

, ψ(ξ′,ξ)≡ 1 for |ξ′| ≤ δ〈ξ〉/2. (2.14)

For p = 0 we set ψ0 ≡ 1. We assume moreover that
∣∣∣∂γ

ξ
∂
β

ξ′
ψp (ξ′,ξ)

∣∣∣≤Cγ,β〈ξ〉−γ−|β| , ∀γ ∈N0, β ∈N
p
0 ,

∣∣∣∂γ
ξ
∂
β

ξ′
ψ(ξ′,ξ)

∣∣∣≤Cγ,β〈ξ〉−γ−β, ∀γ, β ∈N0 . (2.15)

If a(x,ξ) is a smooth symbol we define its Weyl quantization as the operator acting on a 2π-periodic function
u(x) (written as in (2.2)) as

OpW [a]u =
∑

k∈Z

(
∑

j∈Z
â

(
k − j ,

k + j

2

)
û

(
j
)
)

e ikx (2.16)

where â(k ,ξ) is the k-Fourier coefficient of the 2π−periodic function x 7→ a(x,ξ).

Definition 2.10 (Bony-Weyl quantization). If a is a symbol in Γ̃
m
p , respectively in Γ

m
K ,K ′,p [ǫ0], we set

aψp (U ; x,ξ) :=
∑

~n∈Np

ψp (~n,ξ) a (Π~nU ; x,ξ) ,

aψ(u; t , x,ξ) :=
1

2π

∫

R

ψ(ξ′,ξ)â
(
u; t ,ξ′,ξ

)
e iξ′x dξ′ ,

where â stands for the Fourier transform with respect to the x variable, and we define the Bony-Weyl quan-
tization of a as

OpBW [a(U ; ·)] = OpW [
aψp (U ; ·)

]
, OpBW [a(u; t , ·)]= OpW [

aψ (u; t , ·)
]

. (2.17)
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If a is a symbol in ΣΓ
m
K ,K ′,p [ǫ0, N ], we define its Bony-Weyl quantization

OpBW [a(u; t , ·)]=
N∑

q=p
OpBW [

aq (u, . . . ,u; ·)
]
+OpBW [a>N (u; t , ·)] .

Remark 2.11. • The operator OpBW [a] maps functions with zero average in functions with zero average,
and Π

⊥
0 OpBW [a] =OpBW [a]Π⊥

0 .
• If a is a homogeneous symbol, the two definitions of quantization in (2.17) differ by a smoothing

operator according to Definition 2.17 below.
• Definition 2.10 is independent of the cut-off functions ψp , ψ, up to smoothing operators (Definition

2.17).
• The action of OpBW [a] on the spaces H s

0 only depends on the values of the symbol a(u; t , x,ξ) for
|ξ| ≥ 1. Therefore, we may identify two symbols a(u; t , x,ξ) and b(u; t , x,ξ) if they agree for |ξ| ≥ 1/2. In
particular, whenever we encounter a symbol that is not smooth at ξ= 0, such as, for example, a = g (x)|ξ|m
for m ∈R\{0}, or sign(ξ), we will consider its smoothed out version χ(ξ)a, where χ ∈C∞(R;R) is an even and
positive cut-off function satisfying

χ(ξ) = 0 if |ξ| ≤ 1
8 , χ(ξ) = 1 if |ξ| > 1

4 , ∂ξχ(ξ) > 0 ∀ξ ∈
( 1

8 , 1
4

)
. (2.18)

Remark 2.12. Given a paradifferential operator A =OpBW [a(x,ξ)] it results

A = OpBW
[

a(x,−ξ)
]

, A⊺ = OpBW [a(x,−ξ)] , A∗ =OpBW
[

a(x,ξ)
]

, (2.19)

where A⊺ is the transposed operator with respect to the real scalar product 〈u, v〉r =
∫
T

u(x) v(x)dx, and A∗

denotes the adjoint operator with respect to the complex scalar product of L2
0 in (2.4). It results A∗ = A

⊺
.

• A paradifferential operator A = OpBW [a(x,ξ)] is real (i.e. A = A) if

a(x,ξ) = a(x,−ξ) . (2.20)

It is symmetric (i.e. A = A⊺) if a(x,ξ) = a(x,−ξ). A operator ∂x OpBW [a(x,ξ)] is Hamiltonian if and only if

a(x,ξ)∈R and a(x,ξ) = a(x,−ξ) is even in ξ . (2.21)

We now provide the action of a paradifferential operator on Sobolev spaces, cf. [5, Prop. 3.8].

Lemma 2.13 (Action of a paradifferential operator). Let m ∈R.

i) If p ∈ N, there is s0 > 0 such that for any symbol a in Γ̃
m
p , there is a constant C > 0, depending only on s

and on (2.7) with γ=β= 0, such that, for any (u1, . . . ,up ), for p ≥ 1,

∥∥OpBW [
a(u1, . . . ,up ; ·)

]
up+1

∥∥
H s−m

0
≤C ‖u1‖H

s0
0
· · ·

∥∥up
∥∥

H
s0
0

∥∥up+1
∥∥

H s
0

.

If p = 0 the above bound holds replacing the right hand side with C
∥∥up+1

∥∥
H s

0
.

ii) Let ǫ0 > 0, p ∈N, K ′ ≤ K ∈N, a in Γ
m
K ,K ′,p [ǫ0]. There is s0 > 0, and a constant C , depending only on s, ǫ0,

and on (2.9) with 0 ≤ γ≤ 2,β= 0, such that, for any t in I , any 0 ≤ k ≤ K −K ′, any u in B K
s0

(I ;ǫ0),

∥∥∥OpBW
[
∂k

t a(u; t , ·)
]∥∥∥

L(H s
0 ,H s−m

0 )
≤C‖u(t , ·)‖p

k+K ′,s0
,

so that ‖OpBW [a(u; t , ·)]v(t )‖K−K ′,s−m ≤C‖u(t , ·)‖p
K ,s0

‖v(t )‖K−K ′,s .
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Classes of m-Operators and smoothing Operators. Given integers (n1, . . . ,np+1) ∈ N
p+1, we denote by

max2(n1, . . . ,np+1) the second largest among n1, . . . ,np+1.

We now define m-operators. The class M̃m
p denotes multilinear operators that lose m derivatives and

are p-homogeneous in u, while the class Mm
K ,K ′,p contains non-homogeneous operators which lose m

derivatives, vanish at degree at least p in u, satisfy tame estimates and are (K −K ′)-times differentiable
in t . The constant µ in (2.23) takes into account possible loss of derivatives in the “low" frequencies. The
following definition is a small adaptation of [10, Def. 2.5] as it defines m-operators acting on H∞(T;C) and
not Ḣ∞(T;C2) (and we state it directly in Fourier series representation).

Definition 2.14 ( Classes of m-operators). Let m ∈R, p, N ∈N0, K ,K ′ ∈N0 with K ′ ≤ K , and ǫ0 > 0.

i) p-homogeneous m-operators. We denote by M̃m
p the space of (p +1)-linear translation invariant op-

erators from (H∞ (T;C))p ×H∞ (T;C) to H∞ (T;C), symmetric in (u1, . . . ,up ), with Fourier expansion

M (u)v := M (u, . . . ,u) v =
∑

( j1,..., jp , j ,k)∈Zp+2

j1+...+ jp+ j=k

M j1,..., jp , j ,k u j1 . . .u jp v j e ikx , (2.22)

with coefficients M j1,..., jp , j ,k symmetric in j1, . . . , jp , satisfying the following: there are µ≥ 0, C > 0 such
that, for any j1, . . . , jp , j ,k ∈Z

p+2, it results

∣∣∣M j1,..., jp , j ,k

∣∣∣≤C max2
{〈

j1
〉

, . . . ,
〈

jp
〉

,
〈

j
〉}µ

max
{〈

j1
〉

, . . . ,
〈

jp
〉

,
〈

j
〉}m

, (2.23)

and the reality condition holds:

M~p , j ,k = M−~p ,− j ,−k , ∀~p =
(

j1, . . . , jp
)
∈Z

p ,
(

j ,k
)
∈Z

2 . (2.24)

If p = 0 the right hand side of (2.22) must be substituted with
∑

j∈Z M j v j e i j x with
∣∣M j

∣∣≤C
〈

j
〉m .

ii) Non-homogeneous m-operators. We denote by Mm
K ,K ′,p [ǫ0] the space of operators (u, t , v) 7→ M (u; t )v

defined on BC K ′
∗ (I ,H s0 (T;C)) (0;ǫ0)× I ×C 0

∗(I , H s0 (T;C)) for some s0 > 0, which are linear in the variable v
and such that the following holds true. For any s ≥ s0 there are C > 0 and ǫ0(s) ∈]0,ǫ0[ such that for any
u ∈ BC K ′

∗ (I ,H s0 (T;C)) (0;ǫ0)∩C K
∗ (I , H s(T;C)), any v ∈ C K−K ′

∗ (I , H s(T;C)), any 0 ≤ k ≤ K −K ′, t ∈ I , we have
that

∥∥∥∂k
t (M (u; t )v)

∥∥∥
s−αk−m

≤C
∑

k ′+k ′′=k

(
‖v‖k ′′,s‖u‖p

k ′+K ′,s0
+‖v‖k ′′,s0‖u‖p−1

k ′+K ′,s0
‖u‖k ′+K ′,s

)
. (2.25)

In case p = 0 we require the estimate ‖∂k
t (M (u; t )v)‖s−αk−m ≤C‖v‖k ,s . We say that a non-homogeneous

m-operator M (u; t ) is real if it is real valued for any u ∈ BC K ′
∗ (I ,H s0 (T;R)) (0;ǫ0).

iii) m-Operators. We denote by ΣMm
K ,K ′,p [ǫ0, N ] the space of operators

M (u; t )v =
N∑

q=p
Mq (u, . . . ,u)v +M>N (u; t )v (2.26)

where Mq are homogeneous m-operators in M̃m
q , q = p, . . . , N and M>N is a non–homogeneous m-

operator in Mm
K ,K ′,N+1[ǫ0]. We say that a m-operator M (u; t ) is real if it is real valued for any u ∈

BC K ′
∗ (I ,H s0 (T;R)) (0;ǫ0).

iv) Pluri-homogeneous m-Operator. We denote by Σ
N
p M̃

m
q the pluri-homogeneous m-operators of the

form (2.26) with M>N = 0.

We denote with ˙̃
Mm

p , Ṁm
K ,K ′,p [ǫ0] and ΣṀm

K ,K ′,p [ǫ0, N ] the subspaces of m-operators in M̃
m
p , respec-

tively Mm
K ,K ′,p [ǫ0] and ΣMm

K ,K ′,p [ǫ0, N ], defined on zero-average functions taking value M (u)v in zero-
average functions.
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Remark 2.15. By [10, Lemma 2.8], if M (u1, . . . ,up ) is a p–homogeneous m-operator in M̃m
p then M (u) =

M (u, . . . ,u) is a non-homogeneous m-operator in Mm
K ,0,p [ǫ0] for any ǫ0 > 0 and K ∈ N0. We shall say that

M (u) is in M̃m
p .

Remark 2.16. The multiplication operator v 7→ 1
1+2 f v belongs to ΣM0

K ,0,0 [ǫ0, N ].

If m ≤ 0 the operators in ΣMm
K ,K ′,p [ǫ0, N ] are referred to as smoothing operators.

Definition 2.17 (Smoothing operators). Let ρ ≥ 0. A (−ρ)-operator R(u) belonging to ΣM
−ρ
K ,K ′,p [ǫ0, N ] is

called a smoothing operator. We also denote

R̃
−ρ
p :=M̃

−ρ
p , R

−ρ
K ,K ′,p [ǫ0] :=M

−ρ
K ,K ′,p [ǫ0] , ΣR

−ρ
K ,K ′,p [ǫ0, N ] :=ΣM

−ρ
K ,K ′,p [ǫ0, N ] .

We define ˙̃
R

−ρ
p = ˙̃

M
−ρ
p , Ṙ−ρ

K ,K ′,p [ǫ0] =Ṁ
−ρ
K ,K ′,p [ǫ0] andΣṘ

−ρ
K ,K ′,p [ǫ0, N ]=ΣṀ

−ρ
K ,K ′,p [ǫ0, N ] as in Definition 2.14.

If R(u) is a homogenous smoothing operator in R̃
−ρ
p then Π

⊥
0 R(u), where Π

⊥
0 is defined (2.3), restricted

to zero average functions u, belongs to ˙̃
R

−ρ
p .

Remark 2.18. • Lemma 2.13 implies that, if a(u; t , ·) is in ΣΓ
m
K ,K ′,p [ǫ0, N ], m ∈R, then OpBW [a(u; t , ·)] defines

a m-operator in ΣMm
K ,K ′,p [ǫ0, N ].

• The composition of smoothing operators R1 ∈ ΣR
−ρ
K ,K ′,p1

[ǫ0, N ] and R2 ∈ ΣR
−ρ
K ,K ′,p2

[ǫ0, N ] is a smooth-

ing operator R1R2 in ΣR
−ρ
K ,K ′,p1+p2

[ǫ0, N ]. This is a particular case of Proposition 2.23-(i ).

Lemma 2.19. Let m ∈R, ǫ0 > 0, K ,K ′ ∈N0, K ′ ≤ K , N , p ∈N0, u ∈ B K
s,R (I ;ǫ0) and M (u; t ) be a real operator in

ΣMm
K ,K ′,p [ǫ0, N ]. Then M (u; t )u is a real function in ΣFR

K ,K ′,p+1 [ǫ0, N +1] according to Definition 2.7.

Proof. We decompose M (u; t )=
∑N

q=p Mq (u)+M>N (u; t ) in the usual homogeneous and non-homogeneous

components. We assume u is in B K
s,R (I ;ǫ0) so that u has zero average. We now prove that Mq (u)u is a

function in F̃R

q+1. For any zero average function u, according to (2.22) we have

(Mq (u)u)(x) =
∑

( j1,..., jq , j )∈(Z\{0})q+1

j1+...+ jp+ j=k

M j1,..., jp , j ,k u j1 . . .u jq u j e i(j1+...+ jq+ j )x .

Moreover, by (2.23), for any ( j1, . . . , jp , j ) =
(
~q , j

)
∈ (Z\ {0})q+1, we have

∣∣∣M j1,..., jp , j ,k

∣∣∣.max2
{〈

j1
〉

, . . . ,
〈

jq
〉

,
〈

j
〉}µ max

{〈
j1

〉
, . . . ,

〈
jq

〉
,
〈

j
〉}m

.max
{〈

j1
〉

, . . . ,
〈

jq
〉

,
〈

j
〉}2 max{µ,m}.

∣∣(~q , j
)∣∣2 max{µ,m} ,

and, in view of (2.11), we thus obtain that Mq (u)u is a function in F̃q+1. In view of (2.24) the function
Mq (u)u is real.

We now prove that (M>N (u; t )u)(t , x) is a function in FR

K ,K ′,N+2 (ǫ0). Let s0 := 1+α
(
K −K ′)+m. For any

0 ≤ k ≤K −K ′, for any s ≥ s0, and 0≤ γ≤ s − s0 we have that s −αk −m > γ+1, and

∣∣∣∂k
t ∂

γ
x (M>N (u; t )u)

∣∣∣.
∥∥∥∂k

t (M>N (u; t )u)
∥∥∥
γ+1

≤
∥∥∥∂k

t (M>N (u; t )u)
∥∥∥

s−αk−m

(2.25)
. ‖u‖N+1

k+K ′,s0
‖u‖k+K ′,s

proving, in view of Definitions 2.2 and 2.7, that M>N (u; t )u is a function in FK ,K ′,N+2 (ǫ0). The reality condi-
tion is verified since M>N is a real m-operator per hypothesis.

Symbolic calculus. Let σ(Dx ,Dξ,Dy ,Dη) := DξDy −Dx Dη where Dx := 1
i ∂x and Dξ,Dy ,Dη are similarly

defined. The following is Definition 3.11 in [5].
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Definition 2.20 (Asymptotic expansion of composition symbol). Let p , p ′ in N0, K ,K ′ ∈ N0 with K ′ ≤ K ,
ρ ≥ 0, m,m′ ∈ R, ǫ0 > 0. Consider symbols a ∈ ΣΓ

m
K ,K ′,p [ǫ0, N ] and b ∈ ΣΓ

m′

K ,K ′,p′ [ǫ0, N ]. For u in B K
σ (I ;ǫ0) we

define, for ρ <σ− s0, the symbol

(a#ρb)(u; t , x,ξ) :=
ρ∑

k=0

1

k !

(
i

2
σ

(
Dx ,Dξ,Dy ,Dη

))k [
a(u; t , x,ξ)b(u; t , y,η)

]
|x=y,ξ=η

(2.27)

modulo symbols in ΣΓ
m+m′−ρ
K ,K ′,p+p′ [ǫ0, N ].

The symbol a#ρb belongs to ΣΓ
m+m′

K ,K ′,p+p′ [ǫ0, N ]. Moreover

a#ρb = ab +
1

2i
{a,b} (2.28)

up to a symbol in ΣΓ
m+m′−2
K ,K ′,p+p′ [ǫ0, N ], where

{a,b} := ∂ξa ∂x b −∂x a ∂ξb

denotes the Poisson bracket. The following result is proved in Proposition 3.12 in [5].

Proposition 2.21 (Composition of Bony-Weyl operators). Let p, q, N ,K ,K ′ ∈N0 with K ′ ≤ K , ρ ≥ 0, m,m′ ∈
R, ǫ0 > 0. Consider symbols a ∈ΣΓ

m
K ,K ′,p [ǫ0, N ] and b ∈ΣΓ

m′

K ,K ′,q [ǫ0, N ]. Then

OpBW [a(u; t , x,ξ)]◦OpBW [b(u; t , x,ξ)]−OpBW [
(a#ρb)(u; t , x,ξ)

]
(2.29)

is a smoothing operator in ΣṘ
−ρ+m+m′

K ,K ′,p+q [ǫ0, N ].

We have the following result, see e.g. Lemma 7.2 in [5].

Lemma 2.22 (Bony paraproduct decomposition). Let u1,u2 be functions in Hσ(T;C) with σ> 1
2 . Then

u1u2 =OpBW [u1]u2 +OpBW [u2]u1 +R1(u1)u2 +R2(u2)u1 (2.30)

where for j= 1,2, Rj is a homogeneous smoothing operator in R̃
−ρ
1 for any ρ ≥ 0.

We now state other composition results for m-operators which follow as in [10, Proposition 2.15].

Proposition 2.23 (Compositions of m-operators). Let p, p ′, N ,K ,K ′ ∈N0 with K ′ ≤ K and ǫ0 > 0. Let m,m′ ∈
R. Then

i) If M (u; t ) is in ΣMm
K ,K ′,p [ǫ0, N ] and M ′(u; t ) is in ΣMm′

K ,K ′,p′ [ǫ0, N ] then the composition M (u; t )◦M ′(u; t )

is in ΣM
m+max(m′,0)
K ,K ′,p+p′ [ǫ0, N ].

ii) If M (u) is a homogeneous m-operator inM̃m
p and M (ℓ)(u; t ), ℓ= 1, . . . , p+1, are matrices of mℓ-operators

in ΣM
mℓ

K ,K ′,qℓ
[ǫ0, N ] with mℓ ∈R, qℓ ∈N0, then

M
(
M (1)(u; t )u, . . . , M (p)(u; t )u

)
M (p+1)(u; t )

belongs to ΣMm+m̄
K ,K ′,p+q̄ [ǫ0, N ] with m̄ :=

∑p+1
ℓ=1 max(mℓ,0) and q̄ :=

∑p+1
ℓ=1 qℓ.

iii) If M (u; t ) is in Mm
K ,0,p [ǫ̆0] for any ǫ̆0 ∈ R

+ and M0(u; t ) belongs to M0
K ,K ′,0[ǫ0], then M (M0(u; t )u; t ) is in

Mm
K ,K ′,p [ǫ0].

iv) Let a be a symbol in ΣΓ
m
K ,K ′,p [ǫ0, N ] with m ≥ 0 and R a smoothing operator in ΣR

−ρ
K ,K ′,p′ [ǫ0, N ]. Then

OpBW [a(u; t , ·)]◦R(u; t ) , R(u; t )◦OpBW [a(u; t , ·)] ,

are in ΣR
−ρ+m
K ,K ′,p+p′ [ǫ0, N ].
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Notation 2.24. In the sequel if K ′ = 0 we denote a symbol a(u; t , x,ξ) in Γ
m
K ,0,p [ǫ0] simply as a(u; x,ξ), and a

smoothing operator in R(u; t ) in ΣR
−ρ
K ,0,p [ǫ0, N ] simply as R(u), without writing the t -dependence.

We finally provide the Bony paralinearization formula of the composition operator.

Lemma 2.25 (Bony Paralinearization formula). Let F be a smooth C-valued function defined on a neighbor-
hood of zero in C, vanishing at zero at order q ∈ N. Then there is ǫ0 > 0 and a smoothing operator R (u) in
ΣR

−ρ
K ,0,q ′ [ǫ0, N ], q ′ :=max(q −1,1), for any ρ, such that

F (u)= OpBW [
F ′ (u)

]
u +R (u)u . (2.31)

Proof. The formula follows by combination of [5, Lemmata 3.19 and 7.2].

2.2 z-dependent paradifferential calculus

Along the paralinearization process of the α-SQG equation in Section 4 we shall encounter parameter de-
pendent paradifferential operators depending on a 2π-periodic variable z. The following “Kernel-functions"
have to be considered as Taylor remainders of maps of the form F (u; x, z) at z = 0 which are smooth in u
and with finite regularity in x and z. We are interested in the behavior of such functions close to z = 0.

Definition 2.26 (Kernel functions). Let n ∈R, p, N ∈N0, K ∈N0, and ǫ0 > 0.

i) p-homogeneous Kernel-functions. If p ∈Nwe denote �KFn
p the space of z-dependent, p-homogeneous

maps from H∞
0 (T;C) to the space of x-translation invariant real functions ̺(u; x, z) of class C∞ in

(x, z) ∈T
2 with Fourier expansion

̺(u; x, z)=
∑

j1,..., jp∈Z\{0}
̺ j1,..., jp (z)u j1 · · ·u jp e i( j1+···+ jp)x , z ∈T\ {0} , (2.32)

with coefficients ̺ j1,..., jp (z) of class C∞ (T;C), symmetric in ( j1, . . . , jp ), satisfying the reality condition
̺ j1,..., jp (z) = ̺− j1,...,− jp (z) and the following: for any l ∈ N0, there exist µ > 0 and a constant C > 0 such
that ∣∣∣∂l

z̺ j1,..., jp (z)
∣∣∣≤C

∣∣~
∣∣µ |z|n−l

T
, ∀~ = ( j1, . . . , jp ) ∈ (Z\ {0})p . (2.33)

For p = 0 we denote by �KFn
0 the space of maps z 7→ ̺(z) which satisfy

∣∣∂l
z̺(z)

∣∣≤C |z|n−l
T

.

ii) Non-homogeneous Kernel-functions. We denote by KFn
K ,0,p [ǫ0] the space of z-dependent, real func-

tions ̺(u; x, z), defined for u ∈ B 0
s0

(I ;ǫ0) for some s0 large enough, such that for any 0 ≤ k ≤ K and l ≤
max

{
0,⌈1+n⌉

}
, any s ≥ s0, there are C > 0, 0 < ǫ0(s) < ǫ0 and for any u ∈ B K

s0
(I ;ǫ0(s))∩C k

∗
(
I , H s

0 (T;C)
)

and any γ ∈N0, with γ≤ s − s0, one has the estimate

∣∣∣∂k
t ∂

γ
x∂

l
z̺ (u; x, z)

∣∣∣≤C‖u‖p−1
k ,s0

‖u‖k ,s |z|n−l
T

, z ∈T\ {0} . (2.34)

If p = 0 the right hand side in (2.34) has to be replaced by |z|n−l
T

.

iii) Kernel-functions. We denote by ΣKFn
K ,0,p [ǫ0, N ] the space of real functions of the form

̺(u; x, z)=
N∑

q=p
̺q (u; x, z)+̺>N (u; x, z) (2.35)

where ̺q (u; x, z), q = p, . . . , N are homogeneous Kernel functions in �KFn
q , and ̺>N (u; x, z) is a non-

homogeneous Kernel function in KFn
K ,0,N+1[ǫ0].

A Kernel function ̺(u; x, z) is real if it is real valued for any u ∈ B 0
s0,R(I ;ǫ0).

In view of Remark 2.4, a homogeneous Kernel function ̺(u; x, z) in �KFn
p defines a non-homogenous

Kernel function in KFn
K ,0,p [ǫ0] for any ǫ0 > 0.
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Remark 2.27. Let ̺ (u; x, z) be a Kernel function in ΣFn
K ,0,p [ǫ0, N ] with n ≥ 0, which admits a continuous

extension in z = 0. Then its trace ̺ (u; x,0) is a function in ΣFR

K ,0,p [ǫ0, N ].

Remark 2.28. If ̺(u; x, z) is a homogeneous Kernel function �KFn
p , the two definitions of quantization in

(2.17) differ by a Kernel smoothing operator in �KR
−ρ,n
p , for any ρ > 0, according to Definition 2.33 below.

Remark 2.29. If ̺1(u; x, z) is a Kernel function in ΣKF
n1
K ,0,p1

[ǫ0, N ] and ̺2(u; x, z) in ΣKF
n2
K ,0,p2

[ǫ0, N ], then

the sum (̺1 +̺2)(u; x, z) is a Kernel function in ΣKF
min{n1,n2}
K ,0,min{p1 ,p2} [ǫ0, N ] and the product (̺1̺2)(u; x, z) is a

Kernel function in ΣKF
n1+n2
K ,0,p1+p2

[ǫ0, N ].

Remark 2.30. Let ̺ (u; x, z) be a Kernel function in ΣKFn
K ,0,p [ǫ0, N ] with n > −1. Then –

∫
̺ (u; x, z)dz is a

function in ΣFR

K ,0,p [ǫ0, N ]. This follows directly integrating (2.33) and (2.34) in z.

The m-Kernel-operators defined below are a z-dependent family of m-operators with coefficients small
as |z|n

T
. They appear for example as smoothing operators in the composition of Bony-Weyl quantizations of

Kernel-functions.

Definition 2.31. Let m,n ∈R, p, N ∈N0, K ∈N0 with ǫ0 > 0.

i) p-homogeneous m-Kernel-operator. We denote by �KM
m,n
p the space of z-dependent, x-translation

invariant homogeneous m-operators according to Definition 2.14, Item i, in which the constant C is
substituted with C |z|n

T
, equivalently

M (u; z)v (x)=
∑

(~p , j ,k)∈Zp+2

j1+...+ jp+ j=k

M~p , j ,k (z)u j1 . . .u jp v j e ikx , z ∈T\ {0} , (2.36)

with coefficients satisfying

|M~p , j ,k (z) | ≤C max2
{〈

j1
〉

, . . . ,
〈

jp
〉

,
〈

j
〉}µ max

{〈
j1

〉
, . . . ,

〈
jp

〉
,
〈

j
〉}m |z|n

T
. (2.37)

If p = 0 the right hand side of (2.36) is replaced by
∑

j∈Z M j (z) v j e i j x with |M j (z) | ≤C
〈

j
〉m |z|n

T
.

ii) Non-homogeneous m-Kernel-operator. We denote by KM
m,n
K ,0,p [ǫ0] the space of z-dependent, non-

homogeneous operators M (u; z)v defined for any z ∈T\ {0}, such that for any 0 ≤ k ≤ K
∥∥∥∂k

t (M (u; z)v)
∥∥∥

s−αk−m
≤C |z|n

T

∑

k ′+k ′′=k

(
‖v‖k ′′,s‖u‖p

k ′,s0
+‖v‖k ′′,s0‖u‖p−1

k ′,s0
‖u‖k ′,s

)
. (2.38)

iii) m-Kernel-Operator. We denote by ΣKM
m,n
K ,0,p [ǫ0, N ] the space of operators of the form

M (u; z)v =
N∑

q=p
Mq (u, . . . ,u)v +M>N (u; z)v (2.39)

where Mq are homogeneous m-Kernel operators in �KM
m,n
q , q = p, . . . , N and M>N is a non–homogeneous

m-Kernel-operator in M
m,n
K ,0,N+1[ǫ0].

iv) Pluri-homogeneous m-Kernel-Operator. We denote by Σ
N
p M̃

m
q the pluri-homogeneous m-operators

of the form (2.39) with M>N = 0.

Remark 2.32. Given ̺ (u; x, z)∈ΣKFn
K ,0,p [ǫ0, N ] then OpBW

[
̺ (u; x, z)

]
∈ΣKM

0,n
K ,0,p [ǫ0, N ].

Definition 2.33 (Kernel-smoothing operators). Givenρ > 0 we define the homogeneous and non-homogeneous
Kernel-smoothing operators as

�KR
−ρ,n
p := �KM

−ρ,n
p , KR

−ρ,n
K ,0,p [ǫ0] := KM

−ρ,n
K ,0,p [ǫ0] , ΣKR

−ρ,n
K ,0,p [ǫ0, N ] :=ΣKM

−ρ,n
K ,0,p [ǫ0, N ] .

In view of [10, Lemma 2.8], if M (u, . . . ,u; z) is a homogenous m-Kernel operator in �KM
m,n
p then M (u, . . . ,u; z)

defines a non-homogenous m-Kernel operator in KM
m,n
K ,0,p [ǫ0] for any ǫ0 > 0 and K ∈N0.
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Proposition 2.34 (Composition of z-dependent operators). Let m,n,m′,n′ ∈R, and integers K , p, p ′, N ∈N0

with p, p ′ ≤ N .

1. Let ̺ (u; x, z)∈ΣKFn
K ,0,p [ǫ0, N ] and ̺′ (u; x, z)∈ΣKFn′

K ,0,p′ [ǫ0, N ] be Kernel functions. Then

OpBW [
̺ (u; x, z)

]
◦OpBW [

̺′ (u; x, z)
]
= OpBW [

̺ ̺′ (u; x, z)
]
+R (u; z)

where R (u; z) is a Kernel-smoothing operator in ΣKR
−ρ,n+n′

K ,0,p+p′ [ǫ0, N ] for any ρ ≥ 0;

2. Let M (u; z) be a m-operator in ΣKM
m,n
K ,0,p [ǫ0, N ] and M ′ (u; z) be an m′-operator in ΣKM

m′,n′

K ,0,p′ [ǫ0, N ].

Then M (u; z)◦M ′ (u; z) belongs to ΣKM
m+max(m′,0),n+n′

K ,0,p+p′ [ǫ0, N ];

3. Let ̺ (u; x, z) be a Kernel function in ΣKFn
K ,0,p [ǫ0, N ] and R (u; z) be a Kernel smoothing operator in

ΣKR
−ρ,n′

K ,0,p′ [ǫ0, N ] then OpBW
[
̺ (u; x, z)

]
◦R (u; z) and R (u; z)◦OpBW

[
̺ (u; x, z)

]
are a Kernel smoothing

operator in ΣKR
−ρ,n+n′

K ,0,p+p′ [ǫ0, N ];

4. Let M (u; z) be an homogeneous m-Kernel operator in �KM
m,n
1 , and M ′ (u; z) in ΣKM

0,0
K ,0,0 [ǫ0, N ] then

M
(
M ′ (u; z)u; z

)
∈ΣKM

m,n
K ,0,1 [ǫ0, N ].

Proof. The proof of item 1 is performed in [5, Proposition 3.12] keeping track of the dependence in the vari-
able z of the symbols as in (2.33), (2.34) when γ= 0. More precisely ̺ and̺′ satisfy z-dependent inequalities
(cf. (2.7), (2.9))

∣∣∂αx ̺q (Π~nU ; x, z)
∣∣≤ C |z|n

T
|~n|µ+α

p∏

j=1

∥∥Πn j u j
∥∥

L2 ,
∣∣∣∂k

t ∂
α
x ̺ (u; x, z)

∣∣∣≤ C |z|n
T
‖u‖p−1

k ,s0
‖u‖k ,s ,

and, in the proof of [5, Proposition 3.12], the seminorm of the composed symbol always appear as a product
of the seminorms of the factor symbols. The proof of item 2 is the same as in [10, Proposition 2.15-i], keep-
ing track of the dependence in z of the m-operators. For item 3, see [10, Proposition 2.19-i] factoring the
dependence on z. Item 4 is a consequence of [10, Proposition 2.15-ii] factoring the dependence on z.

Finally integrating (2.37) and (2.38) in z we deduce the following lemma.

Lemma 2.35. Let R (u; z) be a Kernel smoothing operator in ΣR
−ρ,n
K ,0,p [ǫ0, N ] with n >−1. Then

–
∫

R (u; z) g (x − z)dz =R1 (u) g , –
∫

R (u; z)dz = R2 (u) ,

where R1 (u), R2 (u) are smoothing operators in ΣR
−ρ
K ,0,p [ǫ0, N ].

The following proposition will be crucial in Section 4.

Proposition 2.36. Let n >−1 and ̺ (u; x, z) be a Kernel-function in ΣKFn
K ,0,p [ǫ0, N ]. Let us define the opera-

tor, for any g ∈ H s
0(T), s ∈R,

(
T̺g

)
(x) := –

∫
OpBW [

̺ (u;•, z)
]

g (x − z)dz . (2.40)

Then there exists

• a symbol a (u; x,ξ) in ΣΓ
−(1+n)
K ,0,p [ǫ0, N ] satisfying (2.20);

• a pluri-homogeneous smoothing operator R (u) in Σ
N
p R̃

−ρ
q for any ρ > 0;

such that T̺g = OpBW [a (u; x,ξ)] g +R (u) g .
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Proof. In view of Definition 2.10 and Remark 2.28 we have that

OpBW [
̺ (u; x, z)

]
−OpW [

̺ψ (u; x, z)
]
=: R (u; z) (2.41)

is a pluri-homogeneous Kernel smoothing operator in Σ
N
p

�KR
−ρ,n
q for any ρ. Since n > −1, integrating in

z, we deduce that –
∫

R (u; z) g (x − z)dz = R (u) g where R (u) is a pluri-homogeneous smoothing operator in
Σ

N
p R̃

−ρ
q (cf. Lemma 2.35).

In view of (2.17) and (2.16) we compute for any ν ∈Z

Fx→ν

(
–
∫

OpW [
̺ψ (u; x, z)

]
g (x − z) dz

)
(ν) =

∑

k∈Z
ψ

(
ν−k ,

ν+k

2

)
–
∫

ˆ̺ (u;ν−k , z)e−ikzdz ĝ (k)

where ψ(ξ′,ξ) is an admissible cut-off function, namely satisfying (2.14)-(2.15). Introducing another admis-
sible cut-off function ψ̃(ξ′,ξ) identically equal to one on the support of ψ(ξ′,ξ), and since ĝ (0) = 0,

Fx→ν

(
–
∫

OpW [
̺ψ (u; x, z)

]
dz

)
(ν)

=
∑

k∈Z
ψ

(
ν−k ,

ν+k

2

)
ψ̃

(
ν−k ,

ν+k

2

)
χ(2k) –

∫
ˆ̺ (u;ν−k , z)e−ikzdz ĝ (k) (2.42)

where χ(·) is the C∞ function defined in (2.18). Introducing a C∞ function η : R→ [0,1] with compact sup-
port such that

η(z) = 1, ∀|z| ≤
π

2
, η(z) = 0, ∀|z| ≥

3π

2
,

∑

j∈Z
η(z +2π j ) = 1, ∀z ∈R , (2.43)

we may write the integral on T as

–
∫

ˆ̺ (u;ν−k , z)e−ikzdz =
1

2π

∫

R

ˆ̺
(
u; j , z

)
η(z)e−iξz dz

∣∣∣∣
( j ,ξ)=(ν−k ,k)

. (2.44)

Therefore by (2.41), (2.42) and (2.44) the operator T̺ in (2.40) is equal to

T̺ = OpW [
aψ (u; x,ξ)

]
= OpBW [a (u; x,ξ)]+R (u) where R (u)∈Σ

N
p R̃

−ρ
q (2.45)

and

a (u; x,ξ)=
∑

j∈Z
â

(
u; j ,ξ

)
e i j x , â

(
u; j ,ξ

)
:= ψ̃

(
j ,ξ

)
χ

(
2ξ− j

) 1

2π

∫

R

ˆ̺
(
u; j , z

)
η(z)e

−i
(
ξ− j

2

)
z

dz . (2.46)

In order to prove the lemma, in view of (2.45), it is sufficient to show that a (u; x,ξ) defined in (2.46) is a
symbol in ΣΓ

−(1+n)
K ,0,p [ǫ0, N ] according to Definition 2.2. Notice that a (u; x,ξ) satisfies the reality condition

(2.20). Moreover, in view of the support properties of ψ̃
(

j ,ξ
)

and χ
(
2ξ− j

)
, it results that

â
(
u; j ,ξ

)
6= 0 =⇒

∣∣∣∣ξ−
j

2

∣∣∣∣∼ |ξ| , |ξ|& 1, |ξ| ∼ 〈ξ〉 . (2.47)

We decompose the Kernel function

̺ (u; x, z)∈ΣKF
n
K ,0,p [ǫ0, N ] as ̺ (u; x, z)=

N∑
q=p

̺q (u; x, z)+̺>N (u; x, z) ,

where ̺q (u; x, z) are homogenous Kernel functions in �KFn
q and ̺>N (u; x, z) is a non-homogenous Kernel

function in KFn
K ,0,N+1[ǫ0]. Accordingly we decompose the symbol a (u; x,ξ) in (2.46) as

a (u; x,ξ)=
N∑

q=p
aq (u; x,ξ)+a>N (u; x,ξ)

17



where

aq (u; x,ξ) =
∑

j∈Z
âq

(
u; j ,ξ

)
ei j x , âq

(
u; j ,ξ

)
:= ψ̃

(
j ,ξ

)
χ

(
2ξ− j

) 1

2π

∫

R

ˆ̺q
(
u; j , z

)
η(z)e

−i
(
ξ− j

2

)
z

dz ,

a>N (u; x,ξ) =
∑

j∈Z
â>N

(
u; j ,ξ

)
ei j x , â>N

(
u; j ,ξ

)
:= ψ̃

(
j ,ξ

)
χ

(
2ξ− j

) 1

2π

∫

R

ˆ̺>N
(
u; j , z

)
η(z)e

−i
(
ξ− j

2

)
z

dz .

(2.48)

We now prove that, according to Definition 2.2,

aq ∈ Γ̃
−(1+n)
q , ∀q = p, . . . , N , (2.49)

a>N ∈ Γ
−(1+n)
K ,0,N+1 [ǫ0] . (2.50)

Step 1 (Proof of (2.49)). In view of (2.32) the q-homogeneous component aq (u; x,ξ) in (2.48) has an expan-
sion as in (2.10) (recall the notation~q = ( j1, . . . , jq ))

a~q
(ξ) = ψ̃

(
j ,ξ

)
χ

(
2ξ− j

) 1

2π

∫

R

̺ j1,..., jq (z)η(z)e−iξz dz , j = j1 + . . .+ jq .

Let us prove it satisfies (2.11) with m = −(1+n). Decomposing 1 = χ1(·)+χ2(·) where χ1 : R → [0,1] is a
smooth cutoff function supported and equal to 1 near 0, we decompose

a~q
(ξ) = a(1)

~q
(ξ)+a(2)

~q
(ξ) =

2∑

j=1
ψ̃

(
j ,ξ

)
χ

(
2ξ− j

) 1

2π

∫

R

χj (〈ξ〉z)̺ j1,..., jq (z)η(z)e
−i

(
ξ− j

2

)
z

dz . (2.51)

By (2.33) (with l = 0) and since n >−1 we deduce
∣∣∣∣a

(1)
~q

(ξ)

∣∣∣∣.
∫

|z|. 1/〈ξ〉

∣∣∣~q

∣∣∣
µ
|z|ndz .

∣∣∣~q

∣∣∣
µ
〈ξ〉−(1+n) . (2.52)

We now estimate a(2)
~

(ξ). From e
−iz

(
ξ− j

2

)
=

[
−i

(
ξ− j

2

)]−l
∂l

z

(
e
−i

(
ξ− j

2

)
z
)

for any l ∈ N0, we obtain, by an inte-

gration by parts (use (2.43) and that χ2 (〈ξ〉z) vanishes near zero), that

a(2)
~q

(ξ) =
[
−i

(
ξ−

j

2

)]−l

ψ̃
(

j ,ξ
)
χ

(
2ξ− j

) ∑

l1+l2+l3=l
cl1,l2,l3

1

2π

∫

R

e
−i

(
ξ− j

2

)
z

Yl1,l2,l3 (z)dz

where Yl1 ,l2,l3 (z) := 〈ξ〉l1

(
∂

l1
z χ2

)
(z) ∂l2

z η(z)∂l3
z ̺~q

(z) . (2.53)

Since ̺q (u; x, z) is a Kernel function in �KFn
p , using (2.33) and exploiting that 〈ξ〉−1 ∼ |z| on the support of

χ(l1)
2 (〈ξ〉z) for any l1 ≥ 1, we get

∫

R

∣∣Yl1 ,l2,l3 (z)
∣∣dz .

∣∣~q
∣∣µ 〈ξ〉l1

∫

1
〈ξ〉∼|z|

|z|n−l3 dz.
∣∣~q

∣∣µ 〈ξ〉l1+l3−(n+1) . (2.54)

When l1 = 0 we have that
∫

R

∣∣Y0,l2,l3 (z)
∣∣dz.

∣∣~q
∣∣µ

∫

δ
〈ξ〉≤|z|≤

3π
2

|z|n−l3 dz.
∣∣~q

∣∣µ
(
1+〈ξ〉l3−(n+1)

)
. (2.55)

Then by (2.53), (2.54), (2.55) and (2.47), we deduce, for l > n +1,

|a(2)
~q

(ξ)|.l
∣∣~q

∣∣µ 〈ξ〉−(1+n) . (2.56)

The bounds (2.52) and (2.56) prove that a~q
(ξ) in (2.51) satisfies the estimate (2.11) (for β = 0 and m =

−(1+n)). Since, for any β ∈N,

∂
β

ξ
a~q

(ξ) =
∑

β1+β2+β3=β
Cβ1,β2,β3∂

β1

ξ
ψ̃

(
j ,ξ

)
∂
β2

ξ
χ

(
2ξ− j

)∫

R

̺~q
(z)(−iz)β3 e

−i
(
ξ− j

2

)
z

dz , (2.57)
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using (2.15), (2.47), the fact that χ is supported near 0, that zβ3̺~q
(z) satisfies (2.33) with (n replaced by

n +β3, cf. Remark 2.29) and repeating the bound obtained for β3 = 0 for the integral term in Eq. (2.57), we
obtain ∣∣∣∂β

ξ
a~q

(ξ)
∣∣∣.β

∑

β1+β2+β3=β
〈ξ〉−β1 〈ξ〉−β2

∣∣~q
∣∣µ 〈ξ〉−(1+n+β3).β

∣∣~q
∣∣µ 〈ξ〉−(1+n+β) .

Note that actually for any j ∈ Z, β2 ≥ 1, the derivative ∂
β2

ξ
χ

(
2ξ− j

)
= 0, for any |ξ| ≥ 2. This concludes the

proof of (2.49).

Step 2 (Proof of (2.50)). We argue similarly to the previous step. Recalling (2.48), for any 0 ≤ k ≤ K and
γ ∈N0, we decompose, with χj, j= 1,2 defined as in (2.51),

∂k
t ∂

γ
x a>N (u; x,ξ)= I1 + I2 where

Ij :=
∑

j∈Z
ψ̃

(
j ,ξ

)
χ

(
2ξ− j

) 1

2π

∫

R

χj (z 〈ξ〉)à
∂k

t ∂
γ
x̺>N

(
u; j , z

)
η(z)e

−i
(
ξ− j

2

)
z

dz e i j x .
(2.58)

Fixµ0 > 1, let s0 > 0 associated to̺>N as per Definition 2.26, letγ≤ s−
(
s0 +µ0

)
. The term I1 can be estimated

using (2.34), the fact that χ1(z 〈ξ〉) is supported for |z|. 1/〈ξ〉 and n >−1, as

|I1|.
∑

j∈Z

〈
j
〉−µ0

∫

|z|.1/〈ξ〉

∣∣∣∣
á

∂k
t ∂

γ
x
(
1−∂2

x

) µ0
2 ̺>N

(
u; j , z

)∣∣∣∣dz. ‖u‖N
k ,s0+µ0

‖u‖k ,s 〈ξ〉−(1+n) . (2.59)

Next we estimate I2. After an integration by parts, setting l = max{0,⌈1+n⌉}, we have from Eq. (2.58)

|I2|.
∑

j∈Z

∣∣ψ̃
(

j ,ξ
)
χ

(
2ξ− j

)∣∣
∣∣∣∣ξ−

j

2

∣∣∣∣
−l ∑

l1+l2+l3=l

∫

R

∣∣Zl1,l2,l3 (z)
∣∣dz . (2.60)

where

Zl1,l2,l3 (z) := 〈ξ〉l1

(
∂

l1
z χ2

)
(z 〈ξ〉) ∂

l2
z η(z) ∂k

t
à
∂
γ
x∂

l3
z ̺>N

(
u; j , z

)
. (2.61)

For any j ∈Z

∣∣∣∣
á
∂k

t ∂
γ
x∂

l3
z ̺>N

(
u; j , z

)∣∣∣∣.
〈

j
〉−µ0 sup

x∈T

∣∣∣∣∂k
t ∂

γ
x∂

l3
z

(
1−∂2

x

) µ0
2 ̺>N (u; x, z)

∣∣∣∣.
〈

j
〉−µ0 ‖u‖N

k ,s0+µ0
‖u‖k ,s |z|n−l3 . (2.62)

With computations analogous to the ones performed in Eqs. (2.54) and (2.55) we obtain using Eqs. (2.61)
and (2.62), that

∫

R

∣∣Zl1,l2,l3 (z)
∣∣dz .

〈
j
〉−µ0 ‖u‖N

k ,s0+µ0
‖u‖k ,s 〈ξ〉(l1+l3)−(n+1) , if l1 6= 0,

∫

R

∣∣Z0,l2,l3 (z)
∣∣dz .

〈
j
〉−µ0 ‖u‖N

k ,s0+µ0
‖u‖k ,s

(
1+〈ξ〉l3−(n+1)

)
.

(2.63)

Since l = l1 + l2 + l3 > 1+n and µ0 > 1 we obtain, by Eqs. (2.47), (2.60) and (2.63) that

|I2|. ‖u‖N
k ,s0+µ0

‖u‖k ,s 〈ξ〉−(1+n)
∑

j∈Z

〈
j
〉−µ0 . (2.64)

Inserting Eqs. (2.59) and (2.64) in (2.58) we conclude that

∣∣∣∂k
t ∂

γ
x a>N (u; x,ξ)

∣∣∣. ‖u‖N
k ,s0+µ0

‖u‖k ,s 〈ξ〉−(1+n) .

Arguing as in (2.57) we thus obtain that, for any β ∈ N,
∣∣∣∂k

t ∂
γ
x∂

β

ξ
a>N (u; x,ξ)

∣∣∣. ‖u‖N
k ,s0+µ0

‖u‖k ,s 〈ξ〉−(1+n+β)

concluding the proof of (2.50).
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3 The linearized problem at f = 0

The linearized equation (1.11) at f = 0 is

∂t f = ∂x d∇Eα(0) f . (3.1)

In this section we prove that the linear Hamiltonian operator ∂x d∇Eα(0) is a Fourier multiplier with symbol
−iωα

(
j
)

and we provide its asymptotic expansion, see Lemmas 3.1 and 3.6. We also prove a convexity
property of the frequency map j 7→ωα

(
j
)

and that ωα

(
j
)

are positive for any j ≥ 2, whereas ωα(0) =ωα(1) =
0, cf. Remark 3.3. These latter results do not rely on oscillatory integrals expansions and enable to prove the
absence of three-wave resonances in Lemma 3.5.

The following result extends the computations in [42, Section 3], valid for α ∈ (0,1), to the whole range
α ∈ (0,2).

Lemma 3.1 (Linearization of ∇Eα at zero). For any α ∈ (0,2), it results that

d∇Eα(0) =−Lα (|D|) , (3.2)

where Lα (|D|) is the Fourier multiplier operator

Lα (|D|) :=
cα

2
(
1− α

2

)
[
T1
α (|D|)−T2

α (|D|)−
Γ (2−α)

Γ
(
1− α

2

)2

]
(3.3)

with

T1
α

(∣∣ j
∣∣) :=

Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

)
| j |−1∑

k=0

Γ
(
α
2 +k

)

Γ
(
1− α

2 +k
) 1

1− α
2 +k

, T1
α (0) = 0, (3.4)

T2
α (|ξ|) :=

Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

)
Γ

(
α
2 +|ξ|

)

Γ
(
1− α

2 +|ξ|
) =

[
|ξ|2 −

(
1−

α

2

)2
]
Mα (|ξ|) , (3.5)

Mα (|ξ|) :=
Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

) 1

|ξ|2 −
(
1− α

2

)2

Γ
(
α
2 +|ξ|

)

Γ
(
1− α

2 +|ξ|
) . (3.6)

The map j 7→T1
α

(∣∣ j
∣∣) is a Fourier multiplier in Γ̃

max(0,α−1)
0 and j 7→T2

α

(∣∣ j
∣∣) is a Fourier multiplier in Γ̃

α−1
0 .

By the previous lemma, in Fourier, the linear equation (3.1) amounts to the decoupled scalar equations

∂t f̂
(

j
)
+ iωα

(
j
)

f̂
(

j
)
= 0, j ∈Z\ {0} , (3.7)

with linear frequencies of oscillations ωα

(
j
)

:= j Lα

(∣∣ j
∣∣).

Proof of Lemma 3.1. By differentiating ∇Eα

(
f
)

in (1.12) we deduce that

d∇Eα(0) φ=
cα

2
(
1− α

2

) –
∫

2φ
(

y
)
−

(
φ (x)+φ

(
y
))

cos
(
x − y

)
[
2
(
1−cos

(
x − y

))] α
2

dy

+
cα

2
(
1− α

2

) –
∫

φ′ (y
)

sin
(
x − y

)
[
2
(
1−cos

(
x − y

))] α
2

dy −
α

4

cα
2
(
1− α

2

) –
∫

φ (x)+φ
(

y
)

[
2
(
1−cos

(
x − y

))] α
2 −1

dy

= −
cα

2
(
1− α

2

) –
∫

φ (x)−φ
(

y
)

[
2
(
1−cos

(
x − y

))] α
2

dy +
cα

2
(
1− α

2

) –
∫

φ′ (y
)

sin
(
x − y

)
[
2
(
1−cos

(
x − y

))]α
2

dy

+
cα
4

–
∫

φ
(
y
)

[
2
(
1−cos

(
x − y

))]α
2 −1

dy +
cα
4

–
∫

dy
[
2
(
1−cos

(
x − y

))] α
2 −1

φ (x) =:
4∑

κ=1
L∇Eα,κφ .

(3.8)

We now compute these operators.

20



Step 1 (Evaluation of L∇Eα,1). We claim that

(
L∇Eα,1φ

)
(x) :=−

cα
2
(
1− α

2

) –
∫

φ (x)−φ
(
y
)

[
2
(
1−cos

(
x − y

))] α
2

dy =−
cα

2
(
1− α

2

)T1
α (|D|)φ . (3.9)

Indeed, setting y = x − z we have

L∇Eα,1φ=−
cα

2
(
1− α

2

) –
∫

φ (x)−φ (x − z)

[2(1−cos z)]α/2
dz =−

cα
2
(
1− α

2

) –
∫

φ (x)−φ (x − z)∣∣2sin
( z

2

)∣∣α dz . (3.10)

We compute the action of L∇Eα,1 on φ (x)=
∑

j∈Z φ̂
(

j
)

e i j x = φ̂(0)+
∑

j≥1
φ̂

(
j
)

e i j x

︸ ︷︷ ︸
=:φ+(x)

+
∑

j≥1
φ̂

(
j
)
e−i j x

︸ ︷︷ ︸
=:φ−(x)

.

By (3.10) we immediately get L∇Eα,1φ̂(0) = 0. Moreover, by (3.10),

L∇Eα,1φ+ (x)= −
cα

2
(
1− α

2

)
∑

j≥1
φ̂

(
j
)

e i j x –
∫

1−e−i j z

∣∣4sin2 (z/2)
∣∣α/2

dz . (3.11)

We compute

1

2π

∫2π

0

1−e−i j z

∣∣4sin2 (z/2)
∣∣α/2

dz =
1

2π

∫2π

0

1−e−i j z

∣∣1−e−iz
∣∣α dz

=
1

π

∫π

0

1−e−2i j z
∣∣1−e−2iz

∣∣
∣∣1−e−2iz

∣∣1−α
dz =−

21−α

iπ

j−1∑

k=0

∫π

0
e−iz(2k+1) (sin z)1−α dz (3.12)

having also written
∣∣1−e−2iz

∣∣=−i
(
1−e−2iz

)
e iz , for any z ∈ [0,π]. We use now the identity (cf. [64, p. 8])

∫π

0
sinX (z)e iY z dz =

πe i Y π
2 Γ (X +1)

2XΓ
(
1+ X+Y

2

)
Γ

(
1+ X−Y

2

) , (X ,Y ) ∈ (−1,∞)×R . (3.13)

Setting X = 1−α and Y =−(2k +1), and using e−i(2k+1)π2 =−i (−1)k , we obtain

∫π

0
e−iz(2k+1) (sin z)1−αdz =

−i (−1)k πΓ (2−α)

21−αΓ
(
1−k − α

2

)
Γ

(
2+k − α

2

) . (3.14)

The following consequence of Euler’s reflection formula (cf. [67])

Γ
(
z − j

)
= (−1) j−1 Γ (−z)Γ (1+ z)

Γ
(

j +1− z
) , z ∈R\Z , j ∈Z , (3.15)

implies, setting z = 1− α
2 , j = k , and since Γ

(
1+ y

)
= y Γ

(
y
)
,

Γ

(
1−k −

α

2

)
= (−1)k−1 Γ

(
α
2 −1

)
Γ

(
2− α

2

)

Γ
(
α
2 +k

) = (−1)k Γ
(
1− α

2

)
Γ

(
α
2

)

Γ
(
α
2 +k

) . (3.16)

By (3.14)-(3.16) we deduce

∫π

0
e−iz(2k+1) (sin z)1−α dz =

−iπ

21−α
Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

)
Γ

(
α
2 +k

)

Γ
(
2− α

2 +k
) . (3.17)

Consequently, by (3.12) and (3.17), we conclude that for any j ≥ 1

1

2π

∫2π

0

1−e−i j z

∣∣4sin2 (z/2)
∣∣α/2

dz =
Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

)
j−1∑

k=0

Γ
(
α
2 +k

)

Γ
(
1− α

2 +k
) 1

1− α
2 +k

=T1
α

(
j
)

defined in (3.4), which in turn, recalling (3.11), implies that L∇Eα,1φ+ (x) = − cα
2
(
1− α

2

) ∑
j≥1T

1
α

(
j
)
φ̂

(
j
)

e i j x .

Since L∇Eα,1 is a real operator T1
α

(
− j

)
=T1

α

(
j
)
=T1

α

(
j
)

which, combined with L∇Eα,1φ̂(0) = 0, gives us (3.9).
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Step 2 (Evaluation of L∇Eα,2). We claim that

(
L∇Eα,2φ

)
(x)=

cα
2
(
1− α

2

) |D|2
(
Mα (|D|)φ

)
(x) . (3.18)

Setting y = x − z we have (L∇Eα,2φ)(x) = cα
2
(
1− α

2

) –
∫ φ′(x−z)sin z

[2(1−cos z)]
α
2

dz. As sin z

[2(1−cos z)]
α
2
= 1

2
(
1− α

2

)∂z

(
[2(1−cos z)]1− α

2

)
,

integrating by parts

(L∇Eα,2φ)(x) = −
cα[

2
(
1− α

2

)]2 –
∫

∂z
[
φ′ (x − z)

]

[2(1−cos z)]
α
2 −1

dz =
cα[

2
(
1− α

2

)]2 –
∫

φ′′ (x − z)

[2(1−cos z)]
α
2 −1

dz . (3.19)

For j ≥ 0 we compute

I j := –
∫

e−i j z

[2(1−cos z)]
α
2 −1

dz =
1

π

∫π

0
e−i j z[2(1−cos z)]

α
2 −1 dz =

22−α

π

∫π

0
e−i 2 j z (sin z)2−α dz

and applying Eq. (3.13) with X = 2−α, Y =−2 j , and using Γ(x +1) = xΓ(x), we obtain

–
∫

e−i j z

[2(1−cos z)]
α
2 −1

dz = (−1) j (2−α)Γ (2−α)

Γ
(
2− j − α

2

)
Γ

(
2+ j − α

2

) .

We use now the identities

Γ

(
2−

α

2
+ j

)
=

(
1−

α

2
+ j

)
Γ

(
1−

α

2
+ j

)
, Γ

(
2−

α

2
− j

)
=

(
1−

α

2
− j

)
(−1) j Γ

(
1− α

2

)
Γ

(
α
2

)

Γ
(
α
2 + j

) ,

which follows by Γ (1+ z) = z Γ (z) and (3.15) (with z =−α/2 and j j −1), to deduce, for any j ≥ 0,

I j = –
∫

e−i j z

[2(1−cos z)]
α
2 −1

dz =
Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

) 2−α
(
1− α

2

)2 − j 2

Γ
(
α
2 + j

)

Γ
(
1− α

2 + j
) =−2

(
1−

α

2

)
Mα

(
j
)

with Mα defined in (3.6). Since I j = I− j we conclude that

–
∫

e−i j z

[2(1−cos z)]
α
2 −1

dz =−2
(
1−

α

2

)
Mα

(∣∣ j
∣∣) . (3.20)

By (3.19) and (3.20) we deduce (3.18).

Step 3 (Evaluation of L∇Eα,3). The action of the operator L∇Eα,3 in (3.8) on a function φ(x) =
∑

j∈Z φ̂
(

j
)

e i j x

is, setting y = x − z and using (3.20),

(
L∇Eα,3φ

)
(x) =

cα
4

∑

j∈Z
φ̂

(
j
)

e i j x –
∫

e−i j z

[2(1−cos z)]
α
2 −1

dz = −
cα

2
(
1− α

2

)
(
1−

α

2

)2 (
Mα (|D|)φ

)
(x) . (3.21)

Step 4 (Evaluation of L∇Eα,4). By (3.20) with j = 0 and (3.6) it results that L∇Eα,4 in (3.8) is

(
L∇Eα,4φ

)
(x) =

cα
4

–
∫

φ (x)

[2(1−cos z)]
α
2 −1

dz =
cα

2
(
1− α

2

) Γ (2−α)

Γ
(
1− α

2

)2 φ (x) . (3.22)

In conclusion, by (3.8), (3.9), (3.18), (3.21), (3.22) we deduce that d∇Eα(0) is equal to Lα (|D|) in (3.3).

Step 5 (T1
α ∈ Γ̃

max(0,α−1) and T2
α ∈ Γ̃

α−1). We start with T2
α(|ξ|) in (3.5) which is defined on R. We recall the

asymptotic expansion for |ξ|→∞, see [67, Eq. (5.11.13)],

Γ (ξ+a)

Γ (ξ+b)
−ξa−b

(
N∑

κ=0

Gκ (a,b)

ξκ

)
=O

(
|ξ|(a−b)−(1+N)

)

G0 (a,b)= 1, G1 (a,b)=
(a −b)(a +b −1)

2
, ∀N ∈N ,

∣∣Arg ξ
∣∣<π , (3.23)
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which involves holomorphic functions. We can focus on the case Re(ξ) > 0. We claim that formula (3.23)
implies automatically the estimates for the derivatives

∣∣∣∣∂
µ

ξ

(
Γ (ξ+a)

Γ (ξ+b)

)∣∣∣∣.µ ξ
a−b−µ for large ξ> 0 and for any µ ∈N . (3.24)

Case µ= 0 of (3.24) follows trivially from (3.23). For any µ ∈N\ {0} and for N1 ≫µ≥ 1, let us set

M1 (ξ) := ξa−b
N∑
κ=0

Gκ (a,b)

ξκ
, M2 (ξ) := ξa−b

N+N1∑

κ=N+1

Gκ (a,b)

ξκ
, E (ξ) :=

Γ (ξ+a)

Γ (ξ+b)
− (M1 (ξ)+M2 (ξ)) .

Obviously M1 (ξ) ∈ Γ̃
a−b
0 and M2 (ξ) ∈ Γ̃

a−b−(N+1)
0 . For ξ ≫ 1, E is holomorphic in B (ξ,2). Thus ∂

µ

ξ
E (ξ) =

cµ
2πi

∫
∂B (ξ,1)

E(ζ)
(ζ−ξ)1+µ dζ by the Cauchy formula. Moreover (3.23) is true in B (ξ,2) and so, by |ζ| ∼ |ξ|,

∣∣∣∂µ
ξ

E (ξ)
∣∣∣.µ

∫

∂B (ξ,1)

|ζ|a−b−(1+N+N1)

|ζ−ξ|1+µ
|dζ|.µ |ξ|a−b−(1+N+N1).µ |ξ|a−b−(1+N+µ) ,

which implies ∣∣∣∣∂
µ

ξ

(
Γ (ξ+a)

Γ (ξ+b)
−M1 (ξ)

)∣∣∣∣≤
∣∣∣∂µ

ξ
M2 (ξ)

∣∣∣+
∣∣∣∂µ

ξ
E (ξ)

∣∣∣.µ |ξ|a−b−(1+N+µ) .

This proves (3.24). From (3.24) we conclude that T2
α

(∣∣ j
∣∣) in (3.5) is a Fourier multiplier of order α−1.

We now consider T1
α

(∣∣ j
∣∣) defined in (3.4). For any j ∈N0, the discrete derivative of T1

α

(
j
)

is

(∆T1
α)

(
j
)

:=T1
α

(
j +1

)
−T1

α

(
j
)
=

Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

)
Γ

(
α
2 + j

)

Γ
(
1− α

2 + j
) 1

1− α
2 + j

=
T2
α

(
j
)

1− α
2 + j

.

Since T2
α is a symbol of order α−1 we deduce that

∣∣T1
α

(
j
)∣∣. 1+ jα−1 and, for any ℓ ∈N, the discrete deriva-

tives satisfy
∣∣(∆ℓT1

α

)(
j
)∣∣. jα−1−ℓ. By [72, Lemma 7.1.1] there exists a C∞ extension of T1

α to the whole R

which is a symbol of order max(α−1,0).

The proof of Lemma 3.1 is complete.

Remark 3.2. For α 6= 1 the Fourier multiplier T1
α

(∣∣ j
∣∣) in (3.4) is equal to

T1
α

(∣∣ j
∣∣)= Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

) 1

α−1

(
Γ(α2 +

∣∣ j
∣∣)

Γ(1+
∣∣ j

∣∣− α
2 )

−
Γ(α2 )

Γ(1− α
2 )

)

as follows by induction.

Remark 3.3. The first linear frequency ωα(1) = 0. This is equivalent to prove that Lα(1) = 0, that, in view of
(3.3)-(3.5), amounts to show that

T1
α (1)−T2

α (1)−
Γ (2−α)

Γ
(
1− α

2

)2
=

Γ (2−α)

Γ
(
1− α

2

)
[

Γ
(
α
2

)

Γ
(
α
2

)
Γ

(
1− α

2

)(
1− α

2

) −
Γ

(
α
2 +1

)

Γ
(
α
2

)
Γ

(
2− α

2

) − 1

Γ
(
1− α

2

)
]
= 0.

This holds true because, using the identity Γ(y +1) = y Γ(y),

1

Γ
(
1− α

2

)(
1− α

2

) −
Γ

(
α
2

)
α
2

Γ
(
α
2

)
Γ

(
1− α

2

)(
1− α

2

) − 1

Γ
(
1− α

2

) = 1

Γ
(
1− α

2

)(
1− α

2

)
[

1−
α

2
−

(
1−

α

2

)]
= 0.

The fact that the first frequency ωα(1) = 0 is zero has a dynamical proof. Indeed, in view of the translation
invariance of the problem, the patch equation (1.11) possesses the vector prime integral

∫

T

(√
1+2 f (x)−1

)
~γ (x) dx =

∫

T

f (x)(cos x, sin x) dx +O
(∥∥ f

∥∥2
)

. (3.25)

Let us consider a dynamical system ḟ = Y
(

f
)

with Y (0) = 0 and A := dY (0). If b
(

f
)

is a prime integral then
∇b

(
f
)
·Y

(
f
)
= 0, ∀ f . Hence, differentiating and since Y (0) = 0, we obtain ∇b(0) · A f = 0, ∀ f . If A is non

singular then ∇b(0) = 0, i.e. the prime integral b is quadratic at f = 0. Here the linear operator A (cf. (3.7)) is
degenerate in the one-Fourier mode on which (3.25) has a linear component in f .
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The other linear frequencies ωα

(
j
)
, j 6= 0,±1, are all different from zero.

Lemma 3.4 (Convexity of ωα

(
j
)
). Let α ∈ (0,2). The frequency map j 7→ωα

(
j
)
= j Lα

(∣∣ j
∣∣), j ∈Z, where Lα is

computed in Lemma 3.1, is odd and satisfies the convexity property

△2ωα

(
j
)

:=ωα

(
j +1

)
+ωα

(
j −1

)
−2 ωα

(
j
)
=

Γ (2−α)

21−αΓ2
(
1− α

2

)
Γ

(
α
2 −1+ j

)

Γ
(
2− α

2 + j
)α j > 0, ∀ j ≥ 1. (3.26)

The linear frequencies ωα

(
j
)

are different from zero for any
∣∣ j

∣∣≥ 2, in particular ωα

(
j
)
> 0 and increasing for

any j ≥ 2.

Proof. In view of Lemma 3.1, for any j ≥ 1, and the identity Γ(1+ y) = yΓ(y), the second discrete derivative
△2ωα

(
j
)

is equal to

cα
2
(
1− α

2

) Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

)
{

(
j +1

) j∑

k=0

Γ
(
α
2 +k

)

Γ
(
2− α

2 +k
) +

(
j −1

) j−2∑

k=0

Γ
(
α
2 +k

)

Γ
(
2− α

2 +k
) −2 j

j−1∑

k=0

Γ
(
α
2 +k

)

Γ
(
2− α

2 +k
)

−
(

j +1
) Γ

(
α
2 + j +1

)

Γ
(
1− α

2 + j +1
) −

(
j −1

) Γ
(
α
2 + j −1

)

Γ
(
1− α

2 + j −1
) +2 j

Γ
(
α
2 + j

)

Γ
(
1− α

2 + j
)
}

. (3.27)

The first term inside the above bracket is equal to

I =
(

j +1
) Γ

(
α
2 + j

)

Γ
(
2− α

2 + j
) −

(
j −1

) Γ
(
α
2 + j −1

)

Γ
(
2− α

2 + j −1
)

=
Γ

(
α
2 + j −1

)

Γ
(
2− α

2 + j
)
[(

j +1
)(α

2
+ j −1

)
−

(
j −1

)(
1−

α

2
+ j

)]
=

Γ
(
α
2 + j −1

)

Γ
(
2− α

2 + j
) α j .

(3.28)

Writing the terms in the 2nd line of the bracket in (3.27) as

−
(

j +1
) Γ

(
α
2 + j +1

)

Γ
(
1− α

2 + j +1
) = −

Γ
(
α
2 + j −1

)

Γ
(
2− α

2 + j
)

(
j +1

)(
α
2 + j

)(
α
2 + j −1

)
,

−
(

j −1
) Γ

(
α
2 + j −1

)

Γ
(
1− α

2 + j −1
) = −

Γ
(
α
2 + j −1

)

Γ
(
2− α

2 + j
)

(
j −1

)(
−α

2 + j
)(

1− α
2 + j

)
,

2 j
Γ

(
α
2 + j

)

Γ
(
1− α

2 + j
) =

Γ
(
α
2 + j −1

)

Γ
(
2− α

2 + j
) 2 j

(
j 2 −

(
1− α

2

)2
)

,

(3.29)

we conclude by Eqs. (3.27) to (3.29) and since cα = Γ
(
α
2

)

21−αΓ
(
1− α

2

) (cf. (1.5)), that

△2ωα

(
j
)
=

1

21−α (2−α)

Γ (2−α)

Γ2
(
1− α

2

)
Γ

(
α
2 −1+ j

)

Γ
(
2− α

2 + j
) Xα

(
j
)

where

Xα

(
j
)

:=α j −
(

j +1
)(

α
2 + j

)(
α
2 −1+ j

)
−

(
j −1

)(
−α

2 + j
)(

1− α
2 + j

)
+2 j

(
j 2 −

(
1− α

2

)2
)
= (2−α)α j .

This proves (3.26). The positivity of △2ωα

(
j
)

in (3.26) follows because the function Γ is positive on positive
numbers. Finally, the convexity property (3.26) and ωα (0) =ωα (1) = 0 (cf. Remark 3.3) imply that ωα

(
j
)
> 0

and increasing for any j ≥ 2.

The next lemma is crucial for the normal form construction of Section 5.

Lemma 3.5 (Absence of three wave interactions). Let α ∈ (0,2). For any n, j ,k ∈Z\ {0} satisfying k = j +n, it
results ∣∣ωα (k)−ωα

(
j
)
−ωα (n)

∣∣≥ωα (2) > 0. (3.30)
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Proof. Since the map j 7→ωα( j ) is odd and strictly increasing for j ∈ N, it is sufficient to consider the case
k ≥ j ≥ n ≥ 1, k = j +n. Then, using that ωα(0) =ωα (1) = 0, defining Aα(ℓ) :=ωα(ℓ)−ωα(ℓ−1), we write by
a telescoping expansion,

ωα (k)−ωα

(
j
)
−ωα (n)=

j+n∑
q=1

(
ωα

(
q
)
−ωα

(
q −1

))
−

j∑
q=1

(
ωα

(
q
)
−ωα

(
q −1

))
−

n∑
q=1

(
ωα

(
q
)
−ωα

(
q −1

))

=
n∑

q=1

(
Aα

(
q + j

)
− Aα

(
q
))
=

n∑
q=1

j∑

q ′=1

(
Aα

(
q +q ′)− Aα

(
q +q ′−1

))

=
n∑

q=1

j∑

q ′=1
△2ωα

(
q +q ′−1

)
≥△2ωα (1) =ωα (2) > 0

by (3.26) and Lemma 3.4. This proves (3.30).

We finally prove an asymptotic expansion of the frequencies ωα

(
j
)
. We use the notation

∑p2

j=p1
a j ≡ 0 if

p2 < p1. We denote mβ a real Fourier multiplier of order β ∈R, and cκα real constants, which may vary from
line to line.

Lemma 3.6 (Asymptotic behavior of Lα

(∣∣ j
∣∣)). Let

Vα :=





αcα
2−α

Γ (1−α)

Γ
(
1− α

2

)2
α 6= 1,

1

π

{(
γEM −

π2

12
−2

)
+

∞∑

k=1

[
1

1
2 +k

−
1

k

(
1−

1

2k

)]}
α= 1,

(3.31)

where γEM :=
(
limn→+∞

∑n
k=1

1
k

)
− log n is the Euler-Mascheroni constant.

Then the symbol Lα

(∣∣ j
∣∣) in Lemma 3.1 has the following asymptotic expansion: for any K ∈N, K≥ 3,

• If α ∈ (0,1)∪(1,2) there exists real constants cκα, κ ∈ {3, . . . ,K−1} and a Fourier multiplier mα−K of order
α−K such that

Lα

(∣∣ j
∣∣)=Vα+

cα
2
(
1− α

2

) Γ (3−α)

Γ
(
1− α

2

)
Γ

(
α
2

) 1

α−1
︸ ︷︷ ︸

:=c1
α

∣∣ j
∣∣α−1 +

K−1∑
κ=3

cκα
∣∣ j

∣∣α−κ+mα−K
(∣∣ j

∣∣) . (3.32)

• If α= 1 there exists real constants cκ1 , κ ∈ {3, . . . ,K−1} and a Fourier multiplier m1−K of order 1−K such
that

L1
(∣∣ j

∣∣)=V1 +
1

π
log

∣∣ j
∣∣+

K−1∑
κ=3

cκ1
∣∣ j

∣∣1−κ+m1−K
(∣∣ j

∣∣) .

Note that in the expansion (3.32) there is not a term as c2
α| j |α−2 and that 1

α−1

∣∣ j
∣∣α−1

is, for α ∈ (1,2),
positive and tends to infinity, whereas, for α ∈ (0,1), it is negative and tends to zero.

We provide for completeness the expansion also in the cases α = 1 and α ∈ (0,1), although not needed
for the proof of Theorem 1.1.

Lemma 3.6 is a direct consequence of (3.5), (3.3) and (1.5) and the following lemma.

Lemma 3.7. For any K ∈N,K≥ 3, the following holds:

• if α ∈ (0,1)∪ (1,2), there exist real constants cκα, κ ∈ {3, . . . ,K−1} such that

T1
α

(∣∣ j
∣∣)= Γ (1−α)

Γ
(
1− α

2

)2
+

Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

) 1

α−1

∣∣ j
∣∣α−1 +

K−1∑
κ=3

cκα
∣∣ j

∣∣α−κ+mα−K
(∣∣ j

∣∣) . (3.33)

• if α= 1 there exist real constants cκ1 , κ ∈ {3, . . . ,K−1} such that

T1
1

(∣∣ j
∣∣)= 1

π

{
log

∣∣ j
∣∣+

(
γEM −

π2

12

)
+

∞∑

k=1

[
1

1
2 +k

−
1

k

(
1−

1

2k

)]}
+

K−1∑
κ=3

cκ1
∣∣ j

∣∣−κ+m1−K
(∣∣ j

∣∣) ; (3.34)
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• if α ∈ (0,2) there exist real constants cκα, κ ∈ {3, . . . ,K−1} such that

Mα

(∣∣ j
∣∣)= Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

) 1
∣∣ j

∣∣2 −
(
1− α

2

)2

[
∣∣ j

∣∣α−1 +
K−1∑
κ=3

cκα
∣∣ j

∣∣α−κ+mα−K
(∣∣ j

∣∣)
]

. (3.35)

Proof. By the proof of Lemma 3.1 (below (3.23)) we know that

Γ (ξ+a)

Γ (ξ+b)
−ξa−b

N∑
κ=0

Gκ (a,b)

ξκ
=ma−b−(1+N) (ξ) ,

where ma−b−(1+N) (ξ) is a Fourier multiplier in Γ̃
a−b−(1+N)
0 , and therefore, for any K≥ 3,

Γ
(
α
2 +

∣∣ j
∣∣)

Γ
(
1− α

2 +
∣∣ j

∣∣) =
∣∣ j

∣∣α−1 +
K−1∑
κ=2

Gκ

(α
2

,1−
α

2

) ∣∣ j
∣∣α−(1+κ) +mα−K

(∣∣ j
∣∣) , (3.36)

where we exploited that G0(a,b) = 1 and G1
(
α
2 ,1− α

2

)
= 0, by (3.23). By Remark 3.2 and (3.36) we deduce

(3.33) for K = 3. Finally (3.34) for α = 1 follows by the asymptotic estimate of the harmonic numbers∑ j
k=1 k−1 = γEM + log

(
j
)
+ 1

2 j +m−2
(

j
)
.

4 Paralinearization of the Hamiltonian scalar field

The main result of this section is the following.

Theorem 4.1 (Paralinearization of the α-SQG patch equation). Let α ∈ (0,1)∪ (1,2) . Let N ∈ N and ρ ≥ 0.
For any K ∈N0, there exist s0 > 0, ǫ0 > 0 such that, if f ∈ B K

s0,R (I ;ǫ0) solves Eq. (1.11) then

∂t f +∂x ◦OpBW [(
1+ν

(
f ; x

))
Lα (|ξ|)+V

(
f ; x

)
+P

(
f ; x,ξ

)]
f = R

(
f
)

f (4.1)

where

• Lα (|ξ|) is the real valued Fourier multiplier of order max{0,α−1} defined in Lemma 3.1;

• ν
(

f ; x
)

,V
(

f ; x
)

are real valued functions in ΣFR

K ,0,1 [ǫ0, N ] (see Definition 2.7);

• P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ] (see Definition 2.2) satisfying (2.20);

• R
(

f
)

is a real smoothing operator in ΣṘ
−ρ
K ,0,1 [ǫ0, N ] (see Definition 2.17).

Note that, since the symbol
(
1+ν

(
f ; x

))
Lα (|ξ|)+V

(
f ; x

)
is real, the vector field in (4.1) is linearly Hamil-

tonian up to zero order operators.

4.1 Isolating the integral terms

Notation. In this section we use the following auxiliary functions

r = r
(

f ; x
)

:=
√

1+2 f (x) , δz f := f (x)− f (x − z) , ∆z f :=
δz f

2sin (z/2)
, ∀z ∈T\ {0} . (4.2)

We shall denote by P
(

f ; x,ξ
)

a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ] (see Definition 2.2) by R

(
f
)

a smoothing operator

in ΣR
−ρ
K ,0,1 [ǫ0, N ] (see Definition 2.17) and by R

(
f ; z

)
a Kernel-smoothing operator in ΣKR

−ρ,0
K ,0,1 [ǫ0, N ] (see

Definition 2.33), whose explicit expression may vary from line to line.
Note that r

(
f ; x

)
is a function in ΣFR

K ,0,0 [ǫ0, N ] and, according to Definition 2.31,

δz ∈ �KM
1,1

0 . (4.3)
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In view of (1.12) and performing the change of variable y = x − z, the gradient ∇Eα

(
f
)

can be decomposed
as

∇Eα

(
f
)
= ∇E (1)

α

(
f
)
+∇E (2)

α

(
f
)

,

∇E (1)
α

(
f
)

:=
cα

2
(
1− α

2

) –
∫

1+2 f (x − z)−
√

1+2 f (x)
√

1+2 f (x − z) cos z
[
2
(
1+ f (x)+ f (x − z)−

√
1+2 f (x)

√
1+2 f (x − z)cos z

)] α
2

dz ,

∇E (2)
α

(
f
)

:=
cα

2
(
1− α

2

) –
∫

√
1+2 f (x)

1+2 f (x−z) f ′ (x − z)sin z
[
2
(
1+ f (x)+ f (x − z)−

√
1+2 f (x)

√
1+2 f (x − z)cos z

)] α
2

dz .

(4.4)

Then, recalling the notation in (4.2), we write

∇E (1)
α

(
f
)
=

cα
2
(
1− α

2

) –
∫

r 2 −2δz f − r
√

r 2 −2δz f cos z
[

2
(
r 2 −δz f − r

√
r 2 −2δz f cos z

)]α
2

dz =
cα

2
(
1− α

2

) r 2−α –
∫
G1
α,z

(
δz f

r 2

)
dz (4.5)

with

G1
α,z (X) :=

1−2X−
p

1−2Xcos z
[

2
(
1−X−

p
1−2Xcos z

)]α
2

, (4.6)

and

∇E (2)
α

(
f
)
=

cα
2
(
1− α

2

) 1

rα
–
∫
G2
α,z

(
δz f

r 2

)
f ′ (x − z)sin z dz

︸ ︷︷ ︸
=:J ( f )

=
cα

2
(
1− α

2

) 1

rα
J

(
f
)

(4.7)

with

G2
α,z (X) :=

1p
1−2X

[
2
(
1−X−

p
1−2Xcos z

)]α
2

. (4.8)

By (4.4), recalling (2.3) and that ∇E (1)
α (0) is a constant, using (4.5), (4.7), the equation (1.11) can be written

as

∂t f = ∂x
[(
∇E (1)

α

(
f
)
−∇E (1)

α (0)
)
+∇E (2)

α

(
f
)]

=
cα

2
(
1− α

2

) ∂x

[(
r 2−α

∆I
(

f
))
+ –

∫
G1
α,z (0) dz

(
r 2−α−1

)
+

1

rα
J

(
f
)]

(4.9)

where

∆I
(

f
)

:= –
∫
G1
α,z

(
δz f

r 2

)
−G1

α,z (0) dz . (4.10)

By (3.22), (4.6) we get

–
∫
G1

z (0)dz =
1

2
–
∫

[2(1−cos z)]1− α
2 dz =

1

1− α
2

Γ (2−α)

Γ
(
1− α

2

)2
. (4.11)

The terms ∆I
(

f
)

and J
(

f
)

are yet not in a suitable form to be paralinearized, since the nonlinear convolu-
tion kernels need to be desingularized at z = 0.

Lemma 4.2. The term ∆I
(

f
)

in (4.10) can be written as

∆I
(

f
)
=I

(
f
)
+R

(
f
)

f (4.12)

where R
(

f
)

is a real smoothing operator in ΣR
−ρ
K ,0,1 [ǫ0, N ], and

I
(

f
)

:= –
∫

OpBW
[
K1
α,z

(
∆z f

r 2

)]
δz f

r 2 |2sin(z/2)|α
dz (4.13)
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with

K1
α,z (X) :=

(
G1
α,z

)′
(2Xsin(z/2)) |2sin (z/2)|α

=


−

2− cos zp
1−4Xsin(z/2)

[
2
(
1−2Xsin (z/2)−

√
1−4Xsin (z/2) cos z

)]α
2

+α

(
1− cos zp

1−4Xsin(z/2)

)(
1−4Xsin (z/2)−

√
1−4Xsin (z/2)cos z

)

[
2
(
1−2Xsin (z/2)−

√
1−4Xsin (z/2)cos z

)]α
2 +1


 |2sin(z/2)|α .

(4.14)

The term J
(

f
)

in (4.7) can be written as

J
(

f
)
= –

∫
K2
α,z

(
∆z f

r 2

)
f ′ (x − z)

sin z

|2sin(z/2)|α
dz (4.15)

where

K2
α,z (X) :=G2

α,z (X 2sin (z/2)) |2sin (z/2)|α =
1p

1−4Xsin(z/2)
|2sin (z/2)|α

[
2
(
1−2Xsin (z/2)−

√
1−4Xsin (z/2) cos z

)] α
2

. (4.16)

The functions z 7→K
j
α,z

(
∆z f
r 2

)
, j= 1,2, are 2π-periodic.

Proof. Applying Lemma 2.25 to (4.10) we get

∆I
(

f
)
= –

∫
OpBW

[(
G1
α,z

)′
(
δz f

r 2

)]
δz f

r 2
dz + –

∫
R

(
δz f

r 2

)
δz f

r 2
dz (4.17)

where R is a smoothing operator in ΣR
−ρ
K ,0,1 [ǫ0, N ] and, recalling (4.6),

(
G1
α,z

)′
(X)=−

2− cos zp
1−2X

[
2
(
1−X−

p
1−2Xcos z

)]α
2

+α

(
1− cos zp

1−2X

)(
1−2X−

p
1−2Xcos z

)

[
2
(
1−X−

p
1−2Xcos z

)]α
2 +1

. (4.18)

In view of (4.18), (4.14) we have that

K1
α,z (X) =

(
G1
α,z

)′
(2Xsin(z/2)) |2sin(z/2)|α

so that the first term on the right hand side of (4.17) is equal to I
(

f
)

in (4.13). Notice that, since ∆z+2π f =
−∆z f andK1

α,z+2π (−X)=K1
α,z (X) (cf. (4.14)), the map z 7→K1

α,z

(
∆z f
r 2

)
is 2π-periodic. Similarly z 7→K2

α,z

(
∆z f
r 2

)

is 2π-periodic.
We now prove that

–
∫

R

(
δz f

1+2 f

)(
δz f

1+2 f

)
dz = R

(
f
)

f where R
(

f
)
∈ΣR

−ρ
K ,0,1 [ǫ0, N ] . (4.19)

We write

R

(
δz f

1+2 f

)(
δz f

1+2 f

)
= R

(
M

(
f ; z

)
f
)

M
(

f ; z
)

f

where

M
(

f ; z
)
= M1

(
f
)
+M2

(
f ; z

)
, M1

(
f
)

:=
1

1+2 f
, M2

(
f ; z

)
=−

t−z

1+2 f
.

Remark 2.16 shows that M1
(

f
)
∈ ΣM

0,0
K ,0,0 [ǫ0, N ] and Proposition 2.34, Item 2 proves that M2

(
f ; z

)
belongs

to ΣKM
0,0
K ,0,0 [ǫ0, N ]. Thus M

(
f ; z

)
∈ΣKM

0,0
K ,0,0 [ǫ0, N ] and Proposition 2.34, Items 2 and 4 give that

R

(
δz f

1+2 f

)(
δz f

1+2 f

)
= R

(
M

(
f ; z

)
f
)

M
(

f ; z
)

f = R
(

f ; z
)

f

for some Kernel-smoothing operator R
(

f ; z
)

in ΣKR
−ρ,0
K ,0,1 [ǫ0, N ]. Finally Lemma 2.35 implies (4.19).

Plugging (4.12) in (4.9) we obtain

∂t f =
cα

2
(
1− α

2

) ∂x

[
r 2−α (

I
(

f
)
+R

(
f
)

f
)
+ –

∫
G1
α,z (0)dz

(
r 2−α−1

)
+

1

rα
J

(
f
)]

. (4.20)
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4.2 Analysis of the nonlinear convolution kernels

The goal of this section is to represent the nonlinear convolution kernels in (4.13) and (4.15) as Kernel-
functions according to Definition 2.26. In Section 4.4 we shall consider as well the convolution kernel

K3
α,z (X) :=

(
G2
α,z

)′
(X 2sin(z/2)) sin z |2sin(z/2)|α =




1
(1−4Xsin(z/2))3/2

[
2
(
1−2Xsin (z/2)−

√
1−4Xsin (z/2) cos z

)] α
2

+α

(
1− cos zp

1−4Xsin(z/2)

)
1p

1−4Xsin(z/2)
[

2
(
1−2Xsin (z/2)−

√
1−4Xsin (z/2) cos z

)]α
2 +1


 |2sin(z/2)|α sin z . (4.21)

Lemma 4.3. Let Kj
α,z (X), α ∈ (0,2) , j= 1,2,3, be the functions defined in (4.14), (4.16) and (4.21). Then

K
j
α,z

(
∆z f

r 2

)
=K

j
α,z

(
∆z f

1+2 f

)
∈ΣKF0

K ,0,0 [ǫ0, N ] (4.22)

is a Kernel function, which admits the expansion

K
j
α,z

(
∆z f

r 2

)
=K

j,0
α

(
f ; x

)
+K

j,1
α

(
f ; x

)
sin z +K

j,2
α

(
f ; x

)
(2sin (z/2))2 +̺

j,3
α

(
f ; x, z

)
, (4.23)

where

K
j,l
α

(
f ; x

)
∈ΣF

R

K ,0,p(j,l) [ǫ0, N ] , ̺
j,3
α

(
f ; x, z

)
∈ΣKF

3
K ,0,q(j) [ǫ0, N ] q

(
j
)

:=
{

1 if j= 1,2,

0 if j= 3,
(4.24)

with p
(
j, l

)
∈ {0,1} and constant functions




K1,0
α (0; x) K2,0

α (0; x) K3,0
α (0; x)

K1,1
α (0; x) K2,1

α (0; x) K3,1
α (0; x)

K1,2
α (0; x) K2,2

α (0; x) K3,2
α (0; x)


=




−1 1 0
0 0 1+ α

2
−1

2

(
1− α

2

)
0 0


 . (4.25)

Proof. The statement (4.22) follows by (4.23)-(4.24) that we now prove. We first claim that for any R > 0,
there exists εR > 0 such that the functions

J
j
α,w

(
x,y

)
:=K

j
α,z

( y

1+2x

)
, w := 2sin(z/2) , (4.26)

where K
j
α,z (·), j= 1,2,3 are defined in (4.14), (4.16) and (4.21), are analytic in (x,y, w ) in the domain

|x| ≤ εR , |y| ≤ εR , |w | ≤ R , (4.27)

and there exists CR > 0 such that
∣∣∣Jjα,w

(
x,y

)∣∣∣ ≤ CR in this domain. Let us prove the analiticity of J1α,w

(
x,y

)
.

Substituting X= y

1+2x , w = 2sin(z/2) and cos(z) = 1− w 2

2 in (4.14) we have

J1α,w

(
x,y

)
=−

2− 1− w2

2p
1−2Xw

[
2
(
1−Xw −

p
1−2Xw +

p
1−2Xw w 2

2

)] α
2

|w |α (4.28a)

+α
1

p
1−2Xw

(p
1−2Xw −1+ w 2

2

)(
1−2Xw −

p
1−2Xw +

p
1−2Xw w 2

2

)

[
2
(
1−Xw −

p
1−2Xw +

p
1−2Xw w 2

2

)] α+2
2

|w |α . (4.28b)

Since the function 1−Xw −
p

1−2Xw = (Xw )2 +O (Xw )3 is analytic in Xw small, the function in (4.28a) is
analytic in the domain (4.27) for εR small enough. Furthermore, noting that the functions

p
1−2Xw −1 =
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−Xw +O(Xw )2 and 1− 2Xw −
p

1−2Xw = −Xw +O(Xw )2 are analytic in Xw small, we deduce that also
(4.28b) is analytic in (x,y, w ) in the domain (4.27). The analiticity of J2α,w

(
x,y

)
and J3α,w

(
x,y

)
follow similarly.

Then by Cauchy integral formula,

J
j
α,w

(
x,y

)
=

∞∑
p1 ,p2=0

1

p1!p2!
∂

p2
x ∂

p1
y J

j
α,w (0,0)

︸ ︷︷ ︸
=:kjα;p1,p2 (z)

xp2yp1 where
∣∣∣∂p2

x ∂
p1
y J

j
α,w (0,0)

∣∣∣≤ p1!p2!CRε
−p1−p2

R . (4.29)

In view of (4.26) we have Jjα,w (x,0) :=K
j
α,z (0) for any x, and therefore

k
j
α;0,0 (z) =K

j
α,z (0) , k

j
α;0,p2

(z) ≡ 0, ∀p2 ≥ 1, (4.30)

and, by (4.14), (4.16), (4.21), one computes that

K1
α,z (0) =−

1

2

(
1−

α

2

)(
2sin

( z

2

))2
−1, K2

α,z (0) = 1, K3
α,z (0) =

(
1+

α

2

)
sin (z) . (4.31)

Choosing above R = 4 and ε > 0 such that |sin (z/2)| ≤ 2 for |Imz| ≤ ε, we deduce that each k
j
α;p1 ,p2

(z) :=
1

p1 !p2 !∂
p2
x ∂

p1
y J

j
α,w (0,0), j= 1,2,3, satisfies

∣∣∣∂l
zk

j
α;p1 ,p2

(z)
∣∣∣≤ l !ε−lCRε

−p1−p2

R , ∀z ∈R , l ≥ 0, p1, p2 ≥ 0. (4.32)

Now, in view of (4.26), (4.29) and (4.30) we expand

K
j
α,z

(
∆z f

1+2 f

)
= J

j
α,w

(
f ,∆z f

)
=K

j
α,z (0)+

∑
p≥1

∑
p1≥1

p1+p2=p

k
j
α;p1 ,p2

(z) f p2
(
∆z f

)p1

︸ ︷︷ ︸
=:K̃

j,p
α ( f ;x,z)

=K
j
α,z (0)+

N∑
p=1

K̃
j,p
α

(
f ; x, z

)
+

∑

p>N
K̃
j,p
α

(
f ; x, z

)

︸ ︷︷ ︸
=:K̃j,>N

α ( f ;x,z)

.

(4.33)

We claim that for any p ∈N and ℓ= 0, . . . ,7,

∂ℓz K̃
j,p
α

(
f ; x, z

)
∈�KF0

p (4.34)

∂ℓz K̃
j,>N
α

(
f ; x, z

)
∈ KF

0
K ,0,N+1 [ǫ0] . (4.35)

Step 1 (Proof of (4.34)). We expand in Fourier

∂l
zK̃

j,p
α

(
f ; x, z

)
=

∑

~p∈(Z\{0})p

∂l
zK̂

j,p
~p

(z) f j1 · · · f jp e i( j1+···+ jp)x (4.36)

where, in view of (4.33) and (4.2),

K̂
j,p
~p

(z) :=
∑

p1≥1
p1+p2=p

k
j
α;p1 ,p2

(z)
p1∏

q=1
△ jq (z) , △ jq (z) :=

1−e−i jq z

2sin (z/2)
.

For any l ∈N0 we have

∂l
zK̂

j,p
~p

(z) =
∑

l2+l1,1+···+l1,p1=l

∑
p1≥1

p1+p2=p

∂
l2
z k

j
α;p1 ,p2

(z)
p1∏

q=1
∂

l1,q
z △ jq (z) . (4.37)

For any j ∈Z\ {0}, we may write △ j (z)= 1−e−i j z

2 sin(z/2) = i
∑| j |−1

j ′=0 e−isgn( j )
(

j ′+sgn( j ) 1
2

)
z and then, for any l ∈N0

∣∣∣∂l
z△ j (z)

∣∣∣.
| j |∑

j ′=1

(
j ′

)l
.l

∣∣ j
∣∣l+1 , ∀z ∈R . (4.38)
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By (4.32), (4.38), we estimate (4.37) as (the constant ε4 is the one in (4.32) for R = 4)

∣∣∣∂l
zK̂

j,p
~p

(z)
∣∣∣≤

∑

l2+l1,1+···+l1,p1=l

∑
p1≥1

p1+p2=p

Cl ε
−p1−p2

4

p1∏
q=1

∣∣ jq
∣∣l1,q+1

.l p2
(

l

ε4

)p ∣∣~p
∣∣l

p1∏
q=1

∣∣ jq
∣∣ ≤C

p
l

∣∣~p
∣∣l

p∏
q=1

∣∣ jq
∣∣ (4.39)

for some constant Cl > 0, for any z ∈T. The bound (4.39) implies, recalling Definition 2.26, the claim (4.34).

Step 2 (Proof of (4.35)). Recalling (4.33) and (4.36), we have, for any 0 ≤ k ≤K , l ,γ∈N0,

∣∣∣∂k
t ∂

γ
x∂

l
zK̃

j,>N
α

(
f ; x, z

)∣∣∣≤
∑

p>N

∑

~p∈(Z\{0})p

∣∣~p
∣∣γ

∣∣∣∂l
zK̂

j,p
~p

(z)
∣∣∣
∣∣∣∂k

t

(
f j1 · · · f jp

)∣∣∣

≤
∑

p>N

∑

~p∈(Z\{0})p

∑

k1+...+kp=k

∣∣~p
∣∣γ

∣∣∣∂l
zK̂

j,p
~p

(z)
∣∣∣

p∏
q=1

∣∣∣∂kq

t f jq

∣∣∣

≤
∑

p>N

∑

~p∈(Z\{0})p

∑

k1+...+kp=k

C p
l

∣∣~p
∣∣γ+l

p∏
q=1

∣∣ jq
∣∣
∣∣∣∂kq

t f jq

∣∣∣

using (4.39). Then, assuming with no loss of generality that
∣∣~p

∣∣= max{
∣∣ j1

∣∣ , . . . ,
∣∣ jp

∣∣} =
∣∣ j1

∣∣ we have

∣∣∣∂k
t ∂

γ
x∂

l
zK̃

j,>N
α

(
f ; x, z

)∣∣∣≤
∑

p>N

∑

~p∈(Z\{0})p

∑

k1+...+kp=k

C p
l

(
p∏

q=2

∣∣ jq
∣∣−2

∥∥∥∂kq

t f
∥∥∥

3

)
∣∣ j1

∣∣−2
∥∥∥∂k1

t f
∥∥∥

3+γ+l
,

≤
∑

p>N
C p

l

k∑

k1,...,kp=0

(
p∏

q=2

∥∥∥∂kq

t f
∥∥∥

3

)∥∥∥∂k1
t f

∥∥∥
3+γ+l

≤
∑

p>N
(Cl k)p

∥∥ f
∥∥p−1

k ,3+αk

∥∥ f
∥∥

k ,3+γ+l+αk

recalling (2.5). Summing in p and setting s0 := 11+αk , we get, for any l ≤ 8, for any 0 ≤ γ≤ s − s0,

∣∣∣∂k
t ∂

γ
x∂

l
zK̃

j,>N
α

(
f ; x, z

)∣∣∣≤C N+1
k

∥∥ f
∥∥N

k ,s0

∥∥ f
∥∥

k ,s , ∀x, z ∈T ,

which, recalling Definition 2.26, proves the claim in (4.35).

Equations (4.34) and (4.35) thus prove (4.22).

[Proof of (4.23)-(4.25)] In view of (4.33), in order to expand K
j
α,z

(
∆z f
r 2

)
as in (4.23), we perform a Taylor ex-

pansion in z of the functions Kj
α,z (0) and K̃

j,p
α

(
f ; x, z

)
, for any p ≥ 1. By (4.31) we have

K
j
α,z (0) =K

j,0
α (0; x)+K

j,1
α (0; x) sin z +K

j,2
α (0; x)(2sin(z/2))2 +̺

j,3
α (0; x, z) (4.40)

with K
j,l
α (0; x), j= 1,2,3, l = 0,1,2, are the constants computed in (4.25) and

̺1,3
α (0; x, z) = ̺2,3

α (0; x, z) = 0 and ̺
j,3
α (0; x, z) ∈�KF

3
0 (4.41)

is x-independent. Then, for any p ≥ 1, we expand

K̃
j,p
α

(
f ; x, z

)
=

2∑

l=0

K̃
j,p,l
α

(
f ; x

)
z l +R

j,p,3
α

(
f ; x, z

)

= K̃
j,p,0
α

(
f ; x

)
+ K̃

j,p,1
α

(
f ; x

)
sin z + K̃

j,p,2
α

(
f ; x

)
(2sin(z/2))2 +̺

j,p,3
α

(
f ; x, z

)
,

(4.42)

where, for l = 0,1,2,

K̃
j,p,l
α

(
f ; x

)
:=

1

l !
∂l

zK̃
j,p
α

(
f ; x, z

)∣∣∣
z=0

(4.43)
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and
̺
j,p,3
α

(
f ; x, z

)
:= R

j,p,3
α

(
f ; x, z

)
+ R̃

j,p,3
α

(
f ; x, z

)

R
j,p,3
α

(
f ; x, z

)
:=

1

2!

∫1

0
(1−ϑ)2∂3

zK̃
j,p
α

(
f ; x,ϑz

)
dϑ z3

R̃
j,p,3
α

(
f ; x, z

)
:= K̃

j,p,1
α

(
f ; x

)
(z −sin z)+ K̃

j,p,2
α

(
f ; x

)(
z2 − (2sin (z/2))2) .

(4.44)

Notice that z 7→ ̺
j,p,3
α

(
f ; x, z

)
is 2π-periodic thanks to (4.42). In view of (4.40) and (4.42), we obtain the

expansion (4.23) with, for any j= 1,2,3,

K
j,l
α

(
f ; x

)
:= K

j,l
α (0; x)+

N∑
p=1

K̃
j,p,l
α

(
f ; x

)
+ K̃

j,>N ,l
α

(
f ; x

)
, l = 0,1,2,

̺
j,3
α

(
f ; x, z

)
:= ̺

j,3
α (0; x, z)+

N∑
p=1

̺
j,p,3
α

(
f ; x, z

)
+̺

j,>N ,3
α

(
f ; x, z

)
,

(4.45)

and
K̃
j,>N ,l
α

(
f ; x

)
:=

∑

p>N
K̃
j,p,l
α

(
f ; x

)
, ̺

j,>N ,3
α

(
f ; x, z

)
:=

∑

p>N
̺
j,p,3
α

(
f ; x, z

)
. (4.46)

Let us prove (4.24). We deduce that each K̃
j,p,l
α

(
f ; x

)
= 1

l !∂
l
zK̃

j,p,l
α

(
f ; x,0

)
, p ≥ 1, is a homogenous function

in F̃R
p by (4.34) and Remark 2.27. Analogously the non-homogenous term K̃

j,>N ,l
α

(
f ; x

)
is in FR

K ,0,N+1 [ǫ0]

by (4.35). Next, by (4.34) an integration in z give that ̺j,p,3
α

(
f ; x, z

)
, p ≥ 1, defined in (4.44) is a homoge-

nous Kernel-function in �KF3
p and, by (4.35), the non-homogenous term ̺

j,>N ,3
α

(
f ; x, z

)
in (4.46) is a Kernel

function in KF3
K ,0,N+1 [ǫ0].

Finally the zero-homogenous functions Kj,l
α (0; x) are the constants in (4.25) (cf. (4.40)) and the Kernel

functions ̺j,3α (0; x, z) are in (4.41).

4.3 Paralinearization of the quasilinear integral term I
(

f
)

In this section we paralinearize I
(

f
)
.

Lemma 4.4. The term I
(

f
)

defined in (4.13) can be written as

I
(

f
)
= OpBW [

−
(
1+νI

(
f ; x

))
LI (|ξ|)+ iSI ,α−2

(
f ; x,ξ

)
+V [I]

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f (4.47)

where

• νI
(

f ; x
)

is the real function

νI
(

f ; x
)

:= −
(
r−2K1,0

α

(
f ; x

)
+1

)
∈ΣFR

K ,0,1 [ǫ0, N ] ; (4.48)

• LI (|ξ|) := T1
α (|ξ|) + Γ(2−α)

Γ
(
1− α

2

)2 +
(
1− α

2

)2
Mα (|ξ|) is a real Fourier multiplier in Γ̃

max{0,α−1}
0 (the Fourier

multipliers T1
α (|ξ|) and Mα (|ξ|) are defined in Lemma 3.1);

• SI ,α−2
(

f ; x,ξ
)

:= −1
2

(
νI

(
f ; x

))
x ∂ξLI (|ξ|)+ r−2K1,1

α

(
f ; x

)
Mα (|ξ|)ξ is a real symbol in ΣΓ

α−2
K ,0,1 [ǫ0, N ];

• V [I]
(

f ; x
)

is a function in ΣFR

K ,0,1 [ǫ0, N ];

• P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ] satisfying (2.20);

• R
(

f
)

is a real smoothing operator in ΣR
−ρ
K ,0,1 [ǫ0, N ].

The rest of this section is devoted to prove Lemma 4.4.
By Lemma 2.22 we have

δz f

r 2
= OpBW [

r−2]δz f +OpBW [
δz f

](
r−2 −1

)
+R1

(
r−2 −1

)
δz f +R2

(
δz f

)(
r−2 −1

)
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with smoothing operators R1,R2 in R̃
−ρ
1 for any ρ ≥ 0. Hence, recalling the definition of I

(
f
)

in (4.13), we
write

I
(

f
)
=

4∑

j=1
Ij

(
f
)

,

I1
(

f
)

:= –
∫

OpBW
[
K1
α,z

(
∆z f

r 2

)]
OpBW [

r−2] δz f

|2sin (z/2)|α
dz ,

I2
(

f
)

:= –
∫

OpBW
[
K1
α,z

(
∆z f

r 2

)]
OpBW [

δz f
] 1

|2sin (z/2)|α
dz

(
r−2 −1

)
,

I3
(

f
)

:= –
∫

OpBW
[
K1
α,z

(
∆z f

r 2

)]
R1

(
r−2 −1

) δz f

|2sin(z/2)|α
dz ,

I4
(

f
)

:= –
∫

OpBW
[
K1
α,z

(
∆z f

r 2

)]
R2

(
δz f

|2sin (z/2)|α

)
dz

(
r−2 −1

)
.

(4.49)

Step 1 (Paralinearization of I1 in (4.49)). By (4.23) and isolating by (4.25) the zero-order components in f ,
we write

OpBW
[
K1
α,z

(
∆z f

r 2

)]
OpBW [

r−2]=

OpBW [
K1,0
α

(
f ; x

)
+K1,1

α

(
f ; x

)
sin z +K1,2

α

(
f ; x

)
(2sin (z/2))2 +̺1,3

α

(
f ; x, z

)]
OpBW [

r−2]

=−1−
1

2

(
1−

α

2

)
(2sin(z/2))2

+ OpBW
[(
K1,0
α

(
f ; x

)
+1

)
+K1,1

α

(
f ; x

)
sin z +

(
K1,2
α

(
f ; x

)
+

1

2

(
1−

α

2

))
(2sin (z/2))2 +̺1,3

α

(
f ; x, z

)]

+ OpBW [
K1,0
α

(
f ; x

)
+K1,1

α

(
f ; x

)
sin z +K1,2

α

(
f ; x

)
(2sin (z/2))2 +̺1,3

α

(
f ; x, z

)]
OpBW [

r−2 −1
]

(4.50)

where ̺1,3
α

(
f ; x, z

)
is a Kernel function in ΣKF3

K ,0,1 [ǫ0, N ] by (4.24). We now expand the last line (4.50). By

Proposition 2.21 there exists a smoothing operator R
(

f
)

in ΣR
−ρ
K ,0,1 [ǫ0, N ] such that

OpBW [
K1,0
α

(
f ; x

)
+K1,1

α

(
f ; x

)
sin z +K1,2

α

(
f ; x

)
(2sin (z/2))2]OpBW [

r−2 −1
]

= OpBW [(
r−2 −1

)(
K1,0
α

(
f ; x

)
+K1,1

α

(
f ; x

)
sin z +K1,2

α

(
f ; x

)
(2sin (z/2))2)]

+R
(

f
)
+

(
sin(z)+ (2sin (z/2))2)R

(
f
)

︸ ︷︷ ︸
:=R(1)( f ;z)∈ΣKR

−ρ,1
K ,0,1[ǫ0,N ]

. (4.51)

Moreover due to Proposition 2.34, Item 1, there exists a Kernel-smoothing operator R1
(

f ; z
)

inΣKR
−ρ,3
K ,0,1 [ǫ0, N ]

such that

OpBW [
̺1,3
α

(
f ; x, z

)]
OpBW [

r−2 −1
]
= OpBW [(

r−2 −1
)
̺1,3
α

(
f ; x, z

)]
+R1

(
f ; z

)
. (4.52)

Plugging (4.51) and (4.52) in (4.50) we get

OpBW
[
K1
α,z

(
∆z f

r 2

)]
OpBW [

r−2]=−1−
1

2

(
1−

α

2

)
(2sin(z/2))2

+ OpBW
[(

r−2K1,0
α

(
f ; x

)
+1

)
+ r−2K1,1

α

(
f ; x

)
sin z +

(
r−2K1,2

α

(
f ; x

)
+

1

2

(
1−

α

2

))
(2sin (z/2))2

]

+ OpBW [
r−2̺1,3

α

(
f ; x, z

)]
+R

(
f
)
+R(1)

(
f ; z

)
(4.53)

where R(1)
(

f ; z
)

is a Kernel smoothing operator in Σ KR
−ρ,1
K ,0,1 [ǫ0, N ]. Inserting the decomposition (4.53) in

the expression of I1
(

f
)

in (4.49) we obtain that

I1
(

f
)
=− –

∫
δz f

|2sin (z/2)|α
dz −

1

2

(
1−

α

2

)
–
∫

δz f

|2sin(z/2)|α−2
dz +

5∑

j=1
I1,j

(
f
)

(4.54)
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where

I1,1
(

f
)

:= OpBW [
r−2K1,0

α

(
f ; x

)
+1

]
–
∫

δz f

|2sin (z/2)|α
dz ,

I1,2
(

f
)

:= OpBW [
r−2K1,1

α

(
f ; x

)]
–
∫

sin z

|2sin (z/2)|α
δz f dz ,

I1,3
(

f
)

:= OpBW
[(

r−2K1,2
α

(
f ; x

)
+

1

2

(
1−

α

2

))]
–
∫

δz f

|2sin (z/2)|α−2
dz ,

I1,4
(

f
)

:= –
∫

OpBW [
r−2̺1,3

α

(
f ; x, z

)] δz f

|2sin (z/2)|α−2
dz ,

I1,5
(

f
)

:= –
∫(

R
(

f
)
+R(1)

(
f ; z

)) δz f

|2sin (z/2)|α
dz .

(4.55)

By recalling (4.2) and (3.9) we have

–
∫

δz f

|2sin(z/2)|α
dz =OpBW [

T1
α (|ξ|)

]
f . (4.56)

Next, by Eqs. (3.21) and (3.22) we deduce that

1

2

(
1−

α

2

)
–
∫

δz f

|2sin(z/2)|α−2
dz =

Γ (2−α)

Γ
(
1− α

2

)2
f (x)+

(
1−

α

2

)2
Mα (|D|) f . (4.57)

By (4.56), using also Proposition 2.21 and (2.28), and that T1
α (|ξ|) is a symbol of order α−1, we have

I1,1
(

f
)
= OpBW [

r−2K1,0
α

(
f ; x

)
+1

]
OpBW [

T1
α (|ξ|)

]
f (4.58)

= OpBW
[(

r−2K1,0
α

(
f ; x

)
+1

)
T1
α (|ξ|)+

i

2
∂x

(
r−2K1,0

α

(
f ; x

)
+1

)
∂ξT

1
α (|ξ|)+P

(
f ; x,ξ

)]
f +R

(
f
)

f

where P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ].

In order to compute I1,2
(

f
)

in (4.55) we need the following lemma.

Lemma 4.5. We have

–
∫

sin z

|2sin (z/2)|α
δzφ dz = i Mα (|D|)D φ, (4.59)

where Mα (|ξ|) is defined in (3.6).

Proof. By oddness –
∫ sin z

|2 sin(z/2)|α dz = 0 and thus, integrating by parts,

–
∫

sin z

|2sin (z/2)|α
δzφ dz =− –

∫
sin z

[2(1−cos z)]α/2
φ (x − z) dz =− –

∫
∂z

(
[2(1−cos z)]1− α

2

2
(
1− α

2

)
)
φ (x − z) dz

=−
1

2
(
1− α

2

) –
∫

φ′ (x − z)

[2(1−cos z)]
α
2 −1

dz = i Mα (|D|)D φ

using (3.20). This proves (4.59).

Lemma 4.5 and Proposition 2.21 and since Mα (|ξ|) is a symbol of order α−3 gives that

I1,2
(

f
)
=OpBW [

i r−2K1,1
α

(
f ; x

)
Mα (|ξ|)ξ+P

(
f ; x,ξ

)]
f +R

(
f
)

f (4.60)

where P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ] satisfying (2.20).

Let us now compute I1,3
(

f
)

in (4.55). Applying Proposition 2.36 we deduce that

I1,3
(

f
)
= OpBW [

V
[
I1,3

](
f ; x

)
+P

(
f ; x,ξ

)]
f (4.61)

where

V
[
I1,3

](
f ; x

)
:=

(
r−2K1,2

α

(
f ; x

)
+

1

2

(
1−

α

2

))
–
∫

1

|2sin (z/2)|α−2
dz (4.62)

is a function in ΣFR

K ,0,1 [ǫ0, N ] and P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ], being α ∈ (0,2).
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Similarly, applying Proposition 2.36,

I1,4
(

f
)
= OpBW [

V
[
I1,4

](
f ; x

)
+P

(
f ; x,ξ

)]
f (4.63)

where

V
[
I1,4

](
f ; x

)
:= –

∫
r−2̺1,3

α

(
f ; x, z

)

|2sin(z/2)|α−2
dz (4.64)

is a function in ΣFR

K ,0,1 [ǫ0, N ] by Remark 2.30, and P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ].

Finally, the last term in (4.55) is, applying Lemma 2.35 since
R(1)( f ;z)

|2 sin(z/2)|α ∈ΣKR
−ρ,1−α
K ,0,1 [ǫ0, N ],

I1,5
(

f
)
= R

(
f
)

OpBW [
T1
α (|ξ|)

]
f + R̃

(
f
)

f , R
(

f
)

, R̃
(

f
)
∈ΣR

−ρ
K ,0,1 [ǫ0, N ] . (4.65)

We thus plug (4.56), (4.57) (4.58), (4.60), (4.61), (4.63), (4.65), in Equation (4.54) and obtain

I1
(

f
)
=−T1

α (|D|) f −
Γ (2−α)

Γ
(
1− α

2

)2
f −

(
1−

α

2

)2
Mα (|D|) f

+OpBW
[(

r−2K1,0
α

(
f ; x

)
+1

)
T1
α (|ξ|)+

i

2
∂x

(
r−2K1,0

α

(
f ; x

)
+1

)
∂ξT

1
α (|ξ|)+ i r−2K1,1

α

(
f ; x

)
Mα (|ξ|)ξ

]
f

+OpBW [
V [I1]

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f (4.66)

where V [I1]
(

f ; x
)

is the function (cf. Eqs. (4.62) and (4.64))

V [I1]
(

f ; x
)

:=V
[
I1,3

](
f ; x

)
+V

[
I1,4

](
f ; x

)
∈ΣFR

K ,0,1 [ǫ0, N ] . (4.67)

Step 2 (Paralinearization of I2 in (4.49)). Since K1
α,z

(
∆z f
r 2

)
∈ΣKF0

K ,0,0 [ǫ0, N ] (cf. Lemma 4.3) and δz f ∈�KF1
1

we apply Proposition 2.34, Item 1 and obtain that, for some R2
(

f ; z
)
∈Σ KR

−ρ,1−α
K ,0,1 [ǫ0, N ]

–
∫

OpBW
[
K1
α,z

(
∆z f

r 2

)]
OpBW [

δz f
] dz

|2sin (z/2)|α
= –

∫
OpBW

[
K1
α,z

(
∆z f

r 2

)
δz f

]
dz

|2sin(z/2)|α
dz + –

∫
R2

(
f ; z

)
dz

=OpBW [
Ṽ [I2]

]
+R

(
f
)

where R
(

f
)

is a smoothing operator in ΣR
−ρ
K ,0,1 [ǫ0, N ] (by Lemma 2.35) and

Ṽ [I2]
(

f ; x
)

:= –
∫
K1
α,z

(
∆z f

r 2

)
δz f

1

|2sin (z/2)|α
dz

is a function in ΣFR

K ,0,1 [ǫ0, N ], by Remark 2.30 and since sinceK1
α,z

(
∆z f
r 2

)
δz f 1

|2 sin(z/2)|α is in ΣKF1−α
K ,0,1 [ǫ0, N ].

Finally, using the identity (cf. Lemma 2.25)

rβ−1 =OpBW
[
βrβ−2

]
f +R

(
f
)

f , ∀β ∈R , (4.68)

we write the term I2
(

f
)

in (4.49) as, using Propositions 2.21 and 2.23,

I2
(

f
)
=

(
OpBW [

Ṽ [I2]
(

f ; x
)]
+R

(
f
))(

OpBW [
−2r−4] f +R

(
f
)

f
)

= OpBW [
V [I2]

(
f ; x

)]
f +R

(
f
)

f (4.69)

where
V [I2]

(
f ; x

)
:=−2r−4Ṽ [I2]

(
f ; x

)
∈ΣFR

K ,0,1 [ǫ0, N ] . (4.70)

Step 3 (Paralinearization of I3 in (4.49)). We first note that, in view of (4.68), the fact that OpBW
[
βrβ−2

]
and

R
(

f
)

are 0-operators, and Proposition 2.23-(ii), we deduce that

R1
(
r−2 −1

)
= R̆

(
f
)
∈ΣR

−ρ
K ,0,1 [ǫ0, N ]

is a smoothing operator, that we may also regard as a Kernel-smoothing operator in ΣKR
−ρ,0
K ,0,1 [ǫ0, N ]. Fur-

thermore by (4.3) δz
|2 sin(z/2)|α is in �KM

1,1−α
0 and K

j
α,z

(
∆z f
r 2

)
is a Kernel function in ΣKF0

K ,0,0 [ǫ0, N ] by (4.22).

Therefore by Proposition 2.34 Items 2 and 3 and Lemma 2.35 we obtain that

I3
(

f
)
= –

∫
R

(
f ; z

)
f dz = R

(
f
)

f (4.71)

where R
(

f
)

is a smoothing operator in ΣR
−ρ
K ,0,p [ǫ0, N ].
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Step 4 (Paralinearization of I4 in (4.49)). Reasoning as in the previous step there is a smoothing operator
R̆

(
f
)

in ΣR
−ρ
K ,0,p [ǫ0, N ] such that

I4
(

f
)
= R̆

(
f
)(

r−2 −1
)
=R

(
f
)

f (4.72)

(use (4.68)) where R
(

f
)

is a smoothing operator in ΣR
−ρ
K ,0,p [ǫ0, N ].

Step 5 (Conclusion). Inserting Eqs. (4.66), (4.69), (4.71) and (4.72) in Eq. (4.49), recalling the definition of
LI (|ξ|) in Lemma 4.4, and that νI

(
f ; x

)
:=−

(
r−2K1,0

α

(
f ; x

)
+1

)
(cf. Eq. (4.48)) we obtain

I
(

f
)
=−LI(|ξ|) f +OpBW

[
−νI

(
f ; x

)
T1
α (|ξ|)−

i

2

(
νI

(
f ; x

))
x ∂ξT

1
α (|ξ|)+ i r−2K1,1

α

(
f ; x

)
Mα (|ξ|)ξ

]
f

+OpBW [
V [I1]

(
f ; x

)
+V [I2]

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f . (4.73)

Finally, substitutingT1
α (|ξ|) = LI (|ξ|)− Γ(2−α)

Γ(1− α
2 )2 −(1−α

2 )2Mα(|ξ|), we deduce that (4.73) is the paralinearization

(4.47) with (cf. Eqs. (4.67) and (4.70))

V [I]
(

f ; x
)

:=V [I1]
(

f ; x
)
+V [I2]

(
f ; x

)
+νI

(
f ; x

) Γ(2−α)

Γ(1− α
2 )2

∈ΣFR

K ,0,1 [ǫ0, N ] (4.74)

and another symbol P
(

f ; x,ξ
)

in ΣΓ
−1
K ,0,1 [ǫ0, N ] satisfying (2.20).

4.4 Paralinearization of the quasilinear integral term J
(

f
)

In this section we paralinearize J
(

f
)
.

Lemma 4.6. The term J
(

f
)

defined in (4.15) can be written as

J
(

f
)
= OpBW [

−
(
1+νJ

(
f ; x

))
LJ (|ξ|)+ i SJ ,α−2

(
f ; x,ξ

)
+V [J ]

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f (4.75)

where

• νJ
(

f ; x
)

is the real function

νJ
(

f ; x
)

:=
(
K2,0
α

(
f ; x

)
−1

)
+

1

α−1

f ′(x)

r 2
K3,0
α

(
f ; x

)
∈ΣFR

K ,0,1 [ǫ0, N ] ; (4.76)

• LJ (|ξ|) := −|ξ|2 Mα (|ξ|) is a real Fourier multiplier in Γ̃
α−1
0 (the Fourier multiplier Mα (|ξ|) is defined

in Lemma 3.1);

• SJ ,α−2
(

f ; x,ξ
)

:=−∂x
2

(
νJ

(
f ; x

))
∂ξLJ (|ξ|)+

(
(α−2)K2,1

α

(
f ; x

)
+ 1

r 2

(
f ′K3,1

α

(
f ; x

)
− f ′′K3,0

α

(
f ; x

)))
Mα (|ξ|)ξ

is a real symbol in ΣΓ
α−2
K ,0,1 [ǫ0, N ];

• V [J ]
(

f ; x
)

is a real function in ΣFR

K ,0,1 [ǫ0, N ];

• P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ] satisfying (2.20);

• R
(

f
)

is a real smoothing operator in ΣR
−ρ
K ,0,1 [ǫ0, N ].

The rest of this section is devoted to the proof of Lemma 4.6.
By Lemma 2.22 we obtain that

K2
α,z

(
∆z f

r 2

)
f ′ (x − z) = OpBW

[
K2
α,z

(
∆z f

r 2

)]
f ′ (x − z)+OpBW [

f ′ (x − z)
] (

K2
α,z

(
∆z f

r 2

)
−K2

α,z (0)

)

+R1

(
K2
α,z

(
∆z f

r 2

)
−K2

α,z (0)

)
f ′ (x − z)+R2

(
f ′ (x − z)

)(
K2
α,z

(
∆z f

r 2

)
−K2

α,z (0)

)
(4.77)
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where R1,R2 are smoothing operators in R̃
−ρ
1 . Hence, recalling the definition of J

(
f
)

in (4.15), we have

J
(

f
)

:=
4∑

j=1
Jj

(
f
)

,

J1
(

f
)

:= –
∫

OpBW
[
K2
α,z

(
∆z f

r 2

)]
f ′ (x − z)

sin z

|2sin (z/2)|α
dz ,

J2
(

f
)

:= –
∫

OpBW [
f ′ (x − z)

] (
K2
α,z

(
∆z f

r 2

)
−K2

α,z (0)

)
sin z

|2sin (z/2)|α
dz ,

J3
(

f
)

:= –
∫

R1

(
K2
α,z

(
∆z f

r 2

)
−K2

α,z (0)

)
f ′ (x − z)

sin z

|2sin (z/2)|α
dz ,

J4
(

f
)

:= –
∫

R2
(

f ′ (x − z)
)(
K2
α,z

(
∆z f

r 2

)
−K2

α,z (0)

)
sin z

|2sin (z/2)|α
dz .

(4.78)

Step 1 (Paralinearization of J1 in (4.78)). By (4.23) and (4.25) we obtain that

J1
(

f
)

:= –
∫

f ′ (x − z)
sin z

|2sin (z/2)|α
dz +

3∑

j=1
J1,j

(
f
)

,

J1,1
(

f
)

:= OpBW [
K2,0
α

(
f ; x

)
−1

]
–
∫

f ′ (x − z)
sin z

|2sin (z/2)|α
dz ,

J1,2
(

f
)

:= OpBW [
K2,1
α

(
f ; x

)]
–
∫

f ′ (x − z)
sin2 z

|2sin (z/2)|α
dz ,

J1,3
(

f
)

:= –
∫

OpBW [
̺[3−α]
α

(
f ; x, z

)]
f ′ (x − z) dz ,

(4.79)

where, by (4.24), (4.25) and Remark 2.29,

̺[3−α]
α

(
f ; x, z

)
:=

(
K2,2
α

(
f ; x

)
(2sin (z/2))2 +̺2,3

α

(
f ; x, z

)) sin z

|2sin(z/2)|α
∈Σ KF

3−α
K ,0,1 [ǫ0, N ] . (4.80)

Now, by (3.18), the first term in (4.79) is

–
∫

f ′ (x − z)
sin z

|2sin (z/2)|α
dz = |D|2 Mα (|D|) f (4.81)

and, using Proposition 2.21,

J1,1
(

f
)
= OpBW [(

K2,0
α

(
f ; x

)
−1

)]
|D|2Mα (|D|) f (4.82)

= OpBW
[(
K2,0
α

(
f ; x

)
−1

)
|ξ|2Mα (|ξ|)+

i

2
∂x

(
K2,0
α

(
f ; x

))
∂ξ

(
|ξ|2 Mα (|ξ|)+P

(
f ; x,ξ

))]
f +R

(
f
)

f

where P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ]. In order to expand J1,2

(
f
)

in (4.79) we write

sin2 z

|2sin (z/2)|α
=

cos2(z/2)

|2sin (z/2)|α−2
=

1

|2(1−cos (z)|
α
2 −1

+̺1,2(z) , ̺1,2(z) ∈�KF3−α
0 . (4.83)

As a consequence of (4.83), using also (3.21), Propositions 2.36 and 2.21, for any α ∈ (0,2), we get

J1,2
(

f
)
= OpBW [

K2,1
α

(
f ; x

)]
–
∫

f ′ (x − z)
dz

|2(1−cos (z)|
α
2 −1

+ –
∫

OpBW [
K2,1
α

(
f ; x

)
̺1,2(z)

]
f ′ (x − z) dz

= OpBW [
K2,1
α

(
f ; x

)]
i(α−2)Mα(|D|)D f +OpBW [

a
(

f ; x,ξ
)]
∂x f

= OpBW [
i (α−2)K2,1

α

(
f ; x

)
Mα (|ξ|)ξ+P

(
f ; x,ξ

)]
f +R

(
f
)

f (4.84)

where a
(

f ; x,ξ
)

is a symbol in ΣΓ
4−α
K ,0,1 [ǫ0, N ] and P

(
f ; x,ξ

)
is a symbol in ΣΓ

−1
K ,0,1 [ǫ0, N ] satisfying (2.20).

Furthermore, by (4.80), Propositions 2.36 and 2.21, for any α ∈ (0,2), the last term in (4.79) is

J1,3
(

f
)
= OpBW [

P
(

f ; x,ξ
)]

f +R
(

f
)

f . (4.85)
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In conclusion, by Eqs. (4.25), (4.81), (4.82), (4.84) and (4.85) defining

ν2
(

f ; x
)

:=K2,0
α

(
f ; x

)
−1 ∈ΣFR

K ,0,1 [ǫ0, N ] , (4.86)

the term J1
(

f
)

in (4.79) is

J1
(

f
)
= OpBW [(

1+ν2
(

f ; x
))
|ξ|2Mα (|ξ|)

]
f

+ i OpBW
[
∂x

2

(
ν2

(
f ; x

))
∂ξ

(
|ξ|2Mα (|ξ|)

)
+ (α−2)K2,1

α

(
f ; x

)
Mα (|ξ|)ξ+P

(
f ; x,ξ

)]
f +R

(
f
)

f . (4.87)

Step 2 (Paralinearization of J2 in (4.78)). Using (4.16), (4.2), the paralinearization formula (2.25) and (4.21),
we write

K2
α,z

(
∆z f

r 2

)
−K2

α,z (0) =
(
G2
α,z

(
δz f

r 2

)
−G2

α,z (0)

)
|2sin(z/2)|α

= OpBW
[(
G2
α,z

)′
(
δz f

r 2

)
|2sin (z/2)|α

]
δz f

r 2
+R

(
δz f

r 2

)
δz f

r 2
|2sin (z/2)|α

= OpBW
[
K3
α,z

(
∆z f

r 2

)]
δz f

r 2 sin(z)
+R

(
δz f

r 2

)
δz f

r 2
|2sin(z/2)|α

(4.88)

where R is a smoothing operator in ΣR
−ρ
K ,0,1 [ǫ0, N ] for any ρ. By Eq. (4.21) it results K3

α,z (X) =K3
α,z+2π (−X)

and the map z 7→K3
α,z

(
∆z f
r 2

)
is 2π-periodic. Therefore, by (4.78) and (4.88) we obtain that

J2
(

f
)
= –

∫
OpBW [

f ′ (x − z)
]

OpBW
[
K3
α,z

(
∆z f

r 2

)]
δz f

r 2 |2sin (z/2)|α
dz (4.89a)

+ –
∫

OpBW [
f ′ (x − z)

]
R

[
δz f

r 2

]
δz f

r 2
sin z dz . (4.89b)

By (4.3) and Remark 2.16 we deduce that M2
(

f ; z
)

:= r−2δz is an operator in ΣKM
1,1
K ,0,0 [ǫ0, N ]. As a conse-

quence by Proposition 2.34 we obtain that

R

(
δz f

r 2

)
δz f

r 2
= R

(
f ; z

)
f where R

(
f ; z

)
∈ΣKR

−ρ,1
K ,0,1 [ǫ0, N ] , (4.90)

and, by Proposition 2.34, Item 3, Lemma 2.35, being α ∈ (0,2), we deduce that the integral (4.89b) is

–
∫

OpBW [
f ′ (x − z) sin z

]
R

(
δz f

r 2

)
δz f

r 2
dz = R

(
f
)

f (4.91)

where R
(

f
)

is a smoothing operator in ΣR
−ρ
K ,0,1 [ǫ0, N ].

We now consider the term (4.89a). By Lemma 2.22 we write

δz f

r 2
= OpBW [

r−2]δz f +OpBW [
δz f

]
(r−2 −1)+R1

(
r−2 −1

)
δz f +R2

(
δz f

)
[r−2−1]

where R1,R2 are smoothing operators in R̃
−ρ
1 for any ρ ≥ 0, and thus

(4.89a)= –
∫

OpBW [
f ′ (x − z)

]
OpBW

[
K3
α,z

(
∆z f

r 2

)]
OpBW [

r−2]δz f
dz

|2sin (z/2)|α
(4.92a)

+ –
∫

OpBW [
f ′ (x − z)

]
OpBW

[
K3
α,z

(
∆z f

r 2

)]
OpBW [

δz f
]

(r−2 −1)
dz

|2sin (z/2)|α
(4.92b)

+ –
∫

OpBW [
f ′ (x − z)

]
OpBW

[
K3
α,z

(
∆z f

r 2

)](
R1

(
r−2 −1

)
δz f +R2

(
δz f

)
[r−2 −1]

) dz

|2sin(z/2)|α
.

(4.92c)

Proposition 2.34 give that

(4.92a) = –
∫

OpBW
[

r−2 f ′ (x − z)K3
α,z

(
∆z f

r 2

)]
δz f

|2sin (z/2)|α
dz + –

∫
R

(
f ; z

)
f dz

︸ ︷︷ ︸
=R( f ) f
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where R
(

f ; z
)

is a Kernel-smoothing operator in ΣR
−ρ,1−α
K ,0,1 [ǫ0, N ] and, since α ∈ (0,2), the operator R

(
f
)

is

in ΣR
−ρ
K ,0,1 [ǫ0, N ] by Lemma 2.35. Then by Proposition 2.34, Eq. (4.68), and Remark 2.30, we get

(4.92b) =OpBW [
V1 [J2]

(
f ; x

)]
f +R

(
f
)

f

where V1 [J2]
(

f ; x
)

is a real function in ΣFR

K ,0,1 [ǫ0, N ]. Finally (4.92c) is a smoothing term R
(

f
)

f and we
deduce that

(4.89a)= –
∫

OpBW
[

r−2 f ′ (x − z)K3
α,z

(
∆z f

r 2

)]
δz f

|2sin (z/2)|α
dz +OpBW [

V1 [J2]
(

f ; x
)]

f +R
(

f
)

f . (4.93)

Then we write
f ′(x − z) = f ′(x)− f ′′(x) sin z +̺1

(
f ; x, z

)

where ̺1
(

f ; x, z
)

is a homogenous Kernel function in �KF2
1 and, using (4.23), we deduce that

r−2 f ′ (x − z)K3
α,z

(
∆z f

r 2

)
= r−2 f ′(x)K3,0

α

(
f ; x

)
+ r−2 (

f ′(x)K3,1
α

(
f ; x

)
− f ′′(x)K3,0

α

(
f ; x

))
sin z + ˘̺3,2

α

(
f ; x, z

)
,

where ˘̺3,2
α

(
f ; x, z

)
is a Kernel function in ΣKF2

K ,0,1 [ǫ0, N ], and, by also (3.9), Lemma 4.5 and Proposition 2.36
and Proposition 2.21, we get

–
∫

OpBW
[

r−2 f ′ (x − z)K3
α,z

(
∆z f

r 2

)]
δz f

|2sin(z/2)|α
dz =OpBW [

r−2 f ′(x)K3,0
α

(
f ; x

)]
OpBW [

T1
α (|ξ|)

]
f

+ i OpBW [
r−2 (

f ′(x)K3,1
α

(
f ; x

)
− f ′′(x)K3,0

α

(
f ; x

))]
OpBW [Mα (|ξ|)ξ] f +OpBW [

P
(

f ; x,ξ
)]

f

=OpBW [
r−2 f ′(x)K3,0

α

(
f ; x

)
T1
α (|ξ|)

]
f

+ i OpBW
[

1

2
∂x

(
f ′(x)

r 2
K3,0
α

(
f ; x

))
∂ξT

1
α (|ξ|)+ r−2 (

f ′(x)K3,1
α

(
f ; x

)
− f ′′(x)K3,0

α

(
f ; x

))
Mα (|ξ|)ξ

]
f

+OpBW [
P

(
f ; x,ξ

)]
f +R

(
f
)

f . (4.94)

By Lemma 3.7 we have T1
α (|ξ|) = 1

α−1 |ξ|
2Mα (|ξ|)+ Ṽα+mα−3 (|ξ|) and so, defining the function

ν3
(

f ; x
)

:=
1

α−1

f ′ (x)

r 2
K3,0
α

(
f ; x

)
∈ΣF

R

K ,0,1 [ǫ0, N ] , (4.95)

the equation (4.94) becomes

–
∫

OpBW
[

r−2 f ′ (x − z)K3
α,z

(
∆z f

r 2

)]
δz f

|2sin (z/2)|α
dz = OpBW [

ν3
(

f ; x
)
|ξ|2Mα (|ξ|)

]
f

+ i OpBW
[

1

2
∂x

(
ν3

(
f ; x

))
∂ξ

(
|ξ|2Mα (|ξ|)

)
+ r−2 (

f ′(x)K3,1
α

(
f ; x

)
− f ′′(x)K3,0

α

(
f ; x

))
Mα (|ξ|)ξ

]
f

+OpBW [
V2 [J2]

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f (4.96)

where V2 [J2]
(

f ; x
)

:= Ṽαν3
(

f ; x
)

is a function in ΣFR

K ,0,1 [ǫ0, N ]. By (4.91), (4.93), (4.96) we deduce that

J2
(

f
)

in (4.89a)-(4.89b) is

J2
(

f
)
= OpBW [

ν3
(

f ; x
)
|ξ|2Mα (|ξ|)

]
f

+ i OpBW
[
∂x

2

(
ν3

(
f ; x

))
∂ξ

(
|ξ|2Mα (|ξ|)

)
+ r−2 (

f ′(x)K3,1
α

(
f ; x

)
− f ′′(x)K3,0

α

(
f ; x

))
Mα (|ξ|)ξ

]
f

+OpBW [
V [J2]

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f (4.97)

where the real function V [J2] :=V1 [J2]+V2 [J2] is in ΣFR

K ,0,1 [ǫ0, N ].

Step 3 (Paralinearization of J3 in (4.78)). By Eqs. (4.88) and (4.90), Proposition 2.34, and Remark 2.32 and
δz

r 2 sin z ∈ ΣKM
1,0
K ,0,0 [ǫ0, N ] (which follows by Eq. (4.3), Remark 2.16, and Proposition 2.34), and since R1 is a

smoothing operator in R̃
−ρ
1 , we deduce that

R1

[
K2
α,z

(
∆z f

r 2

)
−K2

α,z (0)

]
∈ΣKR

−ρ,0
K ,0,1 [ǫ0, N ] . (4.98)
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Furthermore f ′ (x − z) = ∂x ◦ t−z f and ∂x ◦ t−z is in �KM
1,0
0 . By Remark 2.29 and Proposition 2.34 we obtain

(after relabeling ρ) that

R1

[
K2
α,z

(
∆z f

r 2

)
−K2

α,z (0)

]
sin z

|2sin (z/2)|α
∂x ◦ t−z := R⋆

(
f ; z

)
∈ΣKR

−ρ,1−α
K ,0,1 [ǫ0, N ] .

Finally Lemma 2.35 implies that

J3
(

f
)
= –

∫
R⋆

(
f ; z

)
f dz = R

(
f
)

f where R
(

f
)
∈ΣR

−ρ
K ,0,1 [ǫ0,1] . (4.99)

Step 4 (Paralinearization of J4 in (4.78)). We similar arguments one obtains

J4
(

f
)
= R

(
f
)

f where R
(

f
)
∈ΣR

−ρ
K ,0,1 [ǫ0,1] . (4.100)

Step 5 (Conclusion). We plug Equations (4.87), (4.97), (4.99) and (4.100) in Eq. (4.78) and, recalling that
LJ (|ξ|) = −|ξ|2Mα (|ξ|), defining the real functions V [J ] := V [J2] in ΣFR

K ,0,1 [ǫ0, N ] and νJ := ν2 +ν3 in

ΣFR

K ,0,1 [ǫ0, N ] (cf. Eqs. (4.86) and (4.95)) we obtain the paralinearization formula (4.75) stated in Lemma 4.6.

4.5 Proof of Theorem 4.1

We now paralinearize the scalar field in Equation (4.20). We apply Lemma 2.22

r 2−αI
(

f
)
=OpBW [

r 2−α]
I

(
f
)
+OpBW [

I
(

f
)](

r 2−α−1
)
+R1

(
r 2−α−1

)
I

(
f
)
+R2

(
I

(
f
))(

r 2−α−1
)

,

r−αJ
(

f
)
=OpBW [

r−α]
J

(
f
)
+OpBW [

J
(

f
)](

r−α−1
)
+R1

(
r−α−1

)
J

(
f
)
+R2

(
J

(
f
))(

r−α−1
)

.

We thus apply (4.68), Lemmas 2.19, 4.4 and 4.6 and Propositions 2.21 and 2.23 and obtain that there exist
real functions ṼI ,ṼJ in ΣFR

K ,0,1 [ǫ0, N ] such that

r 2−α
I

(
f
)
= OpBW [

r 2−α]
I

(
f
)
+OpBW [

ṼI

(
f ; x

)]
f +R

(
f
)

f ,

r−α
J

(
f
)
= OpBW [

r−α]
J

(
f
)
+OpBW [

ṼJ

(
f ; x

)]
f +R

(
f
)

f ,
(4.101)

for some smoothing operator R
(

f
)

in ΣR
−ρ
K ,0,1 [ǫ0, N ].

A key fact proved in the next lemma is that the imaginary part of the symbol in (4.102) has order at most
−1. This is actually an effect of the linear Hamiltonian structure, see Remark 4.8.

Lemma 4.7. It results

OpBW [
r 2−α]

I
(

f
)
+OpBW [

r−α]
J

(
f
)
= −OpBW [(

1+ ν̃I
(

f ; x
))

LI (|ξ|)+
(
1+ ν̃J

(
f ; x

))
LJ (|ξ|)

]
f

+OpBW [
VI

(
f ; x

)
+VJ

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f (4.102)

where

• LI (|ξ|) and LJ (|ξ|) are the real Fourier multipliers defined in Lemmas 4.4 and 4.6;

• ν̃I
(

f ; x
)
, ν̃J

(
f ; x

)
, VI

(
f ; x

)
, VJ

(
f ; x

)
are real functions in ΣFR

K ,0,1 [ǫ0, N ];

• P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ];

• R
(

f
)

is a smoothing operator in ΣR
−ρ
K ,0,1 [ǫ0, N ].

Proof. Proposition 2.21 and Lemmas 4.4 and 4.6 give that

OpBW [
r 2−α]

I
(

f
)
= OpBW [

r 2−α (
−

(
1+νI

(
f ; x

))
LI (|ξ|)+ i SI ,α−2

(
f ; x,ξ

))]
f

+OpBW
[

1

2i

(
r 2−α)

x

(
1+νI

(
f ; x

))
∂ξLI (|ξ|)

]
f

+OpBW [
VI

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f ,

OpBW [
r−α]

J
(

f
)
= OpBW [

r−α (
−

(
1+νJ

(
f ; x

))
LJ (|ξ|)+ i SJ ,α−2

(
f ; x,ξ

))]
f
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+OpBW
[

1

2i

(
r−α)

x

(
1+νJ

(
f ; x

))
∂ξLJ (|ξ|)

]
f

+OpBW [
VJ

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f ,

so that, defining ν̃I
(

f ; x
)

:= r 2−α (
1+νI

(
f ; x

))
−1 and ν̃J

(
f ; x

)
:= r−α (

1+νJ
(

f ; x
))
−1, we get

OpBW [
r 2−α]

I
(

f
)
+OpBW [

r−α]
J

(
f
)

= −OpBW [(
1+ ν̃I

(
f ; x

))
LI (|ξ|)+

(
1+ ν̃J

(
f ; x

))
LJ (|ξ|)

]
f

+ i OpBW [
r 2−α SI ,α−2

(
f ; x,ξ

)
+ r−α SJ ,α−2

(
f ; x,ξ

)]
f (4.103a)

+
1

2i
OpBW [(

r 2−α)
x

(
1+νI

(
f ; x

))
∂ξLI (|ξ|)+

(
r−α)

x

(
1+νJ

(
f ; x

))
∂ξLJ (|ξ|)

]
f (4.103b)

+OpBW [
VI

(
f ; x

)
+VJ

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f .

We now prove that the sum of (4.103a) and (4.103b) give a paradifferential term of order −1. We first note
that, by Lemma 3.7, we have the asymptotic expansions

|ξ|2Mα (|ξ|) = c̆α |ξ|α−1 +mα−3 (|ξ|) , ξMα (|ξ|) = c̆α |ξ|α−3ξ+mα−4 (|ξ|) ,

T1
α (|ξ|) =

1

α−1
c̆α |ξ|α−1 + Ṽα+mα−3 (|ξ|) , where c̆α :=

Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

) ,
(4.104)

so that
∂ξLI (|ξ|)= c̆α |ξ|α−3ξ+mα−4 (|ξ|) , ∂ξLJ (|ξ|) =− (α−1) c̆α |ξ|α−3 ξ+mα−4 (|ξ|) .

By the explicit definition of the symbols SI ,α−2 and SJ ,α−2 in Lemmas 4.4 and 4.6 and (4.104) we have the
expansion of the symbol in (4.103a)

i
(
r 2−α SI ,α−2

(
f ; x,ξ

)
+ r−α SJ ,α−2

(
f ; x,ξ

))
(4.105)

= i

[
−r 2−α 1

2
(νI)x

(
f ; x

)
+ (α−1) r−α 1

2

(
νJ

)
x

(
f ; x

)
+ Aα,1

(
f ; x

)]
c̆α |ξ|α−3ξ+ iP

(
f ; x,ξ

)
,

where

Aα,1
(

f ; x
)

:=
1

rα

[
K1,1
α

(
f ; x

)
+ (α−2)K2,1

α

(
f ; x

)
+

1

r 2

(
f ′ K3,1

α

(
f ; x

)
− f ′′ K3,0

α

(
f ; x

))]
(4.106)

is a function in ΣFR

K ,0,1 [ǫ0, N ], recalling (4.25). Then the sum of (4.103a) and (4.103b) gives

r 2−α SI ,α−2
(

f ; x,ξ
)
+ r−α SJ ,α−2

(
f ; x,ξ

)

−
1

2

[(
r 2−α)

x

(
1+νI

(
f ; x

))
∂ξLI (|ξ|)+

(
r−α)

x

(
1+νJ

(
f ; x

))
∂ξLJ (|ξ|)

]

=





1

2

[
−r 2−α (

1+νI
(

f ; x
))
+ (α−1) r−α (

1+νJ
(

f ; x
))]

x︸ ︷︷ ︸
=(Aα,0( f ;x))x

+Aα,1
(

f ; x
)




c̆α |ξ|α−3 ξ+P
(

f ; x,ξ
)

, (4.107)

where, having substituting the explicit values of νI , νJ in (4.48), (4.76), we define

Aα,0
(

f ; x
)

:=
1

rα

[
K1,0
α

(
f ; x

)
+ (α−1)K2,0

α

(
f ; x

)
+

f ′

r 2
K3,0
α

(
f ; x

)]
+ (2−α) (4.108)

which is a function in ΣFR

K ,0,1 [ǫ0, N ]. We finally write

(4.107) =
[

1

2

(
Aα,0

(
f ; x

))
x + Aα,1

(
f ; x

)]
c̆α |ξ|α−3ξ+P

(
f ; x,ξ

)
= P

(
f ; x,ξ

)
(4.109)

in view of the key cancellation

Aα,1
(

f ; x
)
+

1

2

(
Aα,0

(
f ; x

))
x = 0. (4.110)

proved in Appendix A. By (4.109) we deduce that (4.103) has the form (4.102).
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Remark 4.8. The algebraic reason of the cancellation (4.110) is that a symbol of the form ig
(

f ; x
)
|ξ|α−3ξ, as

in (4.105), with a real function g
(

f ; x
)
, does not respect the Hamiltonianity condition (2.21).

The next lemma enables to highlight the quasilinear structure of the vector field in (4.20).

Lemma 4.9. It results

OpBW [
r 2−α]

I
(

f
)
+OpBW [

r−α]
J

(
f
)
+ –

∫
G1
α,z (0) dz

(
r 2−α−1

)

=−
(

cα
2
(
1− α

2

)
)−1

OpBW [(
1+ν

(
f ; x

))
Lα (|ξ|)

]
f +OpBW

[
˜̃V
(

f ; x
)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f (4.111)

where Lα (|ξ|) is the Fourier multiplier defined in Lemma 3.1 and

• ν
(

f ; x
)

, ˜̃V
(

f ; x
)

are real functions in ΣFR

K ,0,1 [ǫ0, N ];

• P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ];

• R
(

f
)

is a smoothing operator in ΣR
−ρ
K ,0,1 [ǫ0, N ].

Proof. By (4.11) and (4.68) we have

–
∫
G1
α,z (0) dz

(
r 2−α−1

)
= 2

Γ (2−α)

Γ
(
1− α

2

)2

(
f +OpBW [

r−α−1
]

f
)
+R

(
f
)

f . (4.112)

Notice now, from Lemmas 4.4 and 4.6 and Lemma 3.1, that

LI (|ξ|)+LJ (|ξ|)−2
Γ (2−α)

Γ
(
1− α

2

)2
=

(
cα

2
(
1− α

2

)
)−1

Lα (|ξ|) . (4.113)

Now we claim that

ν̃I
(

f ; x
)

LI (|ξ|)+ ν̃J
(

f ; x
)

LJ (|ξ|) =
(

cα
2
(
1− α

2

)
)−1

ν
(

f ; x
)

Lα (|ξ|)+ Ṽ
(

f ; x
)
+P

(
f ; x,ξ

)
, (4.114)

for a suitable real functionsν,Ṽ in ΣFR

K ,0,1 [ǫ0, N ] and a symbol P in ΣΓ
−1
K ,0,1 [ǫ0, N ]. From Lemmas 4.4 and 4.6

and the asymptotic decomposition of T1
α and Mα in Lemma 3.7, we have that

l.h.s. of (4.114) = ν̃I
(

f ; x
)
T1
α (|ξ|)− ν̃J

(
f ; x

)
|ξ|2Mα (|ξ|)+V

(
f ; x

)
+P

(
f ; x,ξ

)

=
Γ (2−α)

Γ
(
1− α

2

)
Γ

(
α
2

) |ξ|
α−1

α−1

(
ν̃I

(
f ; x

)
− (α−1) ν̃J

(
f ; x

))
+V

(
f ; x

)
+P

(
f ; x,ξ

)
.

Defining ν
(

f ; x
)

:= ν̃I ( f ;x)−(α−1)ν̃J ( f ;x)
2−α and using the identity Γ (3−α) = (2−α)Γ (2−α), we get

l.h.s. of (4.114) =
(

cα
2
(
1− α

2

)
)−1

cα
2
(
1− α

2

) Γ (3−α)

Γ
(
1− α

2

)
Γ

(
α
2

) |n|α−1

α−1
ν

(
f ; x

)
+V

(
f ; x

)
+P

(
f ; x,ξ

)
. (4.115)

By Lemma 3.6 we have

cα
2
(
1− α

2

) Γ (3−α)

Γ
(
1− α

2

)
Γ

(
α
2

) |ξ|
α−1

α−1
ν

(
f ; x

)
= ν

(
f ; x

)
Lα (|ξ|)+V

(
f ; x

)
+P

(
f ; x,ξ

)
. (4.116)

Finally plugging (4.116) in (4.115) we deduce (4.114).
Equations (4.102) and (4.112) to (4.114) give that for suitable ν, ˜̃V ∈ΣFR

K ,0,1 [ǫ0, N ] the desired decompo-
sition provided in Equation (4.111).

We can finally paralinearize Equation (4.20). Using (4.101) and (4.111) we have

r 2−α (
I

(
f
)
+R

(
f
)

f
)
+ –

∫
G1
α,z (0) dz

(
r 2−α−1

)
+ r−αJ

(
f
)

=−
(

cα
2
(
1− α

2

)
)−1

OpBW [(
1+ν

(
f ; x

))
Lα (|ξ|)+V

(
f ; x

)
+P

(
f ; x,ξ

)]
f +R

(
f
)

f

where V
(

f ; x
)

is a real function in ΣFR

K ,0,1 [ǫ0, N ]. This, combined with the observation that ∂x ◦ R
(

f
)
∈

ΣṘ
−ρ+1
K ,0,1 [ǫ0, N ], proves that Equation (4.20) has the form (4.1). �
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5 Birkhoff normal form reduction up to cubic terms

In this section we reduce the equation (4.1) to its Birkhoff normal form up to a cubic smoothing vector field,
from which Theorem 1.1 easily follows. From now on we consider α ∈ (1,2).

Proposition 5.1 (Cubic Birkhoff normal form). Let α ∈ (1,2) and N ∈N. There exists ρ := ρ (N ,α), such that

for any ρ ≥ ρ there exists K ′ := K ′ (ρ,α
)
> 0 such that for any K ≥ K ′ there is s0 > 0 such that for any s ≥ s0,

there is ǫ0 (s) > 0 such that for any 0 < ǫ0 ≤ ǫ0 (s) and any solution f ∈ B K
s0,R (I ;ǫ0)∩C K

∗
(
I ; H s

0 (T;R)
)

of the

equation (4.1) the following holds:

• there exists a real invertible operator Ψ
(

f ; t
)

on H s
0(T,R) satisfying the following: for any s ∈R there are

C := C (s,ǫ0,K ) and ǫ′0(s) ∈ (0,ǫ0), such that for any f ∈ B K
s0,R

(
I ;ǫ′0(s)

)
and v ∈ C

K−K ′

∗
(
I ; H s

0(T,R)
)
, for

any 0 ≤ k ≤ K −K ′, t ∈ I ,

∥∥∥∂k
t

(
Ψ

(
f ; t

)
v
)∥∥∥

s−k
+

∥∥∥∂k
t

(
Ψ

(
f ; t

)−1 v
)∥∥∥

s−k
≤C‖v‖k ,s ; (5.1)

• the variable y :=Ψ
(

f ; t
)

f solves the equation

∂t y + i ωα (D)y + iOpBW [
d

(
f ; t ,ξ

)]
y = R≥2

(
f ; t

)
y (5.2)

where

•ωα (ξ) = ξLα (|ξ|), with Lα (|ξ|) defined in Lemma 3.1, is a Fourier multiplier of order α;

• d
(

f ; t ,ξ
)

is a symbol in ΣΓ
α
K ,K ′,2 [ǫ0, N ] independent of x, satisfying (2.20), with Im d

(
f ; t ,ξ

)
in the

space ΣΓ0
K ,K ′,2 [ǫ0, N ];

• R≥2
(

f ; t
)

is a real smoothing operator in ΣṘ
−(ρ−ρ−α)

K ,K ′,2 [ǫ0, N ].

The bounds (5.1) imply in particular that for any s ≥ s0, there exists C :=Cs,K ,α > 0 such that

C−1
∥∥ f (t )

∥∥
s ≤

∥∥y (t )
∥∥

s ≤C
∥∥ f (t )

∥∥
s , ∀t ∈ I . (5.3)

Note that the x-independent symbol d
(

f ; t ,ξ
)

in (5.2) has homogeneity at least 2 by Remark 2.6.

Reduction to constant coefficients up to a smoothing operator. The first step is to reduce the symbol of
the paradifferential operator in (4.1) to a constant coefficient one, up to a smoothing operator.

Proposition 5.2 (Reduction to constant coefficients up to smoothing operators). Let α ∈ (1,2) and N ∈ N.
There exists ρ := ρ (N ,α), such that for any ρ ≥ ρ there exists K ′ := K ′ (ρ,α

)
> 0 such that for any K ≥ K ′ there

are s0 > 0, ǫ0 > 0 such that for any solution f ∈ B K
s0,R (I ;ǫ0) of (4.1) the following holds:

• there exists a real invertible operator Ψ
(

f ; t
)

on H s
0(T,R) satisfying (5.1);

• the variable g :=Ψ
(

f ; t
)

f solves the equation

∂t g +∂x ◦OpBW [(
1+ c0

(
f
))

Lα (|ξ|)+Hα

(
f ; t ,ξ

)]
g = R

(
f ; t

)
g (5.4)

where

• Lα (|ξ|) is the Fourier multiplier of order α−1 defined in Lemma 3.1;

• c0
(

f
)

is a x-independent real function in ΣFR

K ,0,2 [ǫ0, N ];

• Hα

(
f ; t ,ξ

)
is an x-independent symbol in ΣΓ

0
K ,K ′,2 [ǫ0, N ] satisfying (2.20), with ImHα

(
f ; t ,ξ

)
in

ΣΓ
−1
K ,K ′,2 [ǫ0, N ];

• R
(

f ; t
)

is a real smoothing operator in ΣṘ
−(ρ−ρ)

K ,K ′,1 [ǫ0, N ].
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Proposition 5.2 relies on general results (given in Appendix B) that describe how paradifferential oper-
ators are conjugated under the flow generated by a paradifferential operator, which is Hamiltonian up to
zero order operators. We shall use repeatedly the following result.

Lemma 5.3 (Flows of Hamiltonian operators up to order zero). Let p, N ∈ N, 0 ≤ K ′ ≤ K and δ ≥ 0. Let us
consider a “Hamiltonian operators up to order zero"

Λ
(

f ,τ; t
)

:= ∂x ◦OpBW [
λ

(
f ,τ; t , x,ξ

)]

whereλ
(

f ,τ; t , x,ξ
)

is a symbol in ΣΓ
−δ
K ,K ′,p [ǫ0, N ], uniformly in |τ| ≤ 1, with Imλ

(
f ,τ; t , x,ξ

)
∈ΣΓ

−1
K ,K ′,p [ǫ0, N ]

satisfying (2.20). Then there exists s0 > 0 such that, for any f ∈ B K ′

s0,R (I ;ǫ0), the equation

d

dτ
ΦΛ

(
f ,τ; t

)
=Λ

(
f ,τ; t

)
ΦΛ

(
f ,τ; t

)
, ΦΛ

(
f ,0; t

)
= Id , (5.5)

has a unique solution ΦΛ

(
f ,τ

)
:=ΦΛ

(
f ,τ; t

)
satisfying the following properties: for any s ∈ R the linear map

ΦΛ

(
f ,τ; t

)
is bounded and invertible on H s

0(T,R) and there are a constant C := C (s,ǫ0,K ) and ǫ′0(s) ∈ (0,ǫ0)

such that, for any f ∈ B K
s0,R(I ;ǫ′0(s)), for any 0 ≤ k ≤ K −K ′, v ∈C K−K ′

∗ (I ; H s
0(T,R)), t ∈ I ,

∥∥∥∂k
t

(
ΦΛ

(
f ,τ; t

)
v
)∥∥∥

s−k
+

∥∥∥∂k
t

(
ΦΛ

(
f ,τ; t

)−1 v
)∥∥∥

s−k
≤C‖v‖k ,s (5.6)

uniformly in |τ| ≤ 1.

Proof. Since the imaginary part of the symbol λ has order −1, the flow ΦΛ of (5.5) is well-posed and satisfies
(5.6) arguing as in [5, Lemma 3.22]. Moreover it preserves the subspace of real functions since λ

(
f ,τ; t , x,ξ

)

satisfies (2.20).

In the proof of Proposition 5.2 it is convenient to preserve the linear Hamiltonian structure of (4.1) up to
order zero along the reduction which leads to (5.4), since it guarantees that the symbol

(
1+ c0

(
f
))

Lα (|ξ|)+
Hα

(
f ; t ,ξ

)
, as well as those obtained in the intermediate reduction steps, are real, at least up to order −1.

Reduction to constant coefficients at principal order. We first reduce to constant coefficients the highest
order paradifferential operator in (4.1). We conjugate (4.1) via the transformation

f [1] :=ΦB
(

f ,1
)

f (5.7)

where ΦB
(

f ,τ
)

is the flow generated as in Lemma 5.3 by the Hamiltonian operator

B
(

f ,τ
)

:= ∂x ◦OpBW [
b

(
f ,τ; x

)]
, b

(
f ,τ; x

)
:=

β
(

f ; x
)

1+τ ∂x
(
β

(
f ; x

)) , (5.8)

where β
(

f ; x
)

is a real function to be chosen.

Lemma 5.4 (Reduction to constant coefficients at principal order). Let β
(

f ; x
)
∈ ΣFR

K ,0,1 [ǫ0, N ] be the peri-

odic function of the diffeomorphism x 7→ x +β
(

f ; x
)

of T whose inverse diffeomorphism is y 7→ y + β̆
(

f ; y
)
,

where

β̆
(

f ; y
)

:= ∂−1
y




(
1+ c0

(
f
)

1+ν
(

f ; y
)
) 1

α

−1


 ∈ΣFR

K ,0,1 [ǫ0, N ] , c0
(

f
)

:=
(

–
∫(

1+ν
(

f ; y
))− 1

α dy

)−α
−1, (5.9)

and ν
(

f ; y
)

is the real function defined in Theorem 4.1. Then, if f solves (4.1), the variable f [1] defined in (5.7)
satisfies the equation

∂t f [1] +∂x ◦OpBW
[(

1+ c0
(

f
))

Lα (|ξ|)+V 1 (
f ; t , x

)
+P

(
f ; x,ξ

)]
f [1] = R

(
f ; t

)
f [1] (5.10)

where

• c0
(

f
)

is the x-independent function in ΣFR

K ,0,1 [ǫ0, N ] defined in (5.9);
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• V 1
(

f ; t , x
)

is a real function in ΣFR

K ,1,1 [ǫ0, N ];

• P
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ] satisfying (2.20);

• R
(

f ; t
)

is a real smoothing operator in ΣṘ
−(ρ−N)
K ,1,1 [ǫ0, N ].

Proof. If f solves (4.1) then, the variable f [1] := ΦB
(

f ,1
)

f := ΦB (1) f satisfies, using also the expansion
Lα(|ξ|) =Vα+c1

α |ξ|α−1 +mα−3 (|ξ|) in (3.32), and ∂tΦB (1)◦ΦB (1)−1 =−ΦB (1)◦
(
∂tΦB (1)−1

)
, the equation

∂t f [1] +ΦB (1)◦∂x ◦OpBW [(
1+ν

(
f ; x

))(
c1
α |ξ|

α−1 +Vα+mα−3 (|ξ|)
)
+V

(
f ; x

)
+P

(
f ; x,ξ

)]
◦ΦB (1)−1 f [1]

+ΦB (1)◦
(
∂tΦB (1)−1) f [1] =ΦB (1)◦R

(
f
)
◦ΦB (1)−1 f [1] . (5.11)

By (B.1), (B.2) the principal order operator in (5.11) is

ΦB (1)◦∂x ◦OpBW [(
1+ν

(
f ; x

))
c1
α |ξ|

α−1]◦ΦB (1)−1 (5.12)

= ∂x ◦OpBW
[

c1
α

(
1+ν

(
f ; y

))(
1+ ∂y β̆

(
f ; y

))α∣∣∣
y=x+β( f ;x)

|ξ|α−1 +P1
(

f ; x,ξ
)]

+R
(

f
)

where y 7→ y + β̆
(

f ; y
)

is the inverse diffeomorphism of x 7→ x +β
(

f ; y
)

given by Lemma 2.9, P1
(

f ; x,ξ
)

is a

symbol in ΣΓ
α−3
K ,0,1 [ǫ0, N ] and R

(
f
)

is a smoothing operator in ΣṘ
−(ρ−N)
K ,0,1 [ǫ0, N ]. By (5.9) we deduce that the

symbol of highest order in (5.12) is independent of the variable x, that is

ΦB (1)∂x OpBW [(
1+ν

(
f ; x

))
c1
α |ξ|

α−1]
ΦB (1)−1=∂x OpBW [

c1
α

(
1+ c0

(
f
))
|ξ|α−1+P1

(
f ; x,ξ

)]
+R1

(
f
)

. (5.13)

The lower order conjugated operator in (5.11) is, by (B.1) and Lemma 2.8,

ΦB (1)◦∂x ◦OpBW [(
1+ν

(
f ; x

))
(Vα+mα−3 (|ξ|))+V

(
f ; x

)
+P

(
f ; x,ξ

)]
◦ΦB (1)−1

= ∂x ◦OpBW [
Vα+mα−3(|ξ|)+ Ṽ 1 (

f ; x
)
+P2

(
f ; x,ξ

)]
+R

(
f
)

(5.14)

where Ṽ 1
(

f ; x
)

is a function in ΣFR

K ,0,1 [ǫ0, N ], P2
(

f ; x,ξ
)

is a symbol in ΣΓ
−1
K ,0,1 [ǫ0, N ], since α< 2 (note that

mα−3

(
|ξ|

(
1+ β̆

(
f ; y

))
|y=x+β( f ;x)

)
−mα−3 (|ξ|) is a symbol in ΣΓ

α−3
K ,0,1 [ǫ0, N ]) and R

(
f
)

is a smoothing operator

in ΣṘ
−ρ
K ,0,1 [ǫ0, N ], by renaming ρ. Finally by (B.3) there exists a real function V

(
f ; t , x

)
in ΣFR

K ,1,1 [ǫ0, N ] and

a smoothing operator R
(

f ; t
)

in ΣṘ
−ρ
K ,1,1 [ǫ0, N ] such that

ΦB (1)◦
(
∂tΦB (1)−1)= ∂x ◦OpBW [

V
(

f ; t , x
)]
+R

(
f ; t

)
. (5.15)

Lemma 5.4 follows by (5.11), (5.13), (5.14) and (5.15) with V 1
(

f ; x
)

:= Ṽ 1
(

f ; x
)
+V

(
f ; x

)
− c0

(
f
)
Vα, which

belongs to FR

K ,1,1 [ǫ0, N ], and P
(

f ; x,ξ
)

:= (P1 +P2)
(

f ; x,ξ
)
− c0

(
f
)

mα−3 (|ξ|) in ΣΓ
−1
K ,0,1 [ǫ0, N ].

Reduction to constant coefficients at arbitrary-order. We now reduce (5.10) to constant coefficients up to
a smoothing operator, implementing an inductive process which, at each step, regularizes the symbol of
δ :=α−1 > 0. We distinguish two regimes.

Lemma 5.5 (Reduction to constant coefficients up order 0). Let δ := α− 1 and1 j∗ :=
⌈

1
/
δ

⌉
+ 1. For any

j ∈
{

1, . . . , j∗−1
}

, there exist ρj defined inductively as ρ1 := N and ρj+1 := ρj+N
(
1− jδ

)
such that for any K ≥ j

there exist s0 > 0 and a

• symbol d [j]
(

f ; t ,ξ
)

:=
(
1+ c0

(
f
))

Lα (|ξ|)+H
[j]
α

(
f ; t ,ξ

)
where H[j]

α

(
f ; t ,ξ

)
∈ ΣΓ

0
K ,j−1,2 [ǫ0, N ], independent

of x, real, even in ξ;

• symbol r [j]
(

f ; t , x,ξ
)

in ΣΓ
−(j−1)δ
K ,j,1 [ǫ0, N ], real and even in ξ;

• symbol P [j]
(

f ; t , x,ξ
)

in ΣΓ
−1
K ,j−1,1 [ǫ0, N ];

1Note that j∗ = min
{
j ∈N

∣∣ (
j−1

)
δ> 1

}
.
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• real smoothing operator R [j]
(

f ; t
)

in ΣR
−(ρ−ρj)
K ,j,1 [ǫ0, N ];

• Hamiltonian operator W [j]
(

f
)

:= ∂x ◦OpBW
[
w [j]

(
f ; t , x,ξ

)]
where w [j] is the real and even in ξ symbol

w [j] ( f ; t , x,ξ
)

:=−∂−1
x

[
r [j]

(
f ; t , x,ξ

)
− –

∫
r [j]

(
f ; t , x,ξ

)
dx

(
1+ c0

(
f
))

c1
αα |ξ|α−1

]
∈ΣΓ

−jδ
K ,j,1 [ǫ0, N ]; (5.16)

such that if f ∈ B K
s0,R (I ;ǫ0) is a solution of (4.1) then f [j] :=

∏j−1
j′=1ΦW [j′]

(
f ;1

)−1 ◦ΦB
(

f ;1
)

f solves

∂t f [j] +∂x ◦OpBW
[

d [j] ( f ; t ,ξ
)
+ r [j] ( f ; t , x,ξ

)
+P [j] ( f ; t , x,ξ

)]
f [j] = R [j] ( f ; t

)
f [j]. (5.17)

Proof. Note that (5.10) has the form (5.17) for j = 1 with H[1]
α

(
f ; t ,ξ

)
:= 0, d [1]

(
f ; t ,ξ

)
:=

(
1+ c0

(
f
))

Lα (|ξ|),
r [1]

(
f ; t , x,ξ

)
:= V 1

(
f ; t , x

)
, P [1]

(
f ; t , x,ξ

)
:= P

(
f ; t , x,ξ

)
and R [1]

(
f ; t

)
:= R

(
f ; t

)
. We now prove that, if f [j]

solves (5.17) then
f [j+1] :=ΦW [j]

(
f ,1

)−1 f [j] (5.18)

solves (5.17) with j+1 instead of j. By conjugation, from (5.18), setting ΦW [j] (1) :=ΦW [j]
(

f ,1
)
, we have

∂t f [j+1] +ΦW [j] (1)−1 ◦∂x ◦OpBW
[
d [j] ( f ; t ,ξ

)
+ r [j] ( f ; t , x,ξ

)
+P [j] ( f ; t , x,ξ

)]
◦ΦW [j] (1) f [j+1]

−∂tΦW [j] (1)−1 ◦ΦW [j] (1) f [j+1] =ΦW [j] (1)−1 ◦R [j] ( f ; t
)
◦ΦW [j] (1) f [j+1]. (5.19)

Using (B.6) we expand the highest order operator in (5.19) as

ΦW [j] (1)−1 ◦∂x ◦OpBW
[

d [j] ( f ; t ,ξ
)]
◦ΦW [j] (1) = ∂x ◦OpBW

[
d [j] ( f ; t ,ξ

)]

−
�
∂x ◦OpBW

[
w [j] ( f ; t , x,ξ

)]
, ∂x ◦OpBW

[
d [j] ( f ; t ,ξ

)]�
+∂x ◦OpBW [

Q−(2j−1)δ
(

f ; t , x,ξ
)]
+R

(
f ; t

)
(5.20)

where, in view of (5.16), Q−(2j−1)δ is a real and even in ξ valued symbol in ΣΓ
−(2j−1)δ
K ,j,2 [ǫ0, N ] and R

(
f ; t

)
is a

smoothing operator in ΣṘ
−ρ
K ,j,2 [ǫ0, N ]. By symbolic calculus, (5.16) and since d [j] is x-independent we have

�
∂x ◦OpBW

[
w [j] ( f ; t , x,ξ

)]
, ∂x ◦OpBW

[
d [j] ( f ; t ,ξ

)]�
= ∂x◦

�
OpBW

[
w [j] ( f ; t , x,ξ

)]
, OpBW

[
iξ d [j] ( f ; t ,ξ

)]�

= ∂x ◦OpBW
[
−w [j]

x
(

f ; t , x,ξ
)
∂ξ

(
ξ d [j] ( f ; t ,ξ

))
+Q−2−(j−1)δ

(
f ; t , x,ξ

)]
+R

(
f ; t

)
(5.21)

where Q−2−(j−1)δ
(

f ; t , x,ξ
)

is a real and even symbol in ΣΓ
−2−(j−1)δ
K ,j,1 [ǫ0, N ] and R

(
f ; t

)
is a smoothing operator

in ΣṘ
−ρ
K ,j,1 [ǫ0, N ]. Using the asymptotic expansion (3.32) we have that

∂ξ

(
ξ d [j] ( f ; t ,ξ

))
=

(
1+ c0

(
f
))

c1
αα |ξ|α−1 +Q̃ [j] ( f ; t ,ξ

)
where Q̃ [j] ( f ; t ,ξ

)
∈ΣΓ

0
K ,j−1,0 [ǫ0, N ] . (5.22)

So, by (5.20), (5.21), (5.22), (B.6), the definition of w [j]
(

f ; t , x,ξ
)
∈ΣΓ

−jδ
K ,j,1 [ǫ0, N ] provided in Eq. (5.16), (B.29),

we obtain

ΦW [j] (1)−1 ◦∂x ◦OpBW
[

d [j] ( f ; t ,ξ
)
+ r [j] ( f ; t , x,ξ

)]
◦ΦW [j] (1)

= ∂x ◦OpBW
[
d [j] ( f ; t ,ξ

)
+w [j]

x
(

f ; t , x,ξ
) (

1+ c0
(

f
))

c1
αα |ξ|α−1 +Q−jδ

(
f ; t , x,ξ

)
+ r [j] ( f ; t , x,ξ

)]
+R

(
f ; t

)

= ∂x ◦OpBW
[

d [j] ( f ; t ,ξ
)
+ –

∫
r [j] ( f ; t , x,ξ

)
dx +Q−jδ

(
f ; t , x,ξ

)]
+R

(
f ; t

)
(5.23)

where Q−jδ
(

f ; t , x,ξ
)

is a symbol in ΣΓ
−jδ
K ,j,1 [ǫ0, N ]. By (B.7),

−∂tΦW [j] (1)−1◦ΦW [j] (1) = ∂x◦OpBW
[

T [j] ( f ; t , x,ξ
)]
+R

(
f ; t

)
with T [j] ( f ; t , x,ξ

)
∈ΣΓ

−jδ
K ,j+1,1 [ǫ0, N ] (5.24)

real and even in ξ. Furthermore by (B.6)

ΦW [j] (1)−1 ◦OpBW
[

P [j] ( f ; t , x,ξ
)]
◦ΦW [j] (1) = OpBW

[
P [j+1] ( f ; t , x,ξ

)]
, (5.25)

up to a smoothing operator, with a symbol P [j+1]
(

f ; t , x,ξ
)

in ΣΓ
−1
K ,j,1 [ǫ0, N ]. By (5.23), (5.24), (5.25) and since

ΦW [j] (1)−1 ◦R [j]
(

f ; t
)
◦ΦW [j] (1) is in ΣṘ

−(ρ−ρj−N(1−jδ))
K ,j,1 [ǫ0, N ], we deduce that (5.19) has the form (5.17) with

j replaced by j+1 where H[j+1]
α :=H

[j]
α + –

∫
r [j]

(
f ; t , x,ξ

)
dx and r [j+1] := T [j] +Q−jδ.
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Now, implementing an analogous algorithmic procedure for the symbols of order ≤ −1, we reduce the
equation (5.17) for j= j∗ to constant coefficients up to a smoothing operator.

Lemma 5.6 (Reduction to constant coefficients up to smoothing operators). For any integer j ≥ j∗, for any
K ≥ j there exist a

• symbol d [j]
(

f ; t ,ξ
)

:=
(
1+ c0

(
f
))

Lα (|ξ|)+H[j]
α

(
f ; t ,ξ

)
withH

[j]
α

(
f ; t ,ξ

)
∈ΣΓ

0
K ,j−1,2 [ǫ0, N ] and ImH

[j]
α

(
f ; t ,ξ

)

in ΣΓ
−1
K ,j−1,2 [ǫ0, N ], independent of x and satisfying (2.20);

• symbol P [j]
(

f ; t , x,ξ
)

in ΣΓ
−1−(j−j∗)δ
K ,j,1 [ǫ0, N ] satisfying (2.20);

• a real smoothing operator R [j]
(

f ; t
)

in ΣR
−(ρ−ρj∗)
K ,j,1 [ǫ0, N ];

• bounded linear operators W [j]
(

f
)

:= ∂x ◦OpBW
[
w [j]

(
f ; t , x,ξ

)]
where

w [j] ( f ; t , x,ξ
)

:=−∂−1
x

[
P [j]

(
f ; t , x,ξ

)
− –

∫
P [j]

(
f ; t , x,ξ

)
dx

(
1+ c0

(
f
))

c1
αα |ξ|α−1

]
∈ΣΓ

−1−(j−j∗+1)δ
K ,j,1 [ǫ0, N ] ; (5.26)

and s0 > 0, such that if f ∈ B K
s0,R (I ;ǫ0) is a solution of (4.1) then f [j] :=

∏j−1
j′=1ΦW [j′]

(
f ;1

)−1 ◦ΦB
(

f ;1
)

f solves

∂t f [j] +∂x ◦OpBW
[
d [j] ( f ; t ,ξ

)
+P [j] ( f ; t , x,ξ

)]
f [j] = R [j] ( f ; t

)
f [j]. (5.27)

We now conclude the proof of Proposition 5.2. Let j∗ := j∗
(
ρ
)

:= min
{
j ∈N0

∣∣ (
j− j∗

)
δ> ρ−ρj∗

}
, which

is explicitly j∗ :=
⌈ρ−ρj∗

α−1

⌉
+ j∗ =

⌈ρ−ρj∗
α−1

⌉
+

⌈ 1
α−1

⌉
+1, so that OpBW

[
P [j∗]

(
f ; t , x,ξ

)]
is a smoothing operator in

ΣR
−(ρ−ρj∗)
K ,j∗,1 [ǫ0, N ] by Remark 2.18. Then the equation (5.27) with j= j∗ has the form (5.4) with

g = f [j∗] =Ψ
(

f ; t
)

f , Ψ
(

f ; t
)

:=
j∗−1∏

j′=1
ΦW [j′]

(
f ,1

)−1 ◦ΦB
(

f ,1
)

,

symbol Hα

(
f ; t ,ξ

)
:= H

[j∗]
α

(
f ; t ,ξ

)
, smoothing operator R

(
f ; t

)
:= R [j∗]

(
f ; t

)
+ OpBW

[
P [j∗]

(
f ; t , x,ξ

)]
, and

defining ρ (N ,α) :=ρj∗ and K ′ (ρ,α
)

:= j∗. �

Birkhoff normal form step. We now perform one step of Birkhoff normal form to cancel out the quadratic
term in (5.4) which, since c0

(
f
)

and Hα

(
f ; t ,ξ

)
vanish quadratically at f = 0, comes only from R

(
f ; t

)
g .

By Proposition 5.1 and using Proposition 2.21 we first rewrite (5.4) as

∂t g + iωα (D)g + iOpBW [
d

(
f ; t ,ξ

)]
g =R1

(
f
)

g +R≥2
(

f ; t
)
g (5.28)

where

i) d
(

f ; t ,ξ
)

:= c0
(

f
)
ωα (ξ)+ξHα

(
f ; t ,ξ

)
is a symbol in ΣΓ

α
K ,K ′,2 [ǫ0, N ] independent of x, with imaginary

part Im d
(

f ; t ,ξ
)

in ΣΓ
0
K ,K ′,2 [ǫ0, N ];

ii) R1
(

f
)

is a real homogenous smoothing operator in ˙̃
R

−(ρ−ρ)

1 , that we expand (cf. (2.22)) as

R1
(

f
)

v =
∑

n,k, j∈Z\{0},
n+ j=k

(r1)n, j ,k fn v j e ikx , (r1)n, j ,k ∈C , (5.29)

and R≥2
(

f ; t
)

is a real smoothing operator in ΣṘ
−(ρ−ρ)

K ,K ′,2 [ǫ0, N ].

In order to remove R1
(

f
)

we conjugate (5.28) with the flow

∂τΦ
τ
Q

(
f
)
=Q

(
f
)
Φ

τ
Q

(
f
)

, Φ
0
Q

(
f
)
= Id , (5.30)
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generated by the 1-homogenous smoothing operator

Q
(

f
)

v =
∑

n,k, j∈Z\{0},
n+ j=k

qn, j ,k fn v j e ikx , qn, j ,k :=
−(r1)n, j ,k

i
(
ωα(k)−ωα

(
j
)
−ωα(n)

) , (5.31)

which is well-defined by Lemma 3.5. Note also that by (3.30) and since (cf. (2.24), (2.23))

(r1)n, j ,k = (r1)−n,− j ,−k , |(r1)n, j ,k | ≤C
max2

(
|n|, | j |

)µ

max
(
|n|, | j |

)ρ−ρ , (5.32)

also Q
(

f
)

is a real smoothing operator in ˙̃
R

−ρ+ρ
1 as R1

(
f
)
.

Lemma 5.7 (Birkhoff step). If g solves (5.28) then the variable y :=Φ
1
Q

(
f
)

g solves the equation (5.2).

Proof. To conjugate (5.28) we apply a Lie expansion (similarly to Proposition B.2). We have

−iΦ1
Q

(
f
)
ωα(D)

(
Φ

1
Q

)−1 =−iωα(D) +
�
Q

(
f
)

, −iωα(D)
�

+
∫1

0
(1−τ)Φτ

Q

(
f
)�

Q
(

f
)

,
�
Q

(
f
)

, −iωα(D)
��(

Φ
τ
Q

(
f
))−1

dτ . (5.33)

Using that Q
(

f
)

belongs to ˙̃
R

−ρ+ρ
1 the term in (5.33) is a smoothing operator in ΣṘ

−ρ+ρ+α
K ,0,2 [ǫ0, N ]. Similarly

we obtain

−iΦ1
Q

(
f
)

OpBW [
d

(
f ; t ,ξ

)](
Φ

1
Q

(
f
))−1

=−iOpBW [
d

(
f ; t ,ξ

)]
(5.34)

up to a smoothing operator in ΣṘ
−ρ+ρ+α
K ,K ′

0,2
[ǫ0, N ], and

Φ
1
Q

(
f
)(

R1
(

f
)
+R≥2

(
f ; t

))(
Φ

1
Q

(
f
))−1

=R1
(

f
)

(5.35)

plus a smoothing operator in ΣṘ
−ρ+ρ+α
K ,K ′

0,2
[ǫ0, N ]. Next we consider the contribution coming from the conju-

gation of ∂t . By a Lie expansion (similarly to Proposition B.2) we get

∂tΦ
1
Q

(
f
)(
Φ

1
Q

(
f
))−1

= ∂t Q
(

f
)

+
1

2

�
Q

(
f
)

, ∂t Q
(

f
)�

+
1

2

∫1

0
(1−τ)2

Φ
τ
Q

(
f
)�

Q
(

f
)

,
�
Q

(
f
)

, ∂t Q
(

f
)��(

Φ
τ
Q

(
f
))−1

dτ . (5.36)

Since the Eq. (4.1) can be written as ∂t f =−iωα(D) f +M
(

f
)

f where M
(

f
)

is a real α-operator in ΣṀα
K ,0,1

by Remark 2.18 and 2.11, we deduce by Proposition 2.23 that

∂t Q
(

f
)
=Q

(
−iωα(D) f +M

(
f
)

f
)
=Q

(
−iωα(D) f

)
(5.37)

up to a smoothing operator in ΣṘ
−ρ+ρ+α
K ,0,2 [ǫ0, N ]. Since Q

(
−iωα(D) f

)
is in ˙̃

R
−ρ+ρ+α
1 we have that the line

(5.36) belongs to ΣṘ
−ρ+ρ+α
K ,0,2 [ǫ0, N ].

We now prove that Q
(

f
)

solves the homological equation

Q
(
−iωα(D) f

)
+

�
Q

(
f
)

, −iωα(D)
�
+R1

(
f
)
= 0. (5.38)

Writing (5.31) as Q
(

f
)

v =
∑

k , j∈Z\{0}
[
Q

(
f
)] j

k v j e ikx with
[
Q

(
f
)] j

k
:= qn, j ,k fn , we see that the homological

equation (5.38) amounts to
[
Q(−iωα(D) f )

] j
k +

[
Q

(
f
)] j

k

(
iωα(k)− iωα

(
j
))
+

[
R1

(
f
)] j

k = 0, for any j ,k ∈Z\{0},
and then, recalling (5.29), to qn, j ,k i

(
ωα(k)−ωα

(
j
)
−ωα(n)

)
+ (r1)n, j ,k = 0. This proves (5.38).

In conclusion, by (5.33), (5.34), (5.35), (5.36), (5.37) and (5.38) we deduce (5.2) (after renaming ρ). The
bound (5.3) follows by standard theory of Banach space ODEs for the flow (5.30) and (5.3).

In view of Lemma 5.7, Proposition 5.1 follows defining Ψ
(

f ; t
)

:= Φ
1
Q

(
f
)
◦Ψ

(
f ; t

)
where Ψ

(
f ; t

)
is de-

fined in Proposition 5.2 and Φ
1
Q

(
f
)

is defined in (5.31). We now easily deduce Theorem 1.1.
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Proof of Theorem 1.1. The following result, analogous to [10, Lemma 8.2], enables to control the time
derivatives ‖∂k

t f (t )‖s−kα of a solution f (t ) of (4.1) via ‖ f (t )‖s .

Lemma 5.8. Let K ∈ N. There exists s0 > 0 such that for any s ≥ s0, any ǫ ∈
(
0,ǫ0 (s)

)
small, if f belongs to

B 0
s0,R (I ;ǫ)∩C 0

∗
(
I ; H s

0 (T;R)
)

and solves (4.1) then f ∈ C K
∗

(
I ; H s

0 (T;R)
)

and there exists C1 := C1 (s,α,K ) ≥ 1

such that
∥∥ f (t )

∥∥
s ≤

∥∥ f (t )
∥∥

K ,s ≤C1
∥∥ f (t )

∥∥
s for any t ∈ I .

The first step is to choose the parameters in Proposition 5.1. Let N := 1. In the statement of Proposi-
tion 5.1 we fix ρ := ρ (1,α)+α and K := K ′ (ρ,α

)
. Then Proposition 5.1 gives us s0 > 0. For any s ≥ s0 we fix

0 < ǫ0 ≤ min{ǫ0 (s) ,ǫ0 (s)} where ǫ0 (s) is defined in Proposition 5.1 and ǫ0 (s) in Lemma 5.8.
The key corollary of Proposition 5.1 is the following energy estimate where by the time-reversibility of

α-SQG we may restrict to positive times t > 0.

Lemma 5.9 (Quartic energy estimate). Let f (t ) be a solution of equation (4.1) in B K
s0,R (I ;ǫ0)∩C K

∗
(
I ; H s

0 (T;R)
)
.

Then there exists C̄2 (s,α)> 1 such that

∥∥ f (t )
∥∥2

s ≤ C̄2 (s,α)

(∥∥ f (0)
∥∥2

s +
∫t

0

∥∥ f (τ)
∥∥4

s dτ

)
, ∀0 < t < T . (5.39)

Proof. The variable y :=Ψ
(

f ; t
)

f defined in Proposition 5.1 solves the equation (5.2) where Imd
(

f ; t ,ξ
)

is
a symbol in Γ

0
K ,K ′,2 [ǫ0] and, being x-independent, OpBW

[
d

(
f ; t ,ξ

)]
commutes with 〈D〉s . Furthermore, for

the above choice of ρ it results that R≥2
(

f ; t
)

is in R0
K ,K ′,2 [ǫ0]. Then by (2.25), Lemmata 2.13 and 5.8 we

deduce ∥∥y (t )
∥∥2

s ≤
∥∥y (0)

∥∥2
s +C̄1(s,α)

∫t

0

∥∥y (τ)
∥∥4

s dτ , ∀0 < t <T ,

and, by (5.3), we deduce (5.39).

The energy estimate (5.39), (1.10) and the local existence result in [21] (which amounts to a local exis-
tence result for the equation (4.1)), imply, by a standard bootstrap argument, Theorem 1.1. �
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A Proof of Equation (4.110)

We now prove the identity Eq. (4.110) where the functions Aα,0, Aα,1 are defined in (4.108), (4.106), and

K
j ,l
α , j = 1,2,3, l = 0,1 are the l -th order Taylor expansion in z of the function z 7→ K

j
α,z

(
∆z f
r 2

)
where the

kernel functionsK
j
α,z (x) are defined in (4.14), (4.16), (4.21). The verification of Eq. (4.110) can be automated.

The next small program in SageMath, a Python-based, open-source Computer-Algebra System, verifies
Eq. (4.110).

x, X, z, a = var(’x, X, z, a’)

assume(0<a<2)

f(x) = function(’f’)(x)

Deltaf (x,z) = (f(x)-f(x-z))/(2*sin(z/2))

G1(X,z,a) = (1-2*X-sqrt(1-2*X)*cos(z))/((2*(1-X-sqrt(1-2*X)*cos(z)))^(a/2))

DXG1(X,z,a) = diff(G1(X,z,a),X)

K1(X,z,a)= DXG1(2*X*sin(z/2),z,a) * (2*(1-cos(z)))^(a/2)
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G2(X,z,a) = (1/ (sqrt(1-2*X)) )/((2*(1-X-sqrt(1-2*X)*cos(z)))^(a/2))

K2 (X,z,a) = G2( 2*X*sin(z/2) , z , a) * (2*(1-cos(z)))^(a/2)

DXG2(X,z,a) = diff(G2(X,z,a),X)

K3(X,z,a) = DXG2(X*2*sin(z/2), z, a)* (2*(1-cos(z)))^(a/2) * sin(z)

expansionf_K1(x,z,a) = taylor(K1( Deltaf (x,z) / (1+2*f(x)) , z, a ), z, 0, 1)

expansionf_K2(x,z,a) = taylor(K2( Deltaf (x,z) / (1+2*f(x)) , z, a ), z, 0, 1)

expansionf_K3(x,z,a) = taylor(K3( Deltaf (x,z) / (1+2*f(x)) , z, a ), z, 0, 1)

C10(x,a) = expansionf_K1.coefficient(z, n=0)

C11(x,a) = expansionf_K1.coefficient(z, n=1)

C20(x,a) = expansionf_K2.coefficient(z, n=0)

C21(x,a) = expansionf_K2.coefficient(z, n=1)

C30(x,a) = expansionf_K3.coefficient(z, n=0)

C31(x,a) = expansionf_K3.coefficient(z, n=1)

A0(x,a) = ((1+2*f(x))^(-a/2)) * ( C10(x,a) + (a-1)*C20(x,a) + (diff(f(x),x) /

(1+2*f(x))) * C30(x,a) )

A1(x,a) = ((1+2*f(x))^(-a/2)) * ( C11(x,a) +(a-2)* C21(x,a) + ( 1 / (1+2*f(x)))

* ( diff(f(x),x) * C31(x,a) - diff(f(x),x,x) * C30(x,a)))

bool(A1(x,a) + 1/2 * diff(A0(x,a) , x)==0)

Here we comment the lines of code above.

1,2 Several variables are defined, so that (x,X,z,a) = (x,x, z,α) accordingly to the notation of the present
manuscript. The variable a, which is the parameter α, is limited to the range (0,2).

3,4 We define f as an implicit function depending on the variable x only, next we define Deltaf as the
periodic finite difference ∆z f defined in (4.2).

5-7 The functionG1 is the function G1
α,z defined in (4.6), the functionDXG1 is the function

(
G1
α,z

)′
defined

in (4.18) and finally we define K1 as the function K1
α,z defined in Eq. (4.14).

8-11 We perform the same computations as K1
α,z for the kernelsK2

α,z , K3
α,z defined in Eqs. (4.16) and (4.21).

12-14 The asymptotic expansion in Eq. (4.23) is computed for the three kernels.

15-20 We ask the computer to extract the coefficients of the expansions in Eq. (4.23) so that C j l(x,a) =
K

j ,l
α

(
f ; x

)
, for any j = 1,2,3, l = 0,1.

21,22 We define the functions A0 and A1 as in Eqs. (4.106) and (4.108).

23 The last line, line 23, is a statement of truth, which asks the computer whether using algebraic simpli-
fications it can prove that Eq. (4.110) is true.

B Conjugation of paradifferential operators under flows

The main results of this section concern transformation rules of paradifferential operators of the form ∂x ◦
OpBW [a] under the flow generated by paradifferential operators which are Hamiltonian, or Hamiltonian up
to order zero.

Proposition B.1. Let q ∈ N, K ′ ≤ K , N ∈ N with q ≤ N , ǫ0 > 0 and ρ ≫ N . Let β
(

f ; t , x
)

be a function in
ΣFR

K ,K ′ ,1 [ǫ0, N ] and ΦB
(

f ,τ
)

be the flow generated by the Hamiltonian operator B
(

f ,τ
)

defined in (5.8).

i (Conjugation of a paradifferential operator) Let a
(

f ; t , x,ξ
)

be a symbol in ΣΓ
m
K ,K ′,q [ǫ0, N ]. Then

ΦB
(

f ,1
)
◦∂x ◦OpBW [

a
(

f ; t , x,ξ
)]
◦ΦB

(
f ,1

)−1 = ∂x ◦OpBW [
a0

(
f ,1; t , x,ξ

)
+P

(
f ; t , x,ξ

)]
+R

(
f ; t

)
(B.1)
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where
a0

(
f ,τ; t , x,ξ

)
:=

(
1+∂y β̆

(
f ,τ; t , y

))
a
(

f ; t , y, ξ
(
1+∂y β̆

(
f ,τ; t , y

)))∣∣∣
y=x+τβ( f ;t ,x)

(B.2)

is a symbol in ΣΓ
m
K ,K ′,q [ǫ0, N ], P

(
f ; t , x,ξ

)
is a symbol in ΣΓ

m−2
K ,K ′,q+1 [ǫ0, N ] and R

(
f ; t

)
is a smoothing

operator in ΣṘ
−ρ+m+1+N
K ,K ′,q+1 [ǫ0, N ].

ii (Conjugation of ∂t ) There exists a function V
(

f ; t , x
)

in ΣFR

K ,K ′+1,1 [ǫ0, N ] and a smoothing operator

R
(

f ; t
)

in ΣṘ
−ρ
K ,K ′+1,1 [ǫ0, N ] such that

ΦB
(

f ,1
)
◦
(
∂tΦB

(
f ,1

)−1
)
= ∂x ◦OpBW [

V
(

f ; t , x
)]
+R

(
f ; t

)
. (B.3)

iii (Conjugation of a smoothing operator) If R
(

f ; t
)

is a smoothing operator in ΣṘ
−ρ
K ,K ′,q [ǫ0, N ] then the

composed operator ΦB
(

f ,1
)
◦R

(
f ; t

)
◦ΦB

(
f ,1

)−1
is in ΣṘ

−ρ+N
K ,K ′,q [ǫ0, N ].

We also prove an analogous result when the paradifferential operator which generates the flow has order
strictly less than 1.

Proposition B.2 (Lie expansions). Let q ∈N, K ′ ≤ K , N ∈N with q ≤ N , ǫ0 > 0 and ρ ≫ N . Given a symbol
w := w

(
f ; t , x,ξ

)
satisfying

w
(

f ; t , x,ξ
)
∈ΣΓ

−d
K ,K ′,1 [ǫ0, N ] , d> 0, Imw

(
f ; t , x,ξ

)
∈Γ

−max{1,d}
K ,K ′,1 [ǫ0, N ] , (B.4)

and (2.20) and denote ΦW
(

f ,τ
)

the flow generated by

∂τΦW
(

f ,τ
)
= ∂x ◦OpBW [

w ( f ; t , x,ξ)
]
ΦW

(
f ,τ

)
, ΦW (0) = Id . (B.5)

i (Conjugation of a paradifferential operator) Let a := a
(

f ; t , x,ξ
)

be a symbol in ΣΓ
m
K ,K ′,q [ǫ0, N ]. Then

ΦW
(

f ,1
)−1 ◦∂x ◦OpBW [

a
(

f ; t , x,ξ
)]
◦ΦW

(
f ,1

)
=

∂x ◦OpBW [a]−
�
∂x ◦OpBW [w ] , ∂x ◦OpBW [a]

�
+∂x ◦OpBW [

P
(

f ; t , x,ξ
)]
+R

(
f ; t

)
(B.6)

where P
(

f ; t , x,ξ
)

is a symbol inΣΓ
m−2d
K ,K ′,q+2 [ǫ0, N ], and R

(
f ; t

)
is a smoothing operator inΣṘ

−ρ
K ,K ′,q+2 [ǫ0, N ].

If a, w are real and even in ξ then
�
∂x ◦OpBW [w ] , ∂x ◦OpBW [a]

�
is Hamiltonian and P is real and even

in ξ.

ii (Conjugation of ∂t ) There exists a symbol T
(

f ; t , x,ξ
)

in ΣΓ
−d
K ,K ′+1,1 [ǫ0, N ] satisfying (2.20), and a smooth-

ing operator R
(

f ; t
)

in ΣṘ
−ρ
K ,K ′+1,2 [ǫ0, N ] such that

−∂tΦW
(

f ,1
)−1 ◦ΦW

(
f ,1

)
= ∂x ◦OpBW [

T
(

f ; t , x,ξ
)]
+R

(
f ; t

)
. (B.7)

If w is real and even in ξ then ∂x ◦OpBW
[
T

(
f ; t , x,ξ

)]
is Hamiltonian, i.e. T is real and even in ξ.

iii (Conjugation of a smoothing operator) If R
(

f ; t
)

is a smoothing operator in ΣṘ
−ρ
K ,K ′,q [ǫ0, N ] then the

composed operator ΦW
(

f ,1
)
◦R

(
f ; t

)
◦ΦW

(
f ,1

)−1 is in ΣṘ
−ρ+N max{0,(1−d)}
K ,K ′,q [ǫ0, N ].

The rest of this section is devoted to the proof of Propositions B.1 and B.2.

Proof of Proposition B.1

The proof of Propositions B.1 is inspired by the Egorov type analysis in [5, Section 3.5]. The difference is that
we highlight the Hamiltonian structure in (B.1) and (B.3) of the conjugated operators.

For simplicity we avoid to track the dependence of β,b and ΦB on the variable f , as well as on t , and
denote βx (x) := ∂x

(
β

(
f ; t , x

))
, bx (τ; t , x) := ∂x

(
b

(
f ,τ; t , x

))
and ΦB (τ) := ΦB ( f ,τ). In the sequel ∂−1

x is the
Fourier multiplier with symbol (iξ)−1 that maps H s

0 onto H s+1
0 for any s ∈R.
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Proof of item i : conjugation of a paradifferential operator

The conjugated operator

P (τ) :=ΦB (τ)◦∂x ◦OpBW [a]◦ΦB (τ)−1 ∈L
(
H s

0; H s−1−m
0

)
, ∀s ∈R , (B.8)

satisfies P (0) = ∂x ◦ OpBW [a], and using that ∂τ
(
ΦB (τ)−1

)
= −ΦB (τ)−1 ◦ ∂τΦB (τ) ◦ΦB (τ)−1, it solves the

Heisenberg equation
∂τP (τ) = �B (τ) , P (τ)� , P (0) = ∂x ◦OpBW [a] . (B.9)

Lemma B.3. The operator A (τ) := ∂−1
x ◦P (τ) ∈L

(
H s

0; H s−m
0

)
solves





∂τA (τ) = i
�

OpBW [b (τ; x)ξ] , A (τ)
�
− 1

2

(
OpBW [bx (τ; x)] A (τ)+ A (τ)OpBW [bx (τ; x)]

)

+R ′ (τ) A (τ)− A (τ) R (τ)

A (0) = OpBW [a]

(B.10)

where R (τ), R ′ (τ) are smoothing operators in ΣṘ
−ρ
K ,K ′,1, uniformly in |τ| ≤ 1, preserving the zero-average sub-

spaces.

Proof. By (5.8) and Proposition 2.21 we have

B (τ)−OpBW [
ib (τ; x) ξ+ 1

2 bx (τ; x)
]
= R (τ) (B.11)

∂−1
x ◦B (τ)◦∂x = OpBW [b (τ; x)]◦∂x = OpBW [

ib (τ; x)ξ− 1
2 bx (τ; x)

]
+R ′ (τ) (B.12)

where R (τ) ,R ′ (τ) are smoothing operators in ΣṘ
−ρ
K ,K ′,1 preserving the zero-average subspaces. Then, by

(B.9), (B.11), (B.12) we get

∂τA(τ) = ∂−1
x ◦B (τ)◦∂x ◦ A (τ)− A (τ)◦B (τ)

=
(
OpBW [

ib (τ; x)ξ− 1
2 bx (τ; x)

])
A (τ)− A (τ)

(
OpBW [

ib (τ; x)ξ+ 1
2 bx (τ; x)

])
+R ′ (τ) A (τ)− A (τ)R (τ)

proving (B.10).

We now look for an approximate solution of (B.10) of the form

A(J) (τ) =
J∑

j=0
OpBW [

aj (τ)
]

, a0 (τ) ∈ΣΓ
m
K ,K ′,q [ǫ0, N ] , aj (τ) ∈ΣΓ

m−2j
K ,K ′,q+1 [ǫ0, N ] , ∀j= 1, . . . , J . (B.13)

We use the following asymptotic expansions derived by Proposition 2.21 and (2.28).

Lemma B.4. Let a be a symbol in ΣΓ
m
K ,K ′,q [ǫ0, N ]. Then the commutator

�
OpBW [ib(τ; x)ξ] , OpBW [a]

�
= OpBW [{

b(τ; x)ξ, a
}]
+OpBW [r−3(b(τ), a)]+R (τ)

with symbols {
b(τ; x)ξ, a

}
∈ΣΓ

m
K ,K ′,q+1 [ǫ0, N ] , r−3(b(τ), a)∈ΣΓ

m−2
K ,K ′,q+1 [ǫ0, N ] ,

and a smoothing operator R (τ) in ΣṘ
−ρ+m+1
K ,K ′,q+1[r, N ], uniformly in τ. Moreover

1
2 OpBW [bx (τ; x)]OpBW [a]+ 1

2 OpBW [a]OpBW [bx (τ; x)] = OpBW [bx (τ; x) a + r−2(b(τ), a)]+R (τ)

where r−2(b(τ), a) is a symbol in ΣΓ
m−2
K ,K ′,q+1 [ǫ0, N ], and R (τ) is a smoothing operator in ΣṘ

−ρ+m
K ,K ′,q+1 [ǫ0, N ].

We shall also use the following lemma concerning solutions of a transport equation.
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Lemma B.5. Let W
(

f ,τ; x,ξ
)

by a symbol in ΣΓ
m
K ,K ′,q [ǫ0, N ] uniformly in |τ| ≤ 1. Then the unique solution of




∂τQ

(
f ,τ; x,ξ

)
=

{
b

(
f ,τ; x

)
ξ, Q

(
f ,τ; x,ξ

)}
−bx

(
f ,τ; x

)
Q

(
f ,τ; x,ξ

)
+W

(
f ,τ; x,ξ

)

Q
(

f ,τ; x,ξ
)∣∣
τ=0 =Q0

(
f ; x,ξ

)
∈ΣΓ

m
K ,K ′,q [ǫ0, N ]

(B.14)

has the form

Q
(

f ,τ; x,ξ
)
=

(
1+ β̆y

(
f ,τ; y

))
Q0

(
f ; y , ξ

(
1+ β̆y

(
f ,τ; y

)))∣∣
y=x+τβ( f ;x) (B.15)

+
∫τ

0

1+ β̆y
(

f ,τ; y
)

1+ β̆y
(

f ,τ′; y
) W

(
f ,τ′; y + β̆

(
f ,τ′; y

)
,
ξ
(
1+ β̆y

(
f ,τ; y

))

1+ β̆y
(

f ,τ′; y
)

)
dτ′

∣∣∣∣∣
y=x+τβ(f ;x)

,

which is a symbol in ΣΓ
m
K ,K ′,q [ǫ0, N ], uniformly in |τ| ≤ 1.

Proof. The solution (x(τ),ξ(τ)) =φ0,τ(X ,Ξ) of the characteristics system

d

dτ
x (τ) =−b (τ; x (τ)) ,

d

dτ
ξ (τ) = bx (τ; x (τ)) ξ (τ) , (B.16)

with initial condition (x (τ) ,ξ (τ))|τ=0 =φ0,0(X ,Ξ) = (X ,Ξ) is (cf. [5, p. 83])

(x (τ) ,ξ (τ))=φ0,τ (X ,Ξ) =
(

X + β̆ (τ, X ) ,
Ξ

1+ β̆y (τ, X )

)
. (B.17)

By (B.16) and (B.14) we get d
dτ

[
ξ(τ)Q (τ; x (τ) ,ξ (τ))

]
= ξ(τ)W (τ; x (τ) ,ξ (τ)) and so, by integration,

ξ(τ) Q (τ; x (τ) ,ξ (τ))=ΞQ (0; X ,Ξ)+
∫τ

0
ξ(τ′)W

(
τ′; x(τ′),ξ(τ′)

)
dτ′ . (B.18)

The inverse flow φτ,0 (x,ξ), i.e. (x,ξ) =φ0,τ (X ,Ξ) if and only if (X ,Ξ) =φτ,0(x,ξ) is (cf. [5, p. 83])

(X ,Ξ) =φτ,0(x,ξ) =
(
x +τβ(x),ξ

(
1+ β̆y

(
τ; y

))
|y=x+τβ(x)

)
. (B.19)

In addition, by (B.17) and (B.19),

(
x(τ′),ξ(τ′)

)
=φτ,τ′ (x,ξ)=φ0,τ′ (φτ,0 (x,ξ)

)
=

(
y + β̆

(
τ′y

)
,
ξ
(
1+ β̆y

(
τ; y

))

1+ β̆y
(
τ′; y

)
)∣∣∣∣∣

y=x+τβ(x)

. (B.20)

We deduce (B.15) inserting (B.19) and (B.20) in (B.18). Finally Q
(

f ,τ; x,ξ
)

is a symbol in ΣΓ
m
K ,K ′,q [ǫ0, N ], by

(B.15) and Lemmata 2.8 and 2.9.

Step i): Determination of the principal symbol a0. From (B.10), (B.13) and Lemma B.4 the principal symbol
a0 solves the equation

{
∂τa0 (τ; x,ξ) =

{
b (τ; x)ξ, a0 (τ; x,ξ)

}
−bx (τ; x) a0 (τ; x,ξ)

a0 (0; x,ξ) = a (x,ξ) .
(B.21)

By Lemma B.5 with W = 0 and Q0 = a, the solution of (B.21) is given by (B.2). The operator A(0) := A(0) (τ) :=
OpBW [a0 (τ)] solves approximately (B.10) in the sense that, by (B.21) and Lemma B.4,

∂τA(0) = i
�

OpBW [b (τ)ξ] , A(0)�−OpBW
[

bx (τ)
2

]
A(0) − A(0)OpBW

[
bx (τ)

2

]
+OpBW [

r (0)(τ)
]
+R (0) (τ) (B.22)

where r (0)(τ) := −r−3(b, a0)− r−2(b, a0) is a symbol in ΣΓ
m−2
K ,K ′,q+1 [ǫ0, N ] and R (0) (τ) is a smoothing operator

in ΣṘ
−ρ+m
K ,K ′,q+1 [ǫ0, N ], unifomly in τ∈ [0,1].

Step ii): Determination of the subprincipal symbol
∑J

j=1 aj. We define a1(τ; x,ξ) as the solution of the
transport equation

{
∂τa1 (τ; x,ξ) =

{
b (τ; x)ξ, a1 (τ; x,ξ)

}
−bx (τ; x) a1 (τ; x,ξ)− r (0) (τ; x,ξ)

a1 (0; x,ξ) = 0.
(B.23)
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By Lemma B.5 the symbol a1 (τ; x,ξ) is in ΣΓ
m−2
K ,K ′,q+1. By Equations (B.22) and (B.23) and Lemma B.4

A(1)(τ) := A(0)(τ)+OpBW [a1(τ)]

is a better approximation of equation (B.10) in the sense that

∂τA(1) = i
�

OpBW [b (τ)ξ] , A(1)�−OpBW
[

bx (τ)
2

]
A(1) − A(1)OpBW

[
bx (τ)

2

]
+OpBW [

r (1)(τ)
]
+R (1) (τ) (B.24)

where r (1) :=−r−3(b, a1)− r−2(b, a1) is a symbol in ΣΓ
m−4
K ,K ′,q+1 [ǫ0, N ] and R (1) (τ) are smoothing operators in

ΣṘ
−ρ+m
K ,K ′,q+1 [ǫ0, N ] uniformly in |τ| ≤ 1.
Repeating J times (J ∼ ρ/2) the above procedure, until the new paradifferential term may be incorpo-

rated into the smoothing remainder, we obtain an operator A(J) (τ) :=
∑J

j=0 OpBW
[
aj (τ)

]
as in (B.13) solving




∂τA(J) (τ) = i

�
OpBW [b (τ)ξ] , A(J) (τ)

�
−OpBW

[
bx (τ)

2

]
A(J) (τ)− A(J) (τ)OpBW

[
bx (τ)

2

]
+R (J) (τ)

A(J) (0) = OpBW [a]
(B.25)

where R (J) (τ) are smoothing operators in ΣṘ
−ρ+m
K ,K ′,q+1 [ǫ0, N ] uniformly in |τ| ≤ 1.

Step iii) : Analysis of the error. We finally estimate the difference between the conjugated operator P (τ) in
(B.8) and P (J) (τ) := ∂x ◦ A(J) (τ).

Lemma B.6. P (τ)−P (J) (τ) is a smoothing operator R (τ) in ΣṘ
−ρ+m+1+N
K ,K ′,q+1 [ǫ0, N ] uniformly in |τ| ≤ 1.

Proof. In view of Eqs. (B.11), (B.12) and (B.25), the operator P (J)(τ) = ∂x ◦ A(J) (τ) solves an approximated
Heisenberg equation (cf. (B.9))

∂τP
(J) (τ) =

�
B , P (J) (τ)

�
+R (τ) , R(τ)∈ΣṘ

−ρ+m
K ,K ′,q+1 . (B.26)

Recalling (B.8) we write

P (J) (τ)−P (τ) =V (τ)ΦB (τ)−1 where V (τ) := P (J) (τ)ΦB (τ)−ΦB (τ)◦∂x ◦OpBW [a] .

By (B.26) we have that ∂τV (τ) = B (τ)V (τ)+R(τ)ΦB (τ), V (0) = 0, and therefore, by Duhamel and ∂τΦB = BΦB

we deduce V (τ) =ΦB (τ)
∫τ

0 ΦB (τ′)−1R(τ′)ΦB (τ′)dτ′ and thus

P (J) (τ)−P (τ) =
∫τ

0
ΦB (τ)◦ΦB (τ′)−1 ◦R(τ′)◦ΦB (τ′)◦ΦB (τ)−1 dτ′ .

This is a smoothing operator in arguing as in [5, Proof of Thm. 3.27].

Lemma B.6 implies that P (τ) = ∂x ◦ A(J) (τ)+R(τ) concluding the proof of Proposition B.1-i with symbol
P =

∑J
j=1 aj (1). Item ii follows similarly as in [7, Lemma A.5]. Item iii is given in [5, Remark at page 89].

Proof of Proposition B.2

In view of (B.4) and Lemma 5.3 the flow ΦW (τ) :=ΦW
(

f ,τ
)

generated by (B.5) is well posed and

d

dτ

(
ΦW (τ)−1 ◦∂x ◦OpBW [a]◦ΦW (τ)

)
=−ΦW (τ)−1 �

∂x ◦OpBW [w ] , ∂x ◦OpBW [a]
�
ΦW (τ) (B.27)

and a Taylor expansion gives

ΦW (1)−1 ∂x ◦OpBW [a]◦ΦW (1)

= ∂x ◦OpBW [a]−
�
∂x ◦OpBW [w ] , ∂x ◦OpBW [a]

�
+

L∑

ℓ=2

(−1)ℓ

ℓ!
Adℓ

∂x◦OpBW [w]

(
∂x ◦OpBW [a]

)

+
(−1)L+1

L!

∫1

0
(1−τ)L

ΦW (τ)−1 ◦AdL+1
∂x◦OpBW [w]

(
∂x ◦OpBW [a]

)
◦ΦW (τ)dτ . (B.28)
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Since ∂x◦OpBW [w ] belongs toΣΓ
−d
K ,K ′ ,1, d> 0, then, by Proposition 2.21 each commutator

�
∂x ◦OpBW [w ] , ·

�

gains d> 0 unit of order and one degree of vanishing in f and (B.28) is an expansion as in (B.6) in operators
with decreasing order and increasing degree of homogeneity with a symbol P of order m−2d. Item iii follows
as in [5, Remark at page 89], see also [10], by properties of the flow generated by paradifferential operators.
Thus, Proposition 2.21, give that the last term of (B.28) belongs to ΣṘ

1+m−d(L+1)+max{0,1−d}N
K ,K ′,q [ǫ0, N ], hence

if L +1 ≥ ρ+1+m+max{0,1−d}N
d

it belongs to ΣṘ
−ρ
K ,K ′,q [ǫ0, N ]. If w,a are real and even in ξ, then the operators

∂x ◦OpBW [w ] and ∂x ◦OpBW [a] are Hamiltonian (cf. (2.21)). The commutator of two Hamiltonian operators

Ad∂x◦OpBW [w]

(
∂x ◦OpBW [a]

)
= ∂x ◦S , S := OpBW [w ]◦∂x ◦OpBW [a]−OpBW [a]◦∂x ◦OpBW [w ] , (B.29)

where S = S∗, S = S, is another Hamiltonian operator where, by Proposition 2.21, the operator S = OpBW [s]
with a real symbol s inΣΓ

m−d
K ,K ′,q+1 [ǫ0, N ] even in ξ (cf. (2.21)), up to a smoothing operator inΣṘ

−ρ
K ,K ′ ,q+1 [ǫ0, N ],

by renaming ρ. Applying iteratively this result to Adℓ
∂x◦OpBW [w]

(
∂x ◦OpBW [a]

)
the formula (B.6) follows.

Let us prove (B.7). As in (B.27) we have that

d

dτ

(
ΦW (τ)−1 ◦∂t ◦ΦW (τ)

)
=−ΦW (τ)−1 ◦

�
∂x ◦OpBW [w ] , ∂t

�
◦ΦW (τ) =ΦW (τ)−1 ◦∂x ◦OpBW [wt ]◦ΦW (τ)

and a Taylor expansion gives

ΦW (1)−1 ◦∂t ◦ΦW (1) = ∂t +∂x ◦OpBW [wt ]+
L∑

ℓ=2

(−1)ℓ−1

ℓ!
Adℓ−1

∂x◦OpBW [w]

(
∂x ◦OpBW [wt ]

)
(B.30)

+
(−1)L

L!

∫1

0
(1−τ)L

ΦW (τ)−1 ◦AdL
∂x◦OpBW [w]

(
∂x ◦OpBW [wt ]

)
◦ΦW (τ) dτ .

Since ΦW (1)−1◦∂t ◦ΦW (1) = ∂t +ΦW (1)−1◦ (∂tΦW (1)) = ∂t −
(
∂tΦW (1)−1

)
◦ΦW (1) we deduce by (B.30) that

−∂tΦW (1)−1 ◦ΦW (1) = ∂x ◦OpBW [wt ]+
L∑

ℓ=2

(−1)ℓ−1

ℓ!
Adℓ−1

∂x◦OpBW [w]

(
∂x ◦OpBW [wt ]

)
+R

where, if L&d,N ρ, then R is in ΣṘ
−ρ
K ,K ′+1,2 [ǫ0, N ] (renaming ρ). Then (B.7) follows arguing as for (B.6) and if

w is real and even in ξ we also deduce that T is real and even in ξ.
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