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Abstract

This thesis is devoted to the study of some dynamic viscoelastic models with memory in
time-dependent domains. In the first chapter we consider a domain with prescribed time-
dependent cracks, while in the second chapter also the cracks have to be determined. In
the third chapter we regard the same viscoelastic material with memory in the contest of
a one-dimensional debonding problem, with assigned debonding front.
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Introduction

This thesis is devoted to the study of some dynamic viscoelastic models with memory in
time-dependent domains. More precisely, in the first two chapters we consider the case of a
domain with time-dependent cracks, while in the third chapter we study a one-dimensional
debonding model (with assigned debonding front).

In the literature there are several results for hyperbolic equations on noncylindrical
domains, namely time-dependent domains. For the wave equation, we refer to [3], [51],
[14], [15], [25], [40], [45], and [50], where the problem is studied with different techinques
(e.g. Galerkin methods, change of variable, semigroup theory). We also refer to [2], [4],
[7], [34], and [36], for different evolution equations in time dependent domains.

Moreover, for the particular case of domains with time-dependent cracks one of the
first work is [17], while for the debonding problem we refer to [20]. In [17] and [20] the
authors considered the wave equation (see also, e.g., [21, 8, 9, 24, 42]), which is used to
study elastic materials without damping. In recent years more attention has been paid
to materials exhibiting viscoelastic behaviour, in particular to viscoelastic materials with
memory.

We now describe in more details the viscoelastic problem with memory we study in this
thesis. Let 7" > 0 and let {€}c[—o0,7) be a time-dependent family of open subset of R,
with d > 1. The viscoelastic problem with memory we are considering in this thesis has
the form

t

i(t,x) — div((C(z) + V(x))Eu(t, z)) + div(/ e 'V (z)Bu(r, x) dT) = f(t,z), (1)
for (t,x) € Use(—oo,m) 15} X s, where u, Eu, and ii, are the displacement, the symmetric
part of its gradient, and its second derivative with respect to time, C and V are the elasticity
and viscosity tensors, while f is the external load. For the system in (1) the stress is given

by
t

o(t,x) = C(x)Eu(t,x) + V(z)Eu(t,z) — / e” 'V(x)Eu(r, x)dr. (2)

—0o0
Moreover, as in [16, 31] we assume that we know the displacement u on (—o0,0] and we
want to solve (1) on [0,7]. It is convenient to write (1) in the form

i(t, x) — div(oo(t, x)) = lo(t,x)  (t,7) € Useo,r{s} x s, 3)

xi
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where
oo(t,z) = C(z)Eu(t,z) + V(x)Eu(t,x) — /0 e” 'V (z)Eu(r, x) dr, (4)
lo(t,z) == f(t,x) — divFy(t, z), (5)
0
Fo(t, x) ::/ e" ' V(z)Bug(r, ) dr (6)

and ug is a function that represents the displacement on (—oo, 0], namely u(t,z) = ug(t, z)
for every (s,2) € Use(—oo,0/{8} X €2s. Moreover, system (3) is is complemented by suitable
initial and boundary conditions.

When the domains are constant in time, viscoelastic problems with memory similar to
(1) and (3) have a long history and were studied by Boltzmann ([5], [6]) and Volterra ([48],
[49]), while recent results can be found in [26], [31], [32], and [46].

In this thesis we consider the case of time-dependent domains, more precisely we study
the particular cases related to crack growth and to a one dimensional debonding problem.
In the first case we have Q; = Q \ I'y, where 2 is an open bounded subset of R? and T is
a (d — 1)-dimensional closed subset of  increasing with respect to time, which represents
the crack at time ¢ € [0,7] (see Chapter 1 and 2). In the debonding problem we have
Q; = (0,£(t)), where ¢ is an increasing function, which represents the debonding front at
time ¢ € [0, 7] (see Chapter 3).

The thesis is organized in three chapters.

Chapter 1: A viscoelastic problem with prescribed time dependent cracks

This chapter is devoted to the study of the viscoelastic model (3), when d > 2, Q; = Q\ T,
and {Ft}[o.T} is prescribed. This is a preliminary step to solve the dynamic crack problem,
where {I't }(o.7) is not prescribed (see Chapter 2).

The system without damping terms, which reduces to the elastodynamics system, is

i(t,x) — div(C(z)Eu(t,z)) = f(t,z) te€[0,T],x € Q\ Ty, (7)

and is studied in [17, 21, 8, 9, 24]. Regarding viscoelastic materials, the well known Kelvin-
Voigt’s model leads to the system

i(t,x) — div(C(z)Bu(t,z)) — div(V(x)Eu(t,x)) = f(t,x) t€[0,T],z € Q\Ty, (8)

which is studied in [17, 47, 10]. As explained in details in the introduction of Chapter 2,
this model can not be used in dynamic crack growth because it leads to the Viscoelastic
Paradox (i.e., the crack can not increase). This is the reason why we study a different
problem, namely the model with memory given by (3).

The existence of a solution u for problem (3) (with prescribed cracks t — I't) is given
by [43], together to an energy inequality.



Introduction xiii

In this chapter we present the results obtained in [11], in collaboration with G. Dal
Maso, on the uniqueness of the solution u (Theorem 1.1.9) and on its continuous dependence
on the data, in particular on the cracks {I';}4cjo,r] (Theorem 1.3.2). For the case of the
pure elasticity or the Kelvin-Voigt’s model the argument adopted to prove uniqueness is
based on an change of variable, which allows to recast the original problem in a new one
with a more complex equation, but with domain constant in time (see [21, 8, 9, 10]).
Unfortunately, this technique can not be applied to (3), due to the difficulties given by the
integral term.

To overcome this problem, we consider a new argument, relying on a fixed point argu-
ment. More precisely, we write problem (3) in the equivalent form

i(t,z) — div((C(z) + V(x))Eu(t,x)) = lo(t,z) — divF,(t,z) t € [0,T], z € Q\ Ty (9)

where

F.(t,x) ::/0 e ' VEu(r, z)dr. (10)

In (9) we regard the viscoelastic problem with memory as an elastic problem with forcing
term depending on u. This allows us to estimate v in terms of I, using the energy inequality
for the solution of (7). Then we estimate F,, in terms of u using just the its definition, and
uniqueness is obtained from the combined estimate (Subsection 1.2.2). In order to apply
this argument, in Subsection 1.2.1 we have to extend the results known in the literature
for (7) to more general forcing terms, which will be needed to study (9).

Our second result (Theorem 1.3.2) is the continuous dependence of the solutions of (3)
on the cracks. More precisely, we consider a sequence I'}' of time dependent cracks and
the solutions u™ of problem (3) with I'; replaced by I'f. Under suitable assumption on
the convergence of I'}! to I'y we prove that the sequence u™ converges to the solution u of
(3). Our assumptions of I'} are similar to those considered in [21] and [8] to prove the
corresponding result for (7).

To prove the continuous dependence we write our problem in the form (9) and we
regard u™ as a fixed point for a suitable operator depending on n, which is a contraction
if T' is small enough. Under this assumption the convergence of u" is a consequence of a
general results on fixed points of contractions (Lemma 1.3.3). To show that its hypotheses
are satisfied, we use the continuous dependence on the cracks of the solutions of problem
(7) (see [21] and [8]) and we obtain the result for (3) if T" is small enough. If T is large we
divide the interval [0, 7] into smaller intervals, where we can apply the previous result.

The chapter is organized as follows:
e in Section 1.1 we give the precise formulation of problem (3):

— in Subsection 1.1.1 we make precise the hypotheses on the data and we recall
some basic results in crack theory;
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— in Subsection 1.1.2 we define the function spaces involved in the weak formula-
tion of the problem;

e in Section 1.2 we prove the uniqueness for problem (3):
— in Subsection 1.2.1 we generalized some results of [21] and [8] regarding energy

estimates for the wave equations;

— in Subsection 1.2.2 we prove the uniqueness for (3) (Theorem 1.1.9);
e in Section 1.3 we study the continuous dependence on the data:

— in Subsection 1.3.1 we prove some preliminary results, extending the results of
[21] and [8];

— in Subsection 1.3.2 we prove the continuous dependence (Theorem 1.3.2).

Chapter 2: Dynamic crack growth in viscoelastic materials with memory

This chapter is devoted to the study of dynamic crack growth in viscoelastic materials
governed by system (3). The original results of this chapter are contained in [12].

In the same spirit of [18] and [19], we can describe the problem of dynamic crack growth
as following. Given a (d — 1)-dimensional closed set 'y, C € (the crack at initial time),
we want to find a family of (d — 1)-dimensional closed sets {I'; };c[o,77 (the cracks at every
time) and a displacement function u(t): 2\ I'y — R such that

i) wsatisfy (3) on Uy o r){s}t % (2\T's) with prescribed initial conditions at ¢ = 0 and
boundary conditions on 92 and T';

ii) To =Ty, and I’y C Ty if s < ¢t;

iii) u and {Ft}te[O,T] satisfy a dynamic energy-dissipation balance, a dynamic version of
Griffith’s criterion (see [35], [39], and [37]), namely

Et) +D(t) + HL Ty \ Tin) = £(0) + W(t), for every t € [0,T], (11)

where £(t) is the sum of kinetic and elastic energy at time ¢, and D(¢) is the energy dis-
sipated by viscosity in the time interval [0, t], H%1(I';\ ;) is the (d—1)-dimensional
Hausdorff measure of I'; \ I';, (interpreted as the energy dissipated to produce the
crack), and W(t) is the work done by the external forces in the interval [0, ¢];

iv) {T't}efo,r) satisfies a maximal dissipation condition, which forces the crack to run as
fast as possible (see Definition 2.3.1).
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Conditions i) and iii) provide a coupling between the displacement u and the cracks
{Tt}ieo,r)- For this reason, a pair (u,{T't}ejo,r)) satisfying conditions i)-iv) is called a
solution of the coupled problem.

Note that, if in i) the model with memory is replaced by Kelvin-Voigt’s model described
by (8), then it is known (see [17] and [47]) that the corresponding solution (u, {I't}sc[0,1])
of the coupled problem satisfies I'y = Ty for every ¢ € [0, 7], namely the crack never grows.
This phenomenon is known in the mechanical literature as the Viscoelastic Paradox (see,
e.g., [46]). It motivates our choice of the viscoelastic model (3) in i).

In this chapter we study problem i)-iv) when 2 C R? (namely d = 2) and assuming very
strong regularity conditions on the shape of the cracks {I't};c[o,7] and on their dependence
on t. Under this a priori assumptions, we prove the existence of a solution of the coupled
problem (Theorem 2.3.3).

The proof of this result follows the lines of [18] and [19], where the case of pure elasticity
is considered. To deal with the memory term given by (10), we use the results of Chapter 1.
In particular the continuous dependence on the data is a fundamental tool for a compactness
argument that plays a key role in the proof of Theorem 2.3.3.

The chapter is organized as follows:

e in Section 2.1 we give the precise formulation of the problem and all the preliminary
results:

— in Subsection 2.1.1 we describe the a priori bounds on the geometry of the cracks
and on their time evolution;

— in Subsection 2.1.2 we define the function spaces for the weak formulation of
the problem;

— in Subsection 2.1.3 we extend some preliminary results of Chapter 1;
e in Section 2.2 we deal with the energies involved in the problem:

— in Subsection 2.2.1 we make precise the formulation of the dynamic energy-
dissipation balance;

— in Subsection 2.2.2 we define the class of cracks {I'; };c[o, ) such that the energy-
dissipation balance is satisfied, we show that the this class is non-empty, and
we prove a compactness result;

e in Section 2.3 we define the maximal dissipation condition and we prove the main
result of the chapter (Theorem 2.3.3).
Chapter 3: A viscoelastic problem with prescribed debonding front

This chapter is devoted to the study of a debonding problem for a viscoelstic bar with
memory. The reference configuration of the bar is the interval [0, L], for a given L > 0. We
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assume that at every time t the portion [£(t), L] is attached to a rigid substrate, while the
behaviour of the detached part of the bar is governed by the equation
eT—t

utt(t,x)—um(t,x)—i—/o Tum(T, x)dr=f(t,z)—Fy(t,x), te€[0,T],x € (0,£(t)). (12)

In the previous formula w represents the longitudinal displacement of the reference con-
figuration (extended as uw = 0 outside {(¢,z)|t € [0,T],z € (0,€(t))}), while the right
hand side denotes the forcing terms. Equation (12) is a particular case of (3) when d = 1,
Q = (0,£(t)), and C =V = 1.

Since the bar is attached on [£(t), L], we have that the displacement satisfies u(t,z) = 0
for every t € [0,T] and = € [¢(t), L]. The number ¢(¢) represents the debonding front at
time ¢ and, since we assume that the debonding process is irreversible, the function ¢ is
increasing. In the debonding problem besides (12) one considers another equation that
couples £ and u and one has to solve the coupled problem.

In this chapter we consider only (12) assuming that the function ¢ is a prescribed
Lipschitz function satisfying 0 < £(t) < 1. Our main result is the existence and uniqueness
of the solution of (12) with prescribed initial and boundary conditions (see Theorem 3.2.18).
Moreover, we obtain some regularity results for the solution « and for its energy considered
as a function of time (see Theorem 3.3.5).

As done in the previous chapters, in order to solve (12) we study the auxiliary problem
without viscosity given by

u(t, ) —uze (t, ) = f(t,2) — Fp(t,x), t€[0,T],x € (0,0(t)). (13)

Existence and uniqueness for problem (12) are then obtained by a fixed point argument.

Problem (13) is studied in [20] when f = F = 0 and in [42] when F' = 0. Since the
spatial derivative F) is defined only in the sense of distributions, we cannot apply the
previous results directly. However, we are able to prove that the solution of (13) is given
by an explicit formula, which extends the classical d’Alembert’s formula. We note that
this formula is much more complex than to the corresponding one for F' = 0 (obtained in
[42]). Thanks to this formula we also get some extra regularity for the solution, which will
be crucial for some final results regarding energy balance.

Using these results we are able to prove in Section 3.3 that the total energy correspond-
ing to (12) is absolutely continuous with respect to time. This is a crucial step in order
to define the the equation coupling ¢ and u, and to study in a future work (see [13]) the
coupled problem, where also ¢ is unknown.

The chapter is organized as follows:

e in Section 3.1 we give some basic definitions;

e in Section 3.2 we prove existence and uniqueness for the auxiliary problem (13) and
the original viscoelstic problem (12), more precisely
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— in Subsection 3.2.1 we describe deal with some geometric considerations;

— in Subsection 3.2.2 we prove the representation formula and some regularity
results;

— in Subsection 3.2.3 we prove existence and uniqueness for (12);
e in Section 3.3 we study the total energy of the system:

— in Subsection 3.3.1 we prove that it is absolutely continuous with respect to
time;

— in Subsection 3.3.2 we explain the main ideas that will be used in future works
to study the debonding problem with non.prescribed debonding front.






Notations

Basic notation

Let d and m be positive integers.

Rmxd Space of real m x d matrices.

ngxn% Space of real symmetric m x d matrices.

AT Transpose of A € R4,

At Inverse of A € R4,

Asym Symmetric part of A € R4,

1 Identity matrix in R4,

A:B Euclidian scalar product between A, B € R™*¢.
a®b Tensor product between two vectors a, b € R,

L4 The d-dimensional Lebesgue measure in R

HI! The (d — 1)-dimensional Hausdorff measure in R
B,(x) The ball of radius r and center 2 in RY.

max{c, 5} Maximum between «, f € R.

min{cy, e} Minimum between a, 8 € R.

O, Partial derivatives with respect to the variable x;.
Du Jacobian matrix of the function w.

Eu Jacobian matrix of the function u, namely Fu = (Vu + Vul).
divT Divergence with respect to rows of a tensor 7.

xXix



Notations

Function spaces

Let X, Y be two metric spaces, let @ C R? be an open set, let (a,b) C R be an open
interval, let X be a Banach space and let p € [1, +o0].

CY(X;Y)
Lip(X;Y)
CH(Q;R™)
CE(%R™)
C(;R™)
Ch1(Q;R™)
D'(Q)
LP(Q;R™)
WHEP(Q; R™)
HE(Q;R™)
LP((a,b); X)
WEP((a,b); X)
H*((a,b); X)
C*([a, b]; X)
AC([a,b]; X)
Ci([a,b]; X)

Space of continuous functions from X to Y.

Space of Lipschitz functions from X to Y.

Space of R™-valued functions with k continuous derivatives.
Space of C*(Q; R™) functions with compact support in Q.
Space of functions that belong to C*(Q; R™) for every k.
Space of C*(Q; R™) functions whose k-derivatives are Lipschitz.
Space of distributions on 2.

Lebesgue space of p-integrable functions.

Sobolev space with k derivatives and p-integrable.

Sobolev space with k derivatives and 2-integrable.
Bochner-Lebesgue space of p-th power integrable functions.
Bochner-Sobolev space with k derivatives and p-integrable.
Bochner-Sobolev space with k derivatives and 2-integrable.
Bochner space of functions with k£ continuous derivatives.
Bochner space of absolutely continuous functions.

Bochner space of weakly continuous functions.

Remark 0.0.1. When m = 1, we omit R™ in the previous spaces, e.g. we write H*(Q)

instead of H*(Q;R™).

Remark 0.0.2. With a slight abuse of notation, we use ¢ to denote both the Bochner
derivative with respect to time (if ¢ = ¢(t,x)) and the derivative with respect to a single
variable (if ¢ = ¢(s)), depending on the context.

Remark 0.0.3. Every function in W*P(a,b; X) is always identified with its continuous

representative on [a, b].
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Remark 0.0.4. We make the usual identifications for Bochner spaces, e.g. L?(a,b; L?(Q)) ~
L?((a,b) x ) and H'(a,b; L2(Q)) N L?(a,b; H () ~ H((a,b) x Q).






Chapter 1

A viscoelastic problem with
prescribed time dependent cracks
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1.3.2 Proof of the continuous dependence . . . . ... ... ... .... 22

In this chapter we study the viscoelastic problem with memory on domains with pre-
scribed time dependents cracks. More precisely, we consider

t
ii(t) — div((C + V) Bu(t)) + div( / e VEu(r)dr) = ((t) in Qo (1.0.1)
0

where Q C R? is the reference configuration, [0,7] is the time interval, {T'¢}ie(o 7] is the
prescribed crack, Qs := {(z,t) : t € [0,T], x € Q\ I't}, u(t), Eu(t), and (t) are the
displacement at time ¢, the symmetric part of its gradient, and its second derivative with
respect to time, C and V are the elasticity and viscosity tensors, and £(t) is the external
load at time ¢. Problem (1.0.1) is complemented by initial conditions at ¢ = 0 for v and @
and by boundary conditions on 02 and I';. See the Introduction for more details on the
physical interpretation of (1.0.1).



2 1.1. Formulation of the problem

The chapter is organized ad follows. In Section 1.1 we give the precise formulation of
problem (1.0.1). More precisely, we give the hypotheses on the data (in particular on the
cracks) and we define the weak formulation of the problem.

Section 1.2 is devoted to the proof of the uniqueness for problem (1.0.1). In particular,
in Subsection 1.2.1 we generalized some results of [21] and [8] regarding energy inequalities
for the elastodynamic equation (that is problem (1.0.1) without the memory term), namely

i(t) — div((C + V)Eu(t)) = £(t) in Qe (1.0.2)

These inequalities will be crucial in order to have some estimates of the norm of the solution
of the wave equations in terms of the norm of the data. Using this estimates and a fixed
point argument, in Subsection 1.2.2 we prove the uniqueness for (1.0.1) (Theorem 1.1.9).
In Section 1.3 we study the continuous dependence on the data, in particular on cracks.
More precisely, in Subsection 1.3.1 we extend the results of [21] and [8] by proving some
results concerning the wave when the forcing term is more general and the formulation of
the problem is weaker. Finally, in Subsection 1.3.2 we prove the continuous dependence
(Theorem 1.3.2), which will be foundamental for the proof of the results of Chapter 2.
All the original results of this chapter are based on [11].

1.1 Formulation of the problem

The reference configuration of our problem is a bounded open set @ C R¢, d > 1, with
Lipschitz boundary 0€2. We assume that 92 = 0pQ U In2, where dp{2 and On§2 are dis-
joint (possibly empty) Borel sets, on which we prescribe Dirichlet and Neumann boundary
conditions respectively.

1.1.1 Basic notions

For every x € § the elasticity tensor C(z) and the viscosity tensor V(z) are prescribed
elements of the space E(ngxrg; ngxn%) of linear maps from Rﬁ;jb into Rg;,g, where Rg;ﬂl is the
space of reald d X d symmetric matrices. The euclidean scalar product between the matrices
A and B is denoted by A : B. We assume that the functions C, V:Q — L(R%Xd;Rdxd)

syms Ssym
satisfy the following properties, for suitable constants ag > 0 and My > 0:

(H1) (regularity) C is of class C! and max__g|C(z)|< Mo;

€

(H2) (symmetry) C(z)A: B = A:C(x)B for every x € Q and A, B € R%X¢;

sym?

(H3) (coerciveness) C(x)A : A > ag|A|? for every z € Q and A € R

sym>

(H4) (regularity) V is of class C* and max |V (z)|< Mo;
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(H5) (symmetry) V(z)A: B = A:V(z)B for every € Q and A, B € R%*4:

sym?

(H6) (coerciveness) V(z)A : A > ag|A|? for every z € Q and A € R%X4

sym*

Throughout the chapter we study the problem in the time interval [0, 7], with T>0.
For ¢t € [0, T] the crack at time ¢ is given by a subset I'; of the intersection between {2 and
a suitable d — 1 dimensional manifold I" (regarded as the crack path). We assume that

(H7) T is a complete (d — 1)-dimensional C? manifold with boundary;

(H8) QN AT = () and H YT N 9N) = 0, where H4~! denotes the (d — 1)-dimensianal
Hausdorff measure;

(H9) for every x € T'N 0N there exists an open neighborhood U, of z in R? such that
Uz N (Q\T) is the union of two non empty disjoint open sets U} and U, with
Lipschitz boundary;

(H10) Ty is closed, I'y € TNQ for every t € [0,T], and T's C T for every s < t (irreversibility
of the fracture process).

Moreover we assume that there exist ®, ¥ : [0, T] x Q — Q with the following properties:

(H11) @,V are of class C?!;
(H12) W(t,®(t,y)) =y and ®(¢,¥(t,7)) = x for every x,y € Q;

(H13) @(¢t,T) =T, ®(t,Tg) = Ty, and ®(t,y) = y for every t € [0,T] and every y in a
neighborhood of 0€2;

(H14) ®(0,y) =y for every y € Q;

(H15) for every y € Q
mdet(qj)ao

(1, )< Taet(P)0
OIS MWK

where the dot denotes the derivative with respect to ¢, mge (V) := mindet DV,
Mget (V) := maxdet D¥ and K is the constant in Korn’s inequality in Lemma 1.1.2
below.

We shall prove that our hypotheses imply that Korn’s inequality holds on Q \ I'. We
begin with the following technical lemma.

Lemma 1.1.1. Under hypotheses (H7)-(H9), the set Q\ I is the union of a finite number
of connected open sets with Lipschitz boundary.
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Proof. Since I' is a C? manifold of dimension d — 1, for every & € I' N there exists an
open neighborhood U, of = in R? such that U, N (Q\ I') is the union of two non empty
disjoint open sets U and U, with Lipschitz boundary.

By our hypothesis on I' N 92 the same property holds, more in general, for every
x € T'NQ. Since I' NQ is compact, there exists a finite number of points z1, ..., z, € T NQ
such that

rnQcul,u,,.

Since €2 has Lipschitz boundary, for every y € 0Q \ U™, U,, C 0Q \ T there exists
an open neighborhood Vj, of y in R¢ such that V,, N (2 \ T') has Lipschitz boundary. By
compactness there exists a finite number of points y1,...,y, € 0Q \ U2, U,, such that
O\ U, U, © UV,

Since Q\ (U2, Uy, UUT_,V,,) is compact and is contained in the open set Q\ I, there
exists an open set W with Lipschitz boundary such that

ﬁ\ (Uzy'ilUxi U U?:ﬂ/;/j) cWC Q\F

Therefore
o\r=wulJuulJu,ulJW, n@\1).
i=1 i=1 j=1

Since every open sets with Lipschitz boundary is the union of a finite number of connected
open sets with Lipschitz boundary, the conclusion follows. O

For every u € H'(Q \ I'; R%) Du denotes jacobian matrix in the sense of distributions
on Q\ T and Fu is its symmetric part, i.e.,

1
Eu = §(Du + DuT).

Lemma 1.1.2. Under hypotheses (HT7)-(H9), there exists a constant K, depending only on
Q and I, such that

1Dl < K (|ful]*+ ]| Bull) (1.1.1)

for every u € HY(Q\ T;RY), where ||-|| denotes the L? norm.

Proof. The result is a consequence of the second Korn’s inequality (see, e.g., [41, Theorem
2.4]), applied to the sets with Lipschitz boundary provided by Lemma 1.1.1. ]

Remark 1.1.3. Under hypotheses (H7)-(H9), using a localization argument (see the proof
of Lemma 1.1.1) we can prove that the trace operator is well defined and continuous from
HY(Q\T;R?) into L?(05;R?).



Chapter 1. A viscoelastic problem with prescribed time dependent cracks 5

1.1.2 Function spaces

We now introduce the function spaces that will be used in the precise formulation of
problem (1.0.1). We set

V:=H'Q\I;RY) and H := L*(;RY). (1.1.2)

For every finite dimensional Hilbert space Y the symbols (-,-) and ||-|| denote the scalar
product and the norm in the L?(Q;Y), according to the context. The space V is endowed

with the norm
1/2
ully:= ([[ull®+]| Dul?)"/2. (1.1.3)

For every t € [0,T] we define
Vi = H'(Q\T;RY and V;P :={u e V; | ulspa= 0}, (1.1.4)

where u|p, o denotes the trace of u on dpQ2. We note that V; and VtD are closed linear
subspaces of V.
We define

V:={ve L*0,T;V)NHY0,T;H) |v(t) € V; for a.e. te (0,T)}, (1.1.5)

which is a Hilbert space with the norm

N|=

lellve= (lel3aza ol o.zm)F (1.1.6)
where the dot denotes the distibutional derivative with respect to t. Moreover we set
VP = {veV|ut) e VP forae te(0,T)} (1.1.7)
and note that it is a closed linear subspace of V.
Remark 1.1.4. Since H(0,T; H) — C°([0,T]; H) we have
V< CY([0,T], H).

In particular v(0) and v(7T) are well defined as elements of H, for every v € V.

We set
7. 72/0). RdXd
H := L*(Q;RGD). (1.1.8)
On the forcing term £(t) of (1.0.1) we assume that
0(t) := f(t) — divF(t), (1.1.9)
where .
feL?0,T;H) and F e HY(0,T;H) (1.1.10)

are prescribed function.
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Remark 1.1.5. As usual the divergence of a matrix valued function is the vector valued
function whose components are obtained taking the divergence of the rows.

As for the Dirichlet boundary condition on dpf2, it is obtained by prescribing a function
up € H*(0,T; H)N HY0,T; Vy). (1.1.11)

We impose that for a.e. t € [0, 7] the trace of the solution wu(t) is equal to the trace up(t)
on Opfl, i.e.,
u(t) —up(t) € V;P.

About the initial data we fix
uw’eVy and w' € H. (1.1.12)
Moreover, we assume the compatibility condition
u® —up(0) € ViP. (1.1.13)
We are now in a position to give the precise definition of solution of problem (1.0.1).

Definition 1.1.6 (Solution for visco-elastodynamics with cracks). We say that u is a weak
solution of problem (1.0.1) of visco-elastodynamics on the cracked domains Q \ T';, with
external load ¢ = f — divF, Dirichlet boundary condition up on 9p{2, natural Neumann
boundary condition on Ox§ U Ty, and initial conditions u° and !, if

weV and u—upec VP, (1.1.14)

T T T rt
_/0 (u(t),go(t))dt—i—/o ((C+V)Eu(t),Ecp(t))dt—/o /Oe (VEu(r), Ep(t))drdt

T T
= [ wareunas [, po ar
for all p € VP with ¢(0) = ¢(T) =0, (1.1.15)
uw(0)=u’ in H and 4(0)=u'! in (V) (1.1.16)
where (V”)* denotes the topological dual of V;P for ¢ = 0.

Remark 1.1.7. If u satisfy (1.1.14) and (1.1.15), it is possible to prove that & € H(0,T; (V?)*)
(see [43, Remark 4.6]), which implies @ € C°([0,T]; (V{®)*). In particular 7(0) is well de-
fined as an element of (V©)*.

Remark 1.1.8. Under suitable regularity assumptions, w is a solution in the sense of
Definition 1.1.6 if and only if u(0) = u°, 7(0) = u!, and for every t € [0,T]

ii(t) — div((C + V) Bu(t)) + div( /0 e VEu(r)dr) = f(t) — divF(t)  in Q\Ty,
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u(t) = up(t) on 0pf2,
((C+V)Bu(t) - /0 "' VEu(r)dr v = F(t)v on OnQ,
((C+V)Bu(t) - /0 Cort VEu(r) dT)jZ = F(t)*v on T,

where v is the unit normal and the symbol 4+ denotes suitable limits on each side of I'.
The last two conditions represent the natural Neumann boundary conditions on Oy
and on the faces of I';.

To describe the boundedness properties of the solutions of problem (1.1.14)-(1.1.16),
we introduce the space

Ve = {v e L0, T; V)N Wh(0,T; H) |v(t) € V; for ae. t € (0,T)}, (1.1.17)
which is a Banach space with the norm

[0llvee:= Nlvll oo o,rsv) F110l oo 0,750) - (1.1.18)

As for the continuity properties, it is convenient to introduce the space of weakly continuous
functions with values in a Banach space X with topological dual X*, defined by

C2([0,T]; X) := {v:[0,T] = X |t + (h, v(t)) is continuous for every h € X*}.
We are now in position to state one of the main results of the chapter.

Theorem 1.1.9. Assume (H1)-(H15) and (1.1.10)-(1.1.13). Then there exists a unique
solution of problem (1.1.14)-(1.1.16). Moreover u € V>, u € C2([0,T);V), and 1 €
Co([0,T]; H).

The existence of a solution is proved in [43] under much weaker assumptions on the
cracks I';. The uniqueness will be proved in the next section.

1.2 Uniqueness

In our proof of Theorem 1.1.9 we shall use some known results about existence and unique-
ness for the system of elastodynamics on cracked domains, where the memory terms is not
present. We set

A:=C+V (1.2.1)

and we consider A as the elasticity tensor of the auxiliary problem defined below.
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1.2.1 The auxiliary problem

Definition 1.2.1 (Solution for elastodynamics with cracks). We say that v is a weak
solution of problem (1.0.2) of elastodynamics on the cracked domains © \ I';, with external
load ¢ = f — divF, Dirichlet boundary condition up on dpf?, natural Neumann boundary
condition on On§Q U Ty, and initial conditions «” and u!, if

veV and v—upe VP, (1.2.2)
T T T

- / (6(t), (1)) dt + / (ABv(t), Bo(t)) dt = / (F(8), ol(t)) dt
0 0 0

T
+/(ﬂmemm-mmmweWMMhﬂm:wﬂ:o, (1.2.3)
0
v(0)=u’ in H and 0(0)=u'! in (V)" (1.2.4)
The following technical lemma will be used in the proof of Theorem 1.2.3.

Lemma 1.2.2. Let v be a weak solution according to Definition 1.2.1 satisfying ©(0) = 0
in the sense of (VP)*. Then (1.2.3) holds for every ¢ € VP such that p(0) € VP and
©(t) = 0 in a neighborhood of T, even if the condition ¢(0) = 0 is not satisfied.

Proof. Let ¢ as in the statement. For every € > 0, we define

[ Lp0)  fortelo, el
Pe(t) = { p(t—e) forte (e T

Then . € VP and ¢.(0) = ¢-(T) = 0, for £ small enough (1.2.3) holds for .. We observe
that

o0, ¢ Ly o), ot —
/0 (6(t), $e(t)) dt = / (6(), (0)) dt + / (6(8), (¢ — ) dt

€Jo
T
- /0 (6(2), o(1)) dt

as € — 0, where we have used the initial condition in the first term and the continuity of
translations in the second one. In a similar way we can pass to the limit in the other terms
of equation (1.2.3). O

We are now in a position to state the existence and uniqueness result for the solutions
of elastodynamics with cracks.

Theorem 1.2.3. Assume (H1)-(H15) and (1.1.10)-(1.1.13). Then there ezists a unique
solution v of problem (1.2.2)-(1.2.4). Moreover v € V>, v € C9([0,T);V), and v €
Co([0,T]; H).
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Proof. In the case F' = 0 the existence result, together with an energy bound, is proved in
[8] and [47] (a previous result in the scalar case is proved in [17]). When F is present, the
same proof can be repeated with obvious modifications (for instance it is enough to repeat
the arguments of [43] with V = 0).

As for uniqueness, it can be proved as in [24, Example 4.2 and Theorem 4.3]. Since
in that paper the initial conditions are given in a different sense, we have to replace [24,
Proposition 2.10] by our Lemma 1.2.2.

The uniqueness result and the existence of a solution with bounded energy imply that
the solution satisfies v € V*°. This fact, together with the continuity of v in H and
v € (VP)* (Remark 1.1.7), implies that v € C9([0,T]; V) and © € C%([0,T]; H) (see, e.g.,
[30, Chapitre XVIII, §5, Lemme 6]). O

We now deal with some energetic considerations that will be crucial in the next section.
For every v € C([0,T); V), with © € CO([0,T]; H), the energy of v is defined for every

t€[0,7] as
£,(t) = %||i)(t)\|2+%(AEv(t),Ev(t)). (1.2.5)

Under the same assumption on v, when up = 0 the work done by the external forces on
the displacement v in the time interval [0,¢] C [0,7] can be written as

Watt) = [ (7606 s~ [ ((6), Buls) s
+ (F(t), Ev(t)) — (F(0), Ev(0)), (1.2.6)
see for instance [43, Remarks 5.9 and 5.11].
We now give an inequality regarding the energy of the system.

Theorem 1.2.4. Under the assumptions of Theorem 1.2.3, if up = 0, then the unique
solution v of problem (1.2.2)-(1.2.4) satisfies the energy inequality

Eu(t) < E(0) +Wy(t) for all t €[0,T]. (1.2.7)
For a proof we refer to [24, Corollary 3.2] and [43, Remark 5.11].

Proposition 1.2.5. Under the assumptions of Theorem 1.2.3, suppose in addition that
up = 0 and u® = 0. Then there exists a positive constants A, depending on the constant
K in Korn’s inequality (1.1.1) and on the constant o in (H3), but not on T, f, F, and
ul, such that the solution v of problem (1.2.2)-(1.2.4) satisfies

lollve< AQ + )t |+HIF oo 2oty T2 E oy H iz 0mm)) - (1:28)
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Proof. Under our assumption we have
Wy(t) = /0 (f(s), 5(s))ds — /0 (F(s), Bu(s)) ds + (F(t), Bu(t)),

1
£.(0) = 5P
Recalling (H3), (H6), and (1.2.7) we have

1. . Qg .
§||U(t)||2+7HE’U(t)||2 < Tl/QHFHLQ(O,T;H)HEUHLOO(O,T;JEI)

+ ||F||Loo(o,T;ﬁ)||EU||L<><>(0,T;FI)

. 1
+ Tl/QHf”L?(O,T;H)HU||L°°(O,T;H)+§||UIHQ'
for all t € [0,T]. We set

S:= sup ([[6(t)|[*+[ Ev(t)]*)"/>.
te[0,7

From the previous inequality we obtain
min{1/2, 60/2}8 < TV F | ooy 1l oo (1:29)
+T1/2||f||L2(O,T;H)+||U1H- (1.2.10)

Since v(t) = fgi;(s) ds we have supycpoq[v(t)||< T'S. Using Korn’s inequality (1.1.1) we
obtain sup;cp || Dv(t)]|< K'/28. Therefore

|ul < S+ K25 + T8,
which, together with (1.2.9), gives (1.2.8). O

1.2.2 Proof of the uniquenes

Let £ : V® —s HY(0,T; H) be the linear operator defined by
(Lu)(t) == /Ot e 'VEu(r)dr (1.2.11)
for every uw € V*° and t € [0,7]. Since
(Zu)(t) = VEu(t) - /0 TV Bu(r) dr,

it is easy to check that £ is bounded. Indeed we have
Vel e ity < TNV el (1.2.12)

1Lull 2o 1oy < (T2 + T2 [ V]| o |t oo (1.2.13)
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Corollary 1.2.6. Under the assumptions of Theorem 1.2.3 there exists a positive constant
B, depending on the constant K in Korn’s inequality (1.1.1) and on the constant ag in
(H3), but not on T and V, such that, if u satisfies (1.2.2)-(1.2.4) with u°, u!, up, and f
replaced by zero and F replaced by Lu, then

lullvee < B(T + T2) |V o [[ul yee. (1.2.14)
Proof. By Proposition 1.2.5, (1.2.12), and (1.2.13) we have
lullyoe < A((L+ )T + (T2 + T2)) [Vl oo |t e,
which implies (1.2.14). O
We are now in a position to prove the existence and uniqueness result.

Proof of Theorem 1.1.9. The existence result is obtained in [11] under more general hy-
potheses. To prove uniqueness, we assume by contradiction that there exist two distinct
solution u; and ug of problem (1.1.14)-(1.1.16). Then w := uj —ug is a solution of the same
problem with «°, u', up, f, and F replaced by zero. Therefore u satisfies (1.2.2)-(1.2.4)
with u°, u', up, and f replaced by zero and F replaced by Lu. By Theorem 1.2.3 this
implies that u € C,([0,T]; V) and @ € Cy([0,T]; H).
We set
to :=inf{t € [0, 7] | u(t) # 0}.

Since w is not identically zero, we have to < T. We fix § € (0,7 — t) such that
B0+ 6| V)< 1, (1.2.15)

where B is the constant in (1.2.14), and we define ¢; := tp + 0. In order to study the
problem on [tg, t1] we define the spaces VP, and V°, as VP and V> (see (1.1.7) and
(1.1.17)), with 0 and T replaced by ¢y and ¢;.

It is clear that u € V£, and since Eu(r) = 0 for every 7 € [0, %] we have

_/1(u(t),¢(t))dt+/I(AEu(t),EsO(t))dt

to to
t1 t
- / / e H(VEu(r), Ep(t)) drdt = 0
to to

for every ¢ € VP, such that o(tg) = ¢(t1) = 0. Moreover, since u € Cy([0,T];V),
€ Cy([0,T]; H), and w is identically zero on [0, o], we have that u(tg) = 0 and u(tg) = 0.
By (1.2.14), applied with 0 and T replaced by tp and ¢;, we have

lullvgs . < B + 6 [V ocullves, -

Using (1.2.15) we obtain u = 0 on [to, t1]. This contradicts the definition of ¢, and concludes
the proof. n
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This section concludes the proof of existence and uniqueness. Moreover, we have proved
some inequalities concerning the enrgy of the system that will be useful for the next section.

1.3 Continuous dependence on the data

In this section we consider a sequence {I'{'}icjo,7) of time dependent cracks and we want
to study the convergence, as n — 400, of the solutions of the corresponding viscoelastic
problems. For completeness we assume that also the other data of the problem depend
on n.

1.3.1 Preliminary results for the continuous dependence

For every n € N, let C", V:Q — L(R%4:R*d) et I'™ be a (d — 1)-dimensional C?

syms Ssym - -
manifold, let {I'} };co,7) be a family of closed subsets of I'", and let ®", W":[0,T] x 2 — (.
We assume that

(H16) C™, V" satisfy (H1)-(H6) with constants o and My independent of n;
(H17) T™ and {I'} }¢jo,) satisfy (HT7)-(H10);

(H18) &™, U™ satisfy (H11)-(H15) (with " and T'; replaced by I'" and I'}?), the latter with
the constant K that appears in (1.3.7).

Let R%%4 be the space of d x d real matrices. For every pair of normed spaces X and Y let
L(X;Y) be the space of linear and continuous maps between X and Y. For every z € Q
it is convenient to consider the extensions C.(x), V.(z), C*(x), V?(x) € L(R*; Rgl;n%) of
the linear maps C(z), V(z), C*(z), V*(x) defined as

C(2)[A] == C"(@)[Asym] and V(2)[A] := V"(@)[Asym] for all A € R (1.3.1)

Ce(2)[A] := C(x)[Asym] and V (z)[A] := V(2)[Agym] for all A c R4 (1.3.2)

where Ay, is the symmetric part of the matrix A. Moreover we set
Al :=Cl+V! and A.:=C.+ V.. (1.3.3)

For technical reasons we use a change of variable which maps I'jj into I'g. This is done
by means of diffeomorphisms ©", =Z™: Q) —  such that

(H19) ©" and =" are of class C%!;
(H20) ©"(Z"(z)) = z and Z"(O"(x)) = z for every x € (;

(H21) det DO™(x) > 0 for every = € Q;
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(H22) O NQ) =T"NQ, and O™(T) = T;
(H23) @”(8DQ) = 8DQ and @”(8NQ) = 8NQ.

We now introduce the function spaces that will be used in the formulation of the n-th
viscoelastic problem. For every n € N and t € [0,7] let V™, V;*, and V;”’D be defined as V,
Vi, and V,P (see (1.1.2) and (1.1.4)) with I and T'; replaced by I'™ and T'}?. Let V", VP,
and V™™ be defined as V, VP, and V> (see (1.1.5), (1.1.7), and (1.1.17)) with V; and V,”

n n,D
replaced by V;* and V"7
For every n € N we fix

un e Ve, Wb e H, wh e H*0,T; H)NnHY0,T; V), (1.3.4)
fre L20,T;H), F"e HY0,T;H),

0,n

and we suppose that v”™ and u', satisfy the compatibility condition

u®m — ' (0) € VP (1.3.6)

Now we give the detailed regularity and convergence hypotheses on the data. First of
all we assume that there exists a constant K > 0 such that for every n € N the following
Korn inequality is satisfied:

| Dv||>< K(||v|]>4]|Ev||?)  for everyv € HY(Q\ I™; RY). (1.3.7)

We set H = L?(2,R%*4). Concerning the convergence of our data we assume that

[®" — ®||c2— 0, [T — W||c2— 0, (1.3.8)

IC" = Cllci— 0,  |[V*=V|c1— 0 (1.3.9)

lup — upllm2(0,7; 1) 0, |Duy — Dup|| 50,78~ 0, (1.3.10)

1" = fllz2 07— 0, IE™ = Fll gy o,y 05 (1.3.11)

|u®™ — 0| = 0, | Du®™ — Du®||— 0, |ut™ —ul||= 0, (1.3.12)
|©" — Id|c2— 0, |E" — Id||c2— 0. (1.3.13)

It follows from (H19)-(H21) and (1.3.13) that
Maet (V") = Mgt (V)  and Mgt (P") — Mge:(P") as n — oo. (1.3.14)
For every n € N we consider the solution u™ of the problem

u" €V and " —ul e YU, (1.3.15)
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T T
- [ @t [ (@B @), Bel) at
0 0
T t T
- [ [ e e, Bem)ards = [ (e ar
0 0 0
T

—|—/ (F™(t), Bo(t))dt for all ¢ € VP with ¢(0) = ¢(T) =0, (1.3.16)
0
u"(0) =u®" in H and @"(0) =ub" in (V") (1.3.17)

We also consider the solution v™ of the problem

v eV and " —ul, € VP, (1.3.18)
T T T
- [ oo [ @reeo Beo)a= [ (70, 00)
0 0 0
T
+/ (F™(t), Bo(t))dt  for all ¢ € VP with (0) = ¢(T) =0, (1.3.19)
0

v"(0) =u®" in H and 9"(0)=u'" in (VOD’”)*. (1.3.20)

Remark 1.3.1. The notion of convergence for 4™ as n — oo can’t be given directly because
they don’t belong to the same space. To overcome this problem we need to embed V" into
a common space. This will be done using the standard embedding

VP s Hx H

given by v — (v, Dv), where the distrubutional gradient Dv on £\ I'" is regarded as a
function defined a.e. on 2, which belongs to H.

We are now in a position to state one the main result of this section.

Theorem 1.3.2. Assume (H1)-(H23), (1.1.10)-(1.1.13), and (1.3.4)-(1.3.13). Let u be
the solution of (1.1.14)-(1.1.16) and let (for every n € N) u" be the solution of (1.3.15)-
(1.3.17). Then
(u™(t), Du"(t), u"(t)) = (u(t), Du(t), u(t)) —in Hx HxH
for every t € [0,T]. Moreover there exists a constant C' > 0 such that
[ @O+ D ()| +[[a" ()< ©
for everyn € N and t € [0,T].

The proof is based on the following lemma.
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Lemma 1.3.3. Let X a complete metric space, let G, G: X — X with n € N be maps
with same contraction constant A € (0,1), and let x,, x be the corresponding fized points.
Suppose that G, (y) — G(y) for everyy € X. Then x, — x.

Proof. We have d(z,,z) = d(Gn(z,),G(x)) < d(Gn(zyn),Gn(x)) + d(Gn(z),G(z))
< Ad(xn, z) + d(Gn(x), G(x)), hence

(1 = Nd(zp,x) <d(Gp(z),G(x)) =0
as n — +00. O

In order to apply the previous lemma we will identify u, and uw with the fixed points
of suitable operators defined in the Banach space

W= L*((0,T); H x H x H), (1.3.21)

where on H x H x H we consider the Hilbert product norm defined by

1/2
(s ho, )| scrcer= ([[al|>+|hal| >+l ]1?) (1.3.22)

for every (hi,he,hs) € H x H x H.
In order to define the sequence of maps whose fixed points are (u”, Du", ") and
(u, Du, ), we consider the linear operators

T W — HY0,T;H) and T:W — HY0,T;H) (1.3.23)

defined as
(Tmw)(#) = /0 T tVrug(r)dr and  (Tw)(t) = /0 T Wog(r)dr, (13.24)

where w(t) = (wi(t), wa(t), ws(t)) and V2, V. are as in (1.3.1) and (1.3.2). Arguing as in
(1.2.12) and (1.2.13) we get that

1T wll oo o)< T2 IV lloc 20w, (1.3.25)

1Tl o5y < (1 + DI Vilselleolw, (1.3.26)

and the same estimate holds for 7T"w with V replaced by V™, namely
1Tl oo 0.2, S T2V o 0l (1.3.27)

—

HanHm(o,T;H)S L+ DV oo [[wllw- (1.3.28)
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Let
g:WwWw—w

be the operator defined for every w € W by
G(w) = (z,Dz, 2), (1.3.29)

where z is the solution of problem (1.2.2)-(1.2.4) with F' replaced by F' + Tw. From the
definition of G it follows that (u, Du,u) is a fixed point of map G if and only if u is the
solution of the problem considered in Theorem 1.3.2.
Similarly, let
Gn:Ww —-w

be the operator defined for every w € W by
G"(w) = (2", D2",2"), (1.3.30)

where 2" is the solution of problem (1.3.18)-(1.3.20) with F' replaced by F™ + T"w. From
the definition of G" it follows that u™ is the solution of problem (1.3.15)-(1.3.17) if and
only if (u", Du™ u™) is a fixed point of map G".

The following lemma provides a uniform Lipschitz estimate for the operators G™.

Proposition 1.3.4. There exist a positive constants B, independent of n and T, such that
16" (w1) = G (wa) W< B(T + T?)|[wi — walw, (1.3.31)
for every wi, wo € W.

Proof. Let us fix w1, wy € W and set w := w; — wy. We observe that
G"(w1) = G"(w2) = (2", D", 2")
where 2™ is the solution of problem (1.3.15)-(1.3.17) with F™ replaced by 7"w and uf,, f",

u®™, u!™ replaced by zero. From Theorem 1.2.5 and from the uniform bound of the data
there exists a positive constants A, independent of n and T, such that

12" [vee < AL+ TN T 0|l oo (o 11y AT + T T w0l 20 10y (1.3.32)
Using (1.3.25) and (1.3.26) we get
(=", D", 2" [w< A((L+ T)T + (T2 + T32)2) [V oo w1 (1.3.33)

which gives (1.3.31) taking into account (1.3.9). O
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To apply Lemma 1.3.3 we have to prove that
G"(w) = G(w) inW,

for every w € W. In order to prove this we will use the results for the wave equation
developed in [9]. Unfortunately these results can not be applied directly because they are
obtained under the assumptions:

(a) T =T for all n € N,
(b) the forcing terms belong to L2(0,T; H).

To overcome the difficulties due to (a) we need some preliminary results. The first one is
an uniform bound of the solution of problems (1.3.18)-(1.3.20).

Proposition 1.3.5. Assume (H1)-(H23), (1.3.4)-(1.3.10), and (1.3.12)-(1.3.13). Let let
v™ be the solution of (1.3.18)-(1.3.20). Then the there exists a positive constant C such
that

|v™||yn.e < C for every n € N. (1.3.34)

Proof. We note that

v (t) = 0" (t) — u®™ + up(0) — uh(t)
is the solution of (1.3.18)-(1.3.20) with u® replaced by 0, u!" replaced by u"™ — % (0), u?,
replaced by 0, f" replaced by f"—ii%,, and F"" replaced by F"—A”Eu’b—A”E(u”vO—u% (0)).
Then we can apply Proposition 1.2.5 and (1.3.8)-(1.3.13) to obtain that

lug flyn< C.
By (1.3.10) and (1.3.12) we get (1.3.34). O

The next proposition deals with the case of solution of (1.3.18)-(1.3.20) when F™ is
replaced by 0.

Proposition 1.3.6. Assume (H1)-(H23), (1.3.4)-(1.3.10), and (1.3.12)-(1.3.13). Given
g € L*(0,T; H), let v™ be the solution of (1.3.18)-(1.3.20) with f™ replaced by g and F"
replaced by 0. Let v be the solution in (1.2.2)-(1.2.4) with f replaced by g and F replaced
by 0. Then for every t € [0,T] we have

(u"(t), Dv"(t), 0" (t)) — (v(t), Du(t), 9(t)) in H x H x H. (1.3.35)

In order to prove this proposition it is convenient to use the following elementary result,
whose proof, based on a change of variables, is omitted (for a similar result see [21, Lemma
A.T]).
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Lemma 1.3.7. For everyn € N let h®, h € H and let A", A : Q — Q be C' diffeomor-
phisms. Assume that h™ — h in H and A™ — A in C'. Assume also that det DA™(x) > 0
and det DA(x) > 0 for every x € Q and n € N. Then

h"oA™ — hoA
asn — oo in H.

Proof of Proposition 1.3.6. To overcome the difficulty due to the fact that we may have
I'y # I'o, by a change of variables we transform our problem into a problem with new
cracks I satisfying f" I’y for every n, to which we can apply the results of [8] and [9].
For every n and t we define I'? := Z*(I'}) C T and observe that '} satisfies (H10). The
vector spaces V* and Vt"D are defined as V;" and Vt"D (see (1.1. 4)) with T'; replaced by
I'7, while V* and VP are defined as V" and V*P (see (1.1.5) and (1.1.7)) with V; and
V.2 replaced by V;* and V;"".
For every ¢t € [0,T] let 0" (t) := v™(t) 0 O", u}(t) := uD()oG)" 10m = %" o @,
ni= ulno@”, and §™(t) := g(t) 0 O™, It is casy to see that 0" € V™, " —u € V"D,
(0) = a0, "(0) = abn.
To erte the equation satisfied by 9™ we introduce

,&1
"

A" Q — E(RdXd;RdXd)
defined as

A" (y)[A] = AZ(0" (y))[ADE"(O"(y)|(DE" (0" (y)))"  for all A€ R™?,  (1.3.36)

where A™ is defined in (1.3.3). We note that A” is of class C'!, with equibounded C norm.
Moreover it is symmetric on £(R4*4 RI*),
Setting h"(z) := V[det D="(x)], we introduce

L™ Q — LR RY)
defined as
L"(y)[A] = AZ(©" (y))[ADE"(©" (y))]h" (0" (y)) det DO"(y)  for all A € R

Let ¢ € VP with ©(0) = ¢(T) = 0. Using (p(t) o Z*) det DE™ as test function in the
equation for v™(t) we get

T T T
—/ammwmm+/<MDwmﬂmmm+/<Mmmmﬂmw:
0 0 0
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By Proposition (1.3.5) the sequence ||v"||yn is bounded and in particular || Dv"™(t)| is
uniformly bounded with respect to n and t. By the definition of 9™ and (1.3.13) also
| D9™(¢)]| is uniformly bounded with respect to n and t. Since det D= — 1 in C*(Q), we
have V[det D="] — 0 in C°(Q, RY), which implies that L. — 0 uniformly as n — -+oo.
From this fact and the uniform bound on ||D0™(t)| we get

IL" D™ ()|~ 0 as n — +o0, (1.3.37)

uniformly in ¢. Therefore, setting

= g" — LD, (1.3.38)
we conclude that
" e V" and " —ap e VP, (1.3.39)
T T N T .
- [ @rw.ewacs [ @D, pewyar= [ (.o
for all ¢ € V™ such that ¢(0) = ¢(T') = 0, (1.3.40)
"(0)=a’" in H and o"(0)=a'" in (V)" (1.3.41)

In order to apply the results of [9] we define
O (t,y) 1= (D" (t,0"(y))), V" (t,x) = E"(V"(¢,0"(x))).

We observe that ®" and U™ satisfy (H11)-(H14) with T'; replaced by I'?. Since in general
A"[A] # A Agym) for some A € R4 we cannot apply the results of [8].

However it is possible to use the results of [9] which hold under more general assump-
tions involving the tensor

B" (¢, y)[A] := A" (" (¢,))[ADU"(t, & (1, y))| DY" (1, 2" (t,y))"

— AP (L, D" (t,y)) @ U (t, D" (t,y)),

for all A € R4 ¢t € [0,T], y € Q. We claim that there exists two constants cg, ¢; > 0
(independent of n) such that, for n large enough, we have

(B"(1) Dy, Dp) = collllf,—eillel® (1.3.42)

for all ¢ € Vp and ¢ € [0,T]. This is the hypothesis on B" required in [9].
To prove the claim we use (H3), (H15), and (1.3.13) (which are satisfied uniformly in
n) and by standard computations (see, for instance, [9, Section 1.2]) we obtain

(B"(1)Dy, Dy) Z/Q | Dep(y) DE™(O" (y)) D" (£, @"(t, ©" (y)))[*w" (t, y) dy
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— ap min_{det DE" det D"} / (B (t,y)|2dy  (1.3.43)
[0,T]x$2 Q

where

LA .
W'(t,y) = % min{det D"} min{det DO} — 9" (1, 0" (y)) 2,

while mges (P"), Mget(¥"), o, and K are the constants that appear in (H15), (H16), and
(1.3.7).

Since the inverse of the matrices DE"(x) DW" (¢, ®"(t,x)) are bounded uniformly with
respect to n, t, and x, there exists a constant 8 > 0 such that

/Q\Dw(y) En(en(y))D‘I’”(t,@"(t,9”(y)))|2w"(t7y)dyZﬂ/Q\DsO(y)Izw"(ty)dy

for all n and t. Moreover by (1.3.8) and (1.3.13) there exists a constant v > 0 such that

o min{detDE"detD‘I’”}/Iw(E"(‘P"(t,y)))IQdy Sv/lw(y)\Qdy
[0,T]x$2 Q Q

for all n and t. Therefore (1.3.43) gives

(B0, Dg) = 5 [ Do) (.90 dy = [ o)l dy. (1.3.44)
To conclude the proof of the claim, we define
oMyt (V) 9
w(t,y) = ———= — |D(t, .

By (1.3.8), (1.3.13) and (1.3.14), we have w™ — w uniformly on [0,7] x . By (H15) and
by continuity there exists e > 0 such that w(t,y) > 2¢ for all (¢,y) € [0,T] x Q. By uniform
convergence there exists n. such that w”(t,y) > e for all (t,y) € [0,7] x Q and for all
n > n.. This inequality together with (1.3.44) implies (1.3.42) and concludes the proof of
the claim.

By (1.3.8) and (1.3.13) we get " — & and ¥" — ¥ in €2, while (1.3.36) and (1.3.13)
give A" — A in C. Moreover applying Lemma 1.3.7 to the functions and their derivatives
we can prove that 4%" — v in Vp, " — w! in H, 4% — up in H*(0,T; H)NH(0,T; V),
and §" — g in L2(0,T; H). Using (1.3.37) and (1.3.38) we have that f" — g in L2(0,T; H).
We are now in a position to apply [9, Theorem 1.4.1] to problem (1.3.39)-(1.3.41) and we
obtain

(8" (t), D™ (t), 0™(t)) = (v(t), Du(t), 0(t)) in H x H x H

for every ¢t € [0,7]. Since

Un(ta ) = "A}n(t’ En())a Dvn(tv ) = Dﬁn(ta En())DEn()7



Chapter 1. A viscoelastic problem with prescribed time dependent cracks 21

o"(t,-) = 0"(¢,E" (),
using Lemma 1.3.7 we get (1.3.35) for every t € [0, T. O

To use Proposition 1.3.6 in the proof of the convergence G"(w) — G(w) we need the
following approximation result.

Lemma 1.3.8. Let G € H'((0,T); H). For every e > 0 there exists a compact neighbor-
hood K. of T NQ and G. € H'((0,T); H) such that G.(t) € C®(Q\ K_; Rgl;,;f) for every
t€[0,7) and ' .

||Gs - GHLOO(QT;fJ)‘}'HGE - G||L2(0,T;ﬁ)< =

Remark 1.3.9. By (H22) and (1.3.13) for every ¢ > 0 there exists n. such that I'* C K.,
for n > n.. From the properties of G. follows that

(G:(t), Ev) = —(divG(t), v) (1.3.45)
for all t € [0,T] and for all v € V,,, for n > n..

Proof of Lemma 1.3.8. Given a partition of [0,7], we can consider the piecewise affine
interpolation of the values of F' at the nodes. It is well known that this interpolation
converges in H'(0,T; H) to F as the fineness of the partition tends to zero. To conclude, it
is enough to approximate in H the values of F' at the nodes by elements of C3°(Q\T; Rg;ﬁ)
and to consider the corresponding piecewise affine interpolation. O

Proposition 1.3.10. Assume (H1)-(H23) and (1.3.7)-(1.3.13). Let v™ be the solution of
(1.3.18)-(1.3.20) and let v be the solution of (1.2.2)-(1.2.4). Then for every t € [0,T] we
have

(v"(t), Dv"(t), 0"(t)) — (v(t), Dv(t), v(t)) in H x H x H. (1.3.46)

Moreover
(v™, Dv™, ©") = (v, Dv, ©) in W= L*((0,T); H x H x H). (1.3.47)

Proof. Let € > 0, let G, the function in Lemma 1.3.8 with G = F. Let v? solution of
(1.3.18)-(1.3.20) with f™ and F™ replaced by f and G, let v® solution of (1.2.2)-(1.2.4)
with F' replaced by G.. By (1.3.11) there exists n. such that

||]m - f||L2(0,T;H)+||Fn - GsHLoo(o,T;ﬁ])"‘”Fn - G.€||L2((]7T;]~{)< € (1-3-48)

for every n > n.. The function v™ — v is the solution of problem (1.3.18)-(1.3.20) with f™
and F" replaced by f* — f and F" — G, and u’}, f", u™%, u!" replaced by zero. Then by
Proposition 1.2.5 there exists a constant C'(T") depending on T' (independent of n and ¢)
such that

|v" — V2 ||pn.e < C(T)e. (1.3.49)
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for every n > n.. Similarly we can prove
[lv — vellpee < C(T)e. (1.3.50)

Changing the value of n., by (1.3.45) we have that v is the solution of (1.3.18)-(1.3.20)
with f™ replaced by g. := f—divGe and F" replaced by 0, while v, is the solution of (1.2.2)-
(1.2.4) with f replaced by g¢. := f — divG. and F replaced by 0. By Proposition 1.3.6 for
every t € [0,T] we have

(02 (t), D™ (), 37 () — (ve(t), Due(t), 0e(t))  in H x H x H. (1.3.51)

Since
[(v™(t), Dv™(t), 0" (t)) — (v(t), Du(t), H(t)[|< [v™* — vZ [lynee
+ [[(Z(t), Dug(t), 02(t)) — (ve(t), Dve(t), ve(t))||+[v — vellye,
by (1.3.49)-(1.3.51) we get

lim sup||(v"(t), Dv™(t), 0"(t)) — (v(t), Dv(t), 0(t))||< 2C(T)e

n—-+00

for every t € [0, T]. By the arbitrareness of € we obtain (1.3.46). Finally, using the estimate
in Proposition 1.3.5 and the Dominated Convergence Theorem we obtain (1.3.47). O

Corollary 1.3.11. Assume (H1)-(H23) and (1.3.7)-(1.3.13). Then for every w € W we
have

G"(w) — G(w) W.

Proof. By (1.3.9) we get
T 'w — Tw

in H'(0,T; H) for every w € W. The result follows from Proposition 1.3.10 with F™ and
F replaced by F"™ + T"w and F + Tw. O
1.3.2 Proof of the continuous dependence

As a consequence of Lemma 1.3.3, Proposition 1.3.4, and Corollary 1.3.11 we obtain the
continuous dependence result when 7T is small enough.

Theorem 1.3.12. Assume that B(T + T3) < 1, where B is the constant in Proposition
1.3.4. Then the conclusion of Theorem 1.3.2 holds.

Proof. By Corollary 1.3.11
G"(w) = G(w)
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in W for every w € W. By Proposition 1.3.4 the maps G" have the same contraction
constant B(T + T3) < 1. Then we are in a position to apply Lemma 1.3.3 and we get

w™ := (u", Du", 4") — (u, Du, 4) =:w in W= L*((0,T); H x H x H). (1.3.52)

From this convergence and (1.3.9), we obtain 7"w" — Tw in H(0, T; H) and we can apply
Proposition 1.3.10, with forcing term F™ and F replaced by F™+T"w™ and F +7Tw. Since

F'"+T"w" - F+Tw
in H'(0,T; H) we get
(u"(t), Du™(t), 0" (t)) — (u(t), Du(t), w(t)) in Hx H x H

for every t € [0,T]. We can apply Proposition 1.3.5 with F™ replaced by F™ + T"w" and
we obtain that there exists a constant C' > 0 such that

[ (@[ +[ D ()| +[[a" ()] < €
for every n € N and ¢ € [0, 7. O

We are now in a position prove Theorem 1.3.2 without additional assumptions on 7T

Proof of Theorem 1.3.2. There exists k € N such that Ty := T/k satisfies B(Tp + T¢) < 1.
By Theorem 1.3.12 we have

(u"(t), Du"(t), u"(t)) — (u(t), Du(t), w(t)) in H x H x H for all t € [0,Tp], (1.3.53)
and moreover
(u™, Du™, u™) — (u, Du, @) in L*((0,Tp); H x H x H). (1.3.54)

If £ =1 the proof is finished, otherwise we consider the problem on the interval [Ty, 27).
Note that
u"(Tp) € V™ and u"(Tp) € H

are well defined, because u € CY ([0, Tp]; V™) and @ € C2([0,Tp); H). Since u™(t) € V" for
a.e. t € (0,Tp), it easy to see that u™(Tp) € V.

In order to study the problem on [Ty, 275 we define the spaces Vr, 21y, VZQO,QT()’ VI oty
Vi o1y V?{;@To, Vi, and Wr o, as Y, VP, vee yr Yy pnee and W with 0 and T
replaced by Ty and 275.

For every t € [Tp, 21p] we set
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To
G"(t) .= F"(t) + / e" 'V By (T)dT.
0
Let v be the solution of the problem

D
vE€Vpor, and v—up € Vp op,

2T 2Ty, 2To
/ (@(t),gb(t))dt+/ (AEv(t), Ep(t))dt — / /T YVEv(r), Ep(t)) drdt

To To

2To 270
:/ (f(t),go(t))dt+/ (G(t), Be(t)) dt

T(] TO
for every ¢ € VQ%ZTOWith o(Th) = p(21p) = 0,
o(Ty) =u(Ty) in H and o(Tp) = a(Tp) in (VE)*

For every n € N let v™ be the solution of the problem
v’ e V,ZT—L'OQTO and 0" —ulh € V%;Dﬂo

2T, 2T 2To
—/ (@"(t),<p(t))dt—|—/ (A"Ev"(t), Ep(t) dt—/ /T V”Ev 7), Ep(t))drdt

To To

2Ty 2T
— [ o |60 et e

T() TO
for every ¢ € V%;gTowith ¢(To) = ¢(2Tp) = 0,

o (Ty) = u™(To) in H and "(Tp) = @™(Ty) in (V")

We note that, by the definition of G and G™, the restrictions of v and u" to [Ty, 27|
satisfy the problems for v and v™. By uniqueness we have that v = u and v" = 4" on
[To, 2T0). B

For every x € Q and [Tp, 27p] we define

O, (t,x) == O(t, V(Tp, x)), Vg (t,x) := V(t, (T, x))

B (t, @) = Ot Ty, ) U (¢, ) = U™(t, &"(T, z))

which satisfy (H11)-(H15), (1.3.8) with 0 and T replaced by Ty and 2Tj. For every = € Q
we define

1, (2) := @"(To, ©" (¥ (To, 2))), Ef,(x) := @(To, E" (V" (To, 7))

and we observe that they satisfy (H19)-(H23) and (1.3.13) with 0 and T replaced by Tp
and 27y.
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By (1.3.53) we have that (u"(To), Du"(Tp),u"(1p)) — (w(To), Du(Tp),u(Tp)) in H x
H x H while (1.3.9), (1.3.11), and (1.3.54) give G™ — G in H'(0,T; H). We are now in a
position to apply Theorem 1.3.12 on [Tp, 27p] to obtain

(u™(t), Du"™(t), u"(t)) — (u(t), Du(t), u(t)) in Hx H x H,
for all ¢t € [Tp, 2Tp]. Moreover there exists a constant C' > 0 such that
[ @O+ Du™ ()| +[[a" ()< C

for every n € N and t € [Ty, 27p]. The conclusion can be obtained by repeating this process
a finite number of times. O
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We now study the problem of planar crack growth for the viscoelastic system when
the crack evolution is not prescribed. More precisely, as explained in the Introduction, we

consider
i(t,x) — div(og(t, x)) = Lo(t) €[0,7], x € Q\ T, (2.0.1)
u(t,z) = up(t,x) € [0,T], x € Op, (2.0.2)
oo(t,x)v = Fy(t, z)v € [0,T], z € N, (2.0.3)
o (t,x)v = Fi(t,z)v €[0,T], z €Ty, (2.0.4)
u(0,z) = u’(z) and @(0,z) = ul(x) xeQ\Ty (2.0.5)
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for every ¢t € [0,T], where o is the stress tensor defined as
t

o(t,z) == C(x)Eu(t,x) + V(z)Eu(t,z) — / e" ' VEu(r, z)dr, (2.0.6)
0

up is the Dirichlet condition, u° is the initial condition for the displacement, u! is the
initial condition for the velocity, v is the unit normal, and the symbol £ in (2.0.4) denotes
suitable limits on each side of I';. The reference configuration is an open subset of the
plane, namely Q C R? and the cracks {I' t}tejo,r] 18 an unknown family of 1-dimensional
increasing closed subsets of Q such that I’y = I'y,,, where ', is a prescribed initial crack.
When the cracks are prescribed for every time, we refer to Chapter 1. We couple the
previous system with conditions on the cracks:

a) an energy dissipation balance (see Definition 2.2.3): the sum of the kinetic and elastic
energies and of the energies dissipated by viscosity and crack growth balances the
work done by the forces acting on the system;

b) a maximal dissipation condition, depending on a parameter n > 0 (see Definition
2.3.1), which forces the crack to run as fast as possible.

The main result of this chapter is that, given initial and boundary conditions satisfying
suitable hypotheses, there exists a couple (u, {I't };c[o,7]) satisfying the viscoelastic equation
with memory and conditions a) and b) (see Theorem 2.3.3). The proof follows the lines of
[19] and use the results of Chapter 1.

The chapter is organized as follows. In Section 2.1 we give the precise formulation of
the problem. More precisely, in Subsection 2.1.1 we describe the geometry of the cracks
while in Subsection 2.1.2 we define the function spaces for the weak formulation and in
Subsection 2.1.3 we extend some preliminary results of Chapter 1. In Section 2.2 is divided
in Subsection 2.2.1, where we define the dynamic energy-dissipation balance, and Subsec-
tion 2.2.2, where we define the class of cracks satisfying the energy-dissipation balance.
Finally, in Section 2.3 we define the maximal dissipation condition and we prove the main
result.

The original results of this chapter are based on [12].

2.1 Formulation of the problem

The reference configuration of our problem is a bounded open set  C R?, with Lipschitz
boundary 92 and we assume that 9Q = dpQUOINSY, where Ip) and In2 are disjoint (pos-
sibly empty) Borel sets, on which we prescribe Dirichlet and Neumann boundary conditions
respectively. Moreover, we fix a time interval [0, 7], with T" > 0.
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2.1.1 The geometry of the cracks

We give a precise definition of the admissible cracks of our model using a suitable class of
curves. The following definitions and results are based on [18] and [19]. The curves are
always parameterized using the arc-length parameter s and for a given curve v : [a,, by] —
R? we define I'' := v([ay, b,]) and I'] := y([a,, s]), for every s € [a, by]. When it is clear
from the context we omit the dependence on v and we write I' and I'y instead of I'? and I'y.
In order to describe the initial crack, we fix a curve g : [ag, 0] — Q such that vo(ag) € 09,
Y0(s) € Q for every s € (ap, 0] and we define the initial crack as

FO = "y()([a(), 0])

We suppose that 7g is of class C3i and that it is transversal to 92 at vp(ag) (there exists
an isosceles triangle contained in 2 with vertex in p(ap) and axis parallel to v{(ap)). We
fix two constants r > 0 and L > 0 and we now define the space of admissible crack paths.

Definition 2.1.1. Let G, be the space of simple curves 7 : [ag, by] — Q of class C31,
with ag < 0 < by, such that

(a) 1(s) = 0(s) for every s € [ao, 0],
(b) |¥/(s)|=1 for every s € [ag, by],

(c) the two open disks of radius r tangent to I' at (s) do not intersect T,
(d) dist(y([0,b4]),00) > 2r,

(e) W (s)|< L, |73 (s2) = 4P (s1)|< Lisy — 1] for any s, s1, s2 € [ao, by],
where v denotes the i—th derivative of .

We fix 7o, r, and L such that G, 1, # 0.

Remark 2.1.2. By (a) and (d) we have |ag|> 2r. Condition (c) implies |y (s)|< 1/r for
every s € [ag, by].

Definition 2.1.3. Let ~; be a sequence of curves in G, and let v € G, 1. We say that
i converges uniformly to « if by, — b, and for every b € (0,b,) we have Yl(q0.5=> Vl[ao,b]
uniformly in [ag, b].

Lemma 2.1.4. There exist two constants T and f/, with0 <# <7 and L > L, depending
only on r and L, such that for every v:[ag, by] = Q with v € G, 1, there exists an extension
4:lag, by + 7] = Q

of v with & € G, ;, whose image will be indicated by I. Moreover, the extension can be
chosen in such a way that the uniform convergence of vy implies the uniform convergence
of the corresponding extensions y.
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Lemma 2.1.5. Let v;, be a sequence of curves in G, 1. Then there exist a subsequence, not
relabelled, and a curve v € G, 1, such that vy, converges to v uniformly.

For a proof of the previous two lemmas see [19].

We have to describe the dependence of the crack length on the time. We fix two
constants g > 0 and M > 0 which bound the speed of the crack tip and some higher order
derivatives of the crack length, respectively.

Definition 2.1.6. Let Ty < T;. The class S;ef/[(To,Tl) is composed of all nonnegative
functions satisfying the following conditions:

s € CON([Ty, T)), (2.1.1)
0<$(t) < p (2.1.2)
[S()]< M, |5 (t)][< M, |5°(t) — 5'(t2)|< Mty — ta], (2.1.3)

for t,t1,to € [To,T1], where dots denote derivatives with respect to time. We denote
by Sﬁff\j(To,Tl) the set of all functions s € C°([Ty, T1]) such that there exists a finite
subdivision

To=1<n<..<1, =11

for which s|.._, 1€ S;eﬂ(Tj,l, 7;). The minimal set {79, 71, ..., 7} for which this property
holds is denoted by sing(s).

Given 0 < Ty < Ty < T, v € Grp, 5 € SU5{(Th,Th), with s(T1) < by, the time
dependent cracks corresponding to these functions are given by

Fz(t) :=7([ao, s(t)]) for all t € [Ty, T1],
and the corresponding cracked domains are

QZ(t) =0 \ FZ(t) for all t € [TO, Tl]
For simplicity of notation we sometimes denote PZ(t) by Iy, when v is clear from the
context.

In [8], [9], and [11] the cracks are described using a family of time-dependent diffeo-
morphism ®, ¥ : [0, 7] x Q — . Thanks to the following result it is possible to obtain the

same maps also in our case. For a proof see [18, Lemma 2.8].

Lemma 2.1.7. Let € > 0 and let p € (0,7/2), where 7 is the constant that appears in

Lemma 2.1.4. Then there exists two constants 6 € (0,p/u) and C > 0 depending only on

r, L, n, M, e, and p, with the following property: for every v € G, 1, for every tg < ti1,
reg

and for every s € Sme(to,tl), with t1 —tg < 0, s(t1) < by, we can define two functions
®,W: [tg, t1] x Q — Q of class C> with the following properties:
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(a) for everyt € [to,t1] we have ®(t, Q) = Q, ®(t,T') =T (where T is the set that appears
in Lemma 214}7 (I)(t>rs(to)) = I‘5(15)7 and (I)(t7y) =y on Q \ B(’)’(S(to)), 20);

(b) ®(to,y) =y for every y € Q;
(c) for everyt € [to,t1], V(t,-) is the inverse of ®(t,-) on Q;
(d) for everyt € [to,t1] we have

1—e<detD®(t,y) <1+e¢,

1—e<detD¥U(t,y) <1+¢

for every x,y € Q, where D denotes the spatial jacobian matriz.
(e) for every t € [to,t1] we have |0;®(t,y)|< u(1 + &) for every y € Q;

(f) the absolute values of all partial derivatives of ® and of ¥ of order less than or equal
to two, as well as the Lipschitz constants of all second derivatives, are bounded by C;

(9) if v € Grr converges to v uniformly, if s; € S;’e]%(to,tl) converges to s umi-
formly, with si(t1) < by, for every k, then the corresponding diffemorphisms satisfy
Oy (t,x) — ®(t,x) for every t € [to,t1] and for every x € €.

2.1.2 The functional spaces for the viscoelastic problem

We now define the functional spaces that will be used in order to give the definition of
weak solution of the viscoelastic problem.

We define R2%2 as the space of real 2 x 2 matrix and ngx"zl as the space of real 2 x 2
symmetric matrices. The euclidean scalar product between the matrices A and B is denoted
by A : B. For every A € R?*? the symmetric part Agy, € R**? is defined as Agym =
%(A + A7), where AT denotes the transpose matrix of A. For any pair of vector spaces we
define £(X;Y) as the space of linear and continuous maps form X into Y. Let 0 < A < A

be two fixed constants. We now define the space of tensors that will be used in the chapter.

Definition 2.1.8. We define £(), A) as the set of all maps L : Q — £(R?*2;R?*2) of class
C? such that for every z € Q we have

L(z)A = L(z)Asym € Rﬁﬁ for every A € R?*?, (2.1.4)
L(z)A: B=L(z)B: A forevery A, B € R**?, (2.1.5)

MAsymP< L(z)A: A < A|Agym|*  for every A € R**2, (2.1.6)
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We now fix the following maps
C,Veé&\AN), A=C+V (2.1.7)

where C(x) and V(x) respectively represent the elasticity and viscosity tensor at the point
req. '

Given v € Gy, 0 < Tp < Ty < T, and s € SZ?;Z(TO,Tl), with s(T1) < by, we
now introduce the function spaces that will be used in the precise formulation of problem
(2.0.1)-(2.0.5).

We recall that

T := v([ag, by]; R?). (2.1.8)

For every u € H'(Q \ I'; R?) Du denotes jacobian matrix in the sense of distributions on
Q\T and Eu is its symmetric part, i.e.,

1
Eu := §(Du + Dul).

The following lemma is an extension of the second Korn’s inequality (see, e.g., [41]) to
the case of cracked domain. For a proof see, e.g., [11].

Lemma 2.1.9. Let v € G, 1, and let I' := y([ao, b]; R?). Then there exists a constant K,
depending only on Q0 and I, such that

1Dull?< K (|full*+]| Eull?) (2.1.9)
for every u € HY(Q\ T;R?), where |-|| denotes the L? norm.

Remark 2.1.10. Let v € G, 1, and let I' := 7([ag, by]; R?). Then, using a localization argu-

ment (see, e.g., [11]), we can prove that the trace operator is well defined and continuous
from H'(Q\ I';R?) into L?(9Q;R?).

We set
VY= HY(Q\T;RY), H:=L*%RY), and H:= L*(Q;R¥) (2.1.10)
Since £2(T') = 0, we have the embedding
Vs Hx H (2.1.11)

given by v — (v, Dv) and we can see the distrubutional gradient Dv on Q\T" as a function
defined a.e. on €2, which belongs to H.

For every finite dimensional Hilbert space Y the symbols (-, -) and ||-|| denote the scalar
product and the norm in the L?(Q;Y), according to the context. The space V7 is endowed
with the norm

lllvi= (llul >+ Dul|?)!/2. (2.1.12)
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For every 5 € [ag, b,] we define
VD= H' (Q\T5;R?) and V0P = {ue V7 | ulppa= 0}, (2.1.13)

where I's = 7([ao, 5]) and uly,o denotes the trace of u on dpQ. We note that V' and

VQ’D are closed linear subspaces of V7. For every t € [Ty, T] the spaces VJ(t) and Vg(t)D are
defined as in (2.1.13) with 5 = s(¢).
We define
V%S(To, T)) := {U € LQ(T(), T; V)N Hl(T(), T;H)|v(t) € Vs’Zt) for a.e. t € (T, Tl)},
(2.1.14)
which is a Hilbert space with the norm
. 1
[vllv,,o:= (HUH%Q(TO,TI;V’Y)_{_H,U”%Q(TO,T“H))2’ (2.1.15)
where the dot denotes the distibutional derivative with respect to t. Moreover we set
Vﬂl/?S(To,Tl) = {U S V%S(T(),Tﬁ ”U(t) S Vs?&) for a.e. t € (T@,Tl)}, (2.1.16)
which is a closed linear subspace of V, (Tp, T1) and we define
VI (To, Th) = {v € L®(To, Ti; V) N WH(To, Ty; H) | v(t) €V, for ae. te (Tn, Th)},
(2.1.17)
which is a Banach space with the norm
[vllvee, == [[vll oo (7 133 F 0 Loo (70,70 ) - (2.1.18)

Moreover, it is convenient to introduce the space of weakly continuous functions with values
in a Banach space X with topological dual X*, defined by

C%([Ty, T1]; X) := {v : [To, Ty] — X |t — (h, v(t)) is continuous for every h € X*}.

When it is clear from the context we will omit the dependence on v or s in the functional

spaces, writing V', V), Vsl()t), V(Ty, Th), VP (Ty, T1), and V>°(Tp, T1) instead of V7, V;{t),

V;&?, V%S(T(),Tl), V,QS(To,Tl), and V,%(To,Tl)

Since
HY(Ty, Ty; H) — C°([Ty, T1); H), (2.1.19)

we have

V(TQ,Tl) ‘—)CO([T(),Tﬂ,H). (2120)

In particular v(Tp) and v(T}) are well defined elements of H, for every v € V(Ty, T}).
We set )
H := L*(Q;R2X?). (2.1.21)

sym
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On the forcing term £(t) of (2.0.1) we assume that

0t) = f(t) — divE(t), (2.1.22)
where
feL*0,T;H) and Fe HY(0,T;H) (2.1.23)

are prescribed function and the divergence of a matrix valued function is the vector valued
function whose components are obtained taking the divergence of the rows.
The Dirichlet boundary condition on 9pf? is obtained by prescribing a function

up € H*(0,T; H)Nn HY(0,T; Vp). (2.1.24)
where Vj is V5 for 5§ = 0. It is not restrictive to assume that for every ¢t € [0, T
up(t) =0 a.e. on {z € Q|dist(z, ) > r}. (2.1.25)

Moreover we will prescribe the natural Neumann boundary condition on dn$ U I';.
We are now in a position to give the definition of weak solution for the viscoelastic
problem.

Definition 2.1.11 (Solution for visco-elastodynamics with cracks). Let v € G, 1, 0 <
To <Th' <T,s¢ szec (To,Tl) with s(71) < b, and assume (2.1.7), (2.1.23)-(2.1.25). Let
ul e Vi(1y)» such that u® —up(Ty) € V( ) and let u! € H. We say that u is a weak solution
of the problem of visco-elastodynamics on the cracked domains Q\ I'yy, t € [To, T1], with
initial conditions «? and u!, if

weV(Ty,Ty) and u—up € VP(Ty, 1)), (2.1.26)

T T
- / (a(t), p (1)) dt + / (ABu(t), Ep(t)) dt

To

/ /TO HVEu(r), Ee(t)) drdt = /Tl(f(t% o(t)) dt

To

+ /T (F(t), Bo(t))dt for all ¢ € VP(Ty, Ty) with o(Tp) = o(Ty) = 0, (2.1.27)

w(Tp) =w’ in H and @(Ty)=u" in (V(p))" (2.1.28)
where (VS?T )) denotes the topological dual of VS?TO).

Remark 2.1.12. If u satisfy (2.1.26) and (2.1.27), it is possible to prove that u €

H(0,T; (VSL()TO))*) (see [43, Remark 4.6]), which implies @ € C°([Tp, T]; (‘QI(DTO))*) In

particular u(7p) is well defined as an element of (V;?To))*'
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Remark 2.1.13. In the case of smooth functions problem (2.1.26)-(2.1.28) is satisfied in
a stronger sense. Namely, u and {T'y) }re[m, 1) satisfy

ii(t) — div((C + V) Bu(t)) + div( / t ' VEu(r)dr) =((t)  in Q\Tyq), (21.29)

To
u(t) = up(t) on Opf, (2.1.30)
(((C + V)Eu(t) — /TZ " ' VEu(r) dT)V =F(t)v on 0N, (2.1.31)
((C+V)Bu(t) - /T Cert VEu(r) dr)j; = F(t)*v on Ty, (2.1.32)
uw(Tp) =u’ and  @(Tp) = v (2.1.33)

for every t € [Ty, T1], where
0(t) := f(t) — divF(t), (2.1.34)

v is the unit normal, and the symbol + in (2.1.32) denotes suitable limits on each side of
Fs(t)'

2.1.3 A more general result on existence, uniqueness, and continuous
dependence

Existence of the solution for the viscoelastic problem (2.1.26)-(2.1.28) is given by [43] for
Q C R? with d > 1 and under more general assumptions on the regularity of the cracks.
Uniqueness and continuous dependence on the data are proved in [11] under the assumption
that the constant p, which controls the speed of the crack tip in Definition 2.1.6, satisfies

0 < p < po, (2.1.35)

where the constant pg is not explicitly defined in terms of the data of the problem. Using
the fact that d = 2 in our work, we will prove that uniqueness and continuous dependence
can be obtained under the explicit assumption

0<pu< VN2, (2.1.36)

where A are the constants that appears in Defintion 2.1.8 respectively.
In order to prove this results, we have to define an auxiliary problem, which can be
interpreted as the elastodynamics problem with elasticity tensor replaced by A.

Definition 2.1.14 (Solution for elastodynamics with cracks). Let v € G, 1, 0 < Ty <
T < T, s e S(To, Th), with s(T1) < by, and assume (2.1.7), (2.1.23)-(2.1.25). Let
ul € Vi(1y), such that u® — up(Ty) € VS[()TO) and let ! € H. We say that v is a weak
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solution of the problem of elastodynamics on the cracked domains Q\ I'yy), t € [To, T1],
with initial conditions u® and w!, if

veV(Ty, T) and v—up e VP(Ty, 1), (2.1.37)
Ty Ty Ty

- / (6(t), (£)) dt + / (ABu(t), Eg(t)) dt = / (). (1)) dt
To To To

+ /T1 (F(t), Eo(t))dt for all ¢ € VP (T, Ty) with o(Tp) = ¢(T1) = 0, (2.1.38)
To

v(To)=u’ in H and o(Th) =u' in (V)" (2.1.39)

Remark 2.1.15. In the case of smooth functions problem (2.1.37)-(2.1.39) is satisfied in
a stronger sense. Namely, v and {T'y() }1emy, ] satisfy

0(t) — div(AEv(t)) = £(t) in Q\ Ty, (2.1.40)
v(t) = up(t) on OpY, (2.1.41)
(AEv(t))v = F(t)v on Onf2, (2.1.42)
(AEv(t)*v = F(t)*v on Ly, (2.1.43)
v(Ty) =u® and 0(Tp) = u (2.1.44)

for every t € [Ty, T1], where £(t) := f(t) — divF(t), v is the unit normal, and the symbol +
in (2.1.43) denotes suitable limits on each side of I'y).

Existence and uniqueness for the system of elastodynamics with cracks (2.1.37)-(2.1.39)
under the assumption (2.1.36) is given by [19], where the authors consider a slight different
formulation of the problem which is stronger in time. The proof, which is based on a
localization argument, works also for the formulation given in Definition 2.1.14. Then we
can state the following result.

Theorem 2.1.16. Let v € G, 1, 0< Ty <T1 <T, s € Sﬁfjj(To,Tl), with s(T1) < by, and
assume (2.1.7), (2.1.23)-(2.1.25) and (2.1.36). Let u’ € V), such that u® — up(Tp) €
VS?TO) and let u' € H. Then there exists a unique solution v of problem (2.1.37)-(2.1.39).
Moreover v € V®(Ty, Ty), v € CO([To, T1]; V), and © € CO([To, Th]; H).

With the following result we obtain a better regularity with respect to time.

Proposition 2.1.17. Under the same assumption of Theorem 2.1.16, let v be the unique
solution of problem (2.1.37)-(2.1.39). Then

ve O[Ty, Th], V)N CH[Ty, T1], H). (2.1.45)
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Proof. In the case F' = 0, a solution for the elastodynamics with cracks in the sense of [19] is
also a solution in the sense of Definition 2.1.14. By uniqueness, the two solutions coincide.
In particular, we get that, if F' = 0, the solution is in C°([Ty, T3], V') N CY([Ty, Th], H).

If the forcing term F' is not zero, we can use same approximation argument used in [11,
Lemma 5.7]. Then for every ¢ > 0 there exists F. € H(0,T, H) such that

Fi(t) € C2(Q\ T; RES) (2.1.46)
for every t € [0,7] and
||F5 - FHLoo(QT;]ZI)'f‘”FE - F||L2(O,T;I:I)< g. (2147)

We define v as the solution of the elastodynamic problem in Definition 2.1.14 with F
replaced by F;. Since F; is regular in space we have that

(Fe(t), BY) = —(divFe(t), ) (2.1.48)

for all t € [0,7] and for all ¢ € V. It follows that v, is a solution in the sense of Definition
2.1.14 with f and F respectively replaced by f — divF. and 0. By the results of [19] we
have that

v. € CY([To, T1], V) N CY([To, T3], H). (2.1.49)

Using the continuous dependence on the forcing terms given by [11, Proposition 4.5] and
(2.1.47), we obtain that

sup |[|lv=(t) — v(t)[lv+ sup [[0(t) —0(t)[|— 0 ase— 0.
te[0,T) t€[0,7]

In particular, we get that v € C°([Tp, Th], V) N CY([Ty, T1], H). O

We now fix the notation that will be useful in order to give the main results concerning
continuous dependence on the data.

Let 0 < Tp < Th < T, let 7 € G, be a sequence of cracks paths, and let s, €
Sﬁlﬁ(To,Tl), with s;(Th) < by, be a sequence of crack lengths, we define V7%, |||y,

D . .
Vol Valiy s Vawsi (10, T1) -l VD . (To,T1) as in (2.1.10)-(2.1.16) with T and Ty

replaced by

I =k ([ao, by,]) and T7F ) = (lao, sk(t)]). (2.1.50)
Let uf € TQZ’“(TO), with u —up(Tp) € VSZ’“(’Y?)), ut, € H,
fr € L*(0,T;H) and Fj, € HY(0,T; H). (2.1.51)

We define uy as the weak solution of k-th viscoelastic problem on the cracked domains
A FZ:(t)ﬂ t € [Tp,T1], that is

D
ug € Vs, (To, T1) and  wp —up €V, o,

(To, T), (2.1.52)
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T T
- / (i (£), (8)) it + / (ABug(t), Bg(t)) dt

To

T
/ / VB (r), Eg(t)) drdt = / (), (8))
To

To
—I—/T (Fi(t), Ep(t))dt for all p € Vw s, (To, T1) with ¢(Tp) = ¢(T1) =0,  (2.1.53)

up(To) =u) in H and (7)) =wuj in UQ’?’TO))* (2.1.54)
Moreover, we define v as the weak solution of k-th problem of elastodynamics on the

cracked domains 0\ T'7* WO [To,T1], that is

'Uk € V’Ykask (TO7T1) a‘nd vk‘ - UD € V’Yk Sk (T07T1)7 (2155)
Ty T Th

- [t et ars [ aBu@. B = [ (e a
To To To
T1

—I—/ (F(t), Ep(t))dt for all p € Vy, 4 (To,Th) with ¢(Tp) = ¢(T1) =0,  (2.1.56)
To

ve(To) =u) in H and ox(Ty) =uj, in (VSZ’“(’TO))* (2.1.57)

We now state the result concernig continuous dependence on the data for the problem
of elastodynamics. It will be used to prove the same result for the viscoelastic problem.

Theorem 2.1.18. Let y € G, 0 < Ty < Ty < T, s € SY'5(Th, Th), with s(Ty) < by, and

assume (2.1.7), (2.1.23)-(2.1.25) and (2.1.36). Let u°’ € VAE ) With u —up(Ty) € VAZTO)

and let ut € H. Let vy, € Grr, let s, € Sﬁf;;(To,Tl) with sp(Th) < b,,. Let uk eV, k(TO)’
with u) — up(Tp) € VV’“(’TO), up, € H, and assume (2.1.51). Let v be the weak solution of
problem (2.1.37)-(2.1.39) on the cracked domains Q \ F'y , t € [To,T1]. Let vy, the weak

solution problem (2.1.55)-(2.1.57) on the cracked domams Q \ I OIS [To,T1]. Assume

that

I fr = fllz2o.rsmy— 0, 1F% = Fll g1 0.1y~ O (2.1.58)
S — s uniformly, ¢ — v uniformly, (2.1.59)
u) — u® in H, Dud — Du’ in H, ur —ul in H. (2.1.60)

Then
vp(t) = v(t) in H, (2.1.61)
Duy(t) — Dv(t) in H, (2.1.62)
ok(t) — 0(t) in H, (2.1.63)

for every t € [Ty, T1].
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Proof. In the case f = f, F, = F =0 for any k € N, it is a consequence of [19, Theorem
3.5]. In the general case, the result follows from the same approximation argument used
in [11, Lemma 5.7, Proposition 5.9)]. O

Now we are in a position to obtain the same results for the viscoelastic system.

Theorem 2.1.19. Lety€ G, 1, 0<Ty <T1 <T, s € Sﬁijf[(Tg,Tl), with s(T1) < by, and
assume (2.1.7), (2.1.23)-(2.1.25) and (2.1.36). Let u’ € Vi), such that u® — up(Tp) €
Vs?To) and let u' € H. Then there exists a unique solution u of problem (2.1.26)-(2.1.28).
Moreover u € V> (T, Th), u € CO([To, T1]; V), and @ € CO ([T, Th]; H).

Proof. We can not apply directly [11, Theorem 4.10] because in general (2.1.35) is not
satisfied. However, assuming (2.1.36) instead of (2.1.35) we can repeat all arguments of
the proof of that theorem, which is based on existence and uniqueness for elastodynamics
with cracks (in our case given by Theorem 2.1.16 and Theorem 2.1.18) and on a fixed point
argument. O

Proposition 2.1.20. Under the same assumption of Theorem 2.1.19, let u be the unique
solution of problem (2.1.26)-(2.1.28). Then u € C°([Ty, T1], V) N CH([To, Th], H).

Proof. 1t is enough to apply Proposition 2.1.17 with F'(t) replaced by

t
F(t) —l—/ e” "'V Eu(r)dr,
To

for all t € [T, T1]. O

The following theorem provides the continuous dependence on the data for the solution
of the viscoelastic problem.

Theorem 2.1.21. Let vy € G, 1, 0<To <T1 <T, s € Sﬁf;f[(Tg,Tl), with s(T1) < by, and

assume (2.1.7), (2.1.23)-(2.1.25) and (2.1.36). Let u® € VS?%)’ such that u® — up(Tp) €

VJ(LA,% and let vt € H. Let v € G,p, let s € Sﬁfjf[(To,Tl), with si(T1) < by,. Let

ul € VSZC(To)’ such that uf —up(Ty) € VS’Z’“(’%;), ur, € H, and assume (2.1.51). Let u be the
weak solution of problem (2.1.26)-(2.1.28) on the cracked domains Q\Fz(t), t € [Ty, Th]. Let

uy, the weak solution problem (2.1.52)-(2.1.54) on the cracked domains Q\Fz:(t), t € [Ty, T1].
Assume that

1fi = fllezrn= 0. 1Fe = Fllgaor.m— 0, (2.1.64)
s — s uniformly, vk — v uniformly, (2.1.65)
u) — u® in H, Dud — Du’ in H, ur —u' in H. (2.1.66)

Then
ug(t) = u(t) in H, (2.1.67)
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Duy(t) = Du(t) in H, (2.1.68)
U (t) = u(t) in H, (2.1.69)
for every t € [Ty, T1]. Moreover there exists a constant C' > 0 such that
[[ur () [+ Duw @) ||+ (B) | < €
for every k € N and t € [Ty, T1].

Proof. As in the proof of Theorem 2.1.19, we cannot apply directly [11, Theorem 6.1],
because in general (2.1.35) is not satisfied. However, assuming (2.1.36) instead of (2.1.35)
we can repeat all arguments of the proof of that theorem, which is based on the continuous
dependence on the data for elastodynamics with cracks (in our case given by Theorem
2.1.18) and on a results concerning the convergence of fixed points of a sequence of functions
(see [11, Lemma 4.2]). O

2.2 Energy balance

In this section we study the problem of the dynamic energy-dissipation balance on a given
cracked domain €\ FZ(t) for a solution of a viscoelastic problem.

2.2.1 Dynamic dissipation energy balance

Let vy € G, 0 <To <Ty <T, s € Sﬁfﬁfl(To,Tl), with s(T1) < by. It is convenient to
define the operator

L, V(To, Ty) — H (Ty, Ty; H), (2.2.1)
(Lryu)(t) ::/T e" 'VEu(r)dr, (2.2.2)

for all u € V(Tp, T1), for all ¢t € [Ty, T1]. Since

. t
(Lryu)(t) = VEu(t) — / e 'VEu(r)dr,
To
it is easy to check that L7, is bounded. Indeed, using the Holder inequality it is possible
to prove that

1£ryull oo iy 2y S (T2 = To) 21V ool ltllvry ) (2.2.3)
ILryull 2y, iy < (L4 Ty = T0) [Vl oo l[ullvizy 1) - (2.2.4)

Assume (2.1.7), (2.1.23)-(2.1.25) and let v € C°([Ty, T1], V) NCY([Ty, T1], H). For every
t € [Tp, T1] the sum of kinetic and elastic energy is given by

£,(¢) = %Hi;(t)”z—l—%(CEv(t),Ev(t)). (2.2.5)
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For an interval [t1,t2] C [Tp,T1] the dissipation due to viscosity between time t; and ty is
given by

Dy(tr,t) :%(VEv(tQ), Folty)) — %(VEv(tl),Ev(tl))
— ((Lnyv)(t2), Ev(t2)) + ((L1yv)(t1), Ev(t))

to

+ / tQ(VEv(t),Ev(t))dt— / (L7, 0)(t), Ev(t))dt. (2.2.6)

t1 t1

Moreover, we assume that the energy dissipated in the process of crack production on
the interval [t;, t2] is proportional to s(t2) — s(¢1), which represent the length of the crack
increment. For simplicity we take the proportionality constant equal to one. Finally, the
work done between time t; and t9 by the boundary and volume forces is

Waltr,ta) = [ ((£0),5(0) = ip(6) + (€ + V) Bo(®) Bin (1)) ~ (L)1), Ban(t) )t

t1

—/tQ(F(t),Ev(t)—EuD(t))dt—/tQ(b(t),i}D(t))dt—i—(z')(tg),up(tQ))
—(0(t1),up(t1))+(F(t2), Ev(t2) — Bup(ta))—(F(t1), Bv(t1) — Eup(t1)).

(2.2.7)

Remark 2.2.1. When F' = Fj as in (6) and all terms are regular enough, formulas (2.2.6)
and (2.2.7) can be obtained from (1) in (—oo, T, using the explicit expression of the stress
tensor (2) and integrating by parts. For more details when viscosity is not present see also
to [18, Section 3] and [19, Section 4].

Remark 2.2.2. We stress that (2.2.6) and (2.2.7) make sense for every weak solution of
problem (2.1.26)-(2.1.27), thanks to Proposition 2.1.20.

We now define the class of cracks whose solutions of the viscoelastic problem satisfy
the dynamic energy-dissipation balance.

2.2.2 The class of admissible cracks

Definition 2.2.3. Let 0 < Ty <11 < T, 59 > 0, and ¥ € G, 1, with by = sp, and assume
(2.1.7), (2.1.23)-(2.1.25) and (2.1.36). Let u® € Vi), such that u® — up(Ty) € Var” and let
u' € H. The class

Breg(T()?Tl) = Breg(TOaTla 50,7 C,V, f> F7 UD,UO,Ul)

is composed of all pairs (v, s), with
v €Gr, (2.2.8)
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’Y|[CLO,SQ]: 7’[&0,80]7 (229)
s € 8,3 ([To, Th)). (2.2.10)
s(Ty) = s°,  s(T1) < by, (2.2.11)

such that the unique weak solution u of the viscoelastic problem (2.1.26)-(2.1.28) satisfies
the energy-dissipation balance

gu(tQ) — 5u(t1) + Du(tl,tg) + S(tg) — S(tl) = Wu<t1,t2) (2.2.12)
for every interval [t1,t2] C [Tp,T1]. Similarly, the class

Bpiec(T()’ Tl) = Bpiec(T(]v T17 80777 (Cv Va f: F7 up, ’LLO, U1>
is defined in the same way replacing s € S, %, ([0, T1]) by s € Sﬁff\f[([To, T1]).

The class B"9(Tp,T1) is nonempty, as clarified by the following result, whose proof
follows the lines of [23, Lemma 1] and [22, Proposition 2.7].

Proposition 2.2.4. Under the assumption of Definition 2.2.3, the pair (7, s), with s(t) =
so for every t € [Ty, T1], belongs to B"9(Ty, T1).

Proof. We prove the result in the case of homogeneous boundary condition, i.e. up = 0.
Indeed, the case of non-homogeneous data can be obtained considering the equation for
u—up. It is convenient to extend our data on [0, 27 by setting f(t) = 0 and F(t) = F(T)
fort € (T,2T). It is clear that f € L?(0,2T, H), F € H'(0,2T, H), and that, by uniqueness,
the solution u of the viscoelastic problem on [Tp,277] is an extension of the solution on
[T, T1]. Since the domain is constant with respect to time we deduce from (2.1.26)-(2.1.27)
that u € H?([Ty, 2T); (V,2)*) and

(i(t). ¢) + ((C + V)Eu(t), Bg) — (Lryu(t), Bo) = (F(),9) + (F(D), By).  (2:2.13)

for all ¢ € V2 and for a.e. t € [Ty, 27].
Given a Banach space X and a function r : [Tp,27] — X, for every h > 0 we define
olr, 8" . [Ty, 2T — h] — X by

olr(t) == r(t+ h) +r(t), (2.2.14)

S (t) i= r(t 4+ h) — r(t). (2.2.15)

For a.e. t € [Ty, 2T — h] we have o"u(t),6"u(t) € V2. We consider (2.2.13) at time ¢ and
a time ¢ + h, in both cases with ¢ = §"u(t). We sum the two expressions and we integrate
on [t1,te] C [T, T1]. We get

to

/ " (K (t) + Bu(t) + Da(t)) dt = / Li(t)dt, (2.2.16)

t1 t1



Chapter 2. Dynamic crack growth in viscoelastic materials with memory 43

where the terms that appear in (2.2.16) are defined as

Ky (t) = (a™ii(t), 6"u(?)),

Ep(t) = ((C + V)" Bu(t), 8" Eu(1)),

Dy (t) := ( "Lryu(t)], 8" Bu(t)),

Ly(t) := (" f(t),6"u(t)) + (o"F (1), 8" Bu(?)).

We have that
1)

Ky (t)dt = — /:2 (oMa(t), 6"u(t)) dt + (o"u(ts), 6" u(ts)) — (a™a(ty), sMu(tr))

t1

== [ e+ I = Ot + (0" ira), 5 () — (0" it). 8 u(e)

to+h t2
= —/ la@)|dt + [ [la(@)]*dt + (o™ita), 6" u(tz)) — (o™ i(tr), 6 u(tr))
t1+h t
ItQ-i-h t11+h

= —/t Hu(t)HthJr/ ()t + (o"alt2), 6™ u(tz)) — (o™ u(t), 8" u(tr))

2 t1

and dividing by h we get

2 Kt farth fith o St o Mt
/ n® 4= — L aPae+ £ TP+ (oPaes), S8 - ghagy, CU0))
. h t 4 h h
Then

2 K (t)
/t L A= - [a(ta) |2+t +2]alt2) | —2]a(t)] 1= [[alt2) [IP—la(t)|?, (2.2.17)
1

as h — 0%, where we have used the fact that u € C*([Ty, 2T], H). Moreover
to to
/ En(t / ((C + V)Eult + h), Bu(t + h))dt — / ((C + V) Bu(t), Eu(t))dt
t1 t1 t1

to+h to
/ ((C + V) Bu(t), Bu(t))dt — / ((C + V) Bu(t), Bu(t))dt
ti+h t1

t2+h ti1+h
/ ((C + V) Bu(t), Bu(t))dt — / (C + V) Eu(t), Bu(t))dt (2.2.18)

which give us

/tm Ef;L( Ldt = ((C+V)Bulta), Bu(ta)) — ((C + V) Bu(ty), Bu(ty) (2:2.19)

1
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as h — 0%, where we have used the fact that u € C°([Tp, 27, V). Regarding the term Dy,
we have
to to

— Dh(t)dt:/tQ(Uh[CTou(t)],Eu(t—kh))dt—/ (" [Lryu(t)], Bu(t))dt

" t1t2+h t;
- / (o~ [Lryu(t)], But))dt — / (o™ [Lyu(®)], Bu(t))dt
t1+h t1
to+h
= [ et )~ e+ b Eato)ar
t1+t1+h to+h
_ /t ("L ut)], Bu(t))dt + /t ("L u(t)], Bu(t))dt

to
_ / (Lo u(t) — Lot + 2h), But + h))dt
t

' to+h

t1+h
- / ("L u(E)], Bu(t))dt + / (o"[Lau(t)], Bu(t))dt, (2.2.20)

t1 t2

which give us

/t2 Dult) gy /w (LTOu(t) ~ Lmpult ¥ 2h),Eu(t +h))dt

1 h t1 h
t1+h to+h
+ ][ (o™ [Lyu(®)], Bu(t))dt — f (o™ [Lryu(®)], Bu(t))dt

2 [ (@, Puoar

+ 2(£Tou(t1), Eu(tl)) — 2(£T0u(t2), Eu(tg))

_9 / * (VBu(t) — Lau(t), Bu(t)dt

+ 2(£Tou(t1), Eu(tl)) — 2(£T0u(t2), Eu(tg)), as h — O+, (2.2.21)

where we have used again that u € C°([Tp, 27, V).
With similar arguments, we have that

| B [ i -2 [ @), Bu)ar

1 t1 t1

+2(F(t2), Eu(t1)) — 2(F(t1), Eu(t1)), ash—07. (2.2.22)

Dividing by h Equation (2.2.16) and using Equations (2.2.17), (2.2.19), (2.2.21), and
(2.2.22), we get the following identity

i(t2) |4+ ((C + V) Eu(ts), Eu(ts)) + 2 /:2 (VEu(t) — Lr,u(t), Bu(t))dt
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= 2(Lryu(tz), Bu(t2)) = [[a(t) | +((C + V) Bu(ty), Bu(t1)) — 2(Lzyu(ty), Bu(ti))

2 / "), at))dt - 2 / “(E(), Bu(t)dt + 2(F(ts), Bu(ty)) — 2(F(tr), Bu(ty)),
(2.2.23)

that is the energy-dissipation balance (2.2.12) when up = 0 and s(t) = so for all t €
[To, T1]. u

The following remark deals with the concatenation of solutions on adjacent time inter-
vals.

Remark 2.2.5. Under the assumption of Definition 2.2.3,1let 0 < Ty < Ty <To < T,
('717 81) € Bpiec(TO’ Tla 50,7 Ca Va f7 Fa up, uov ul)v

(72, 82) € BP“(Ty, Ty, s1(T1), 1, C, V, f, Fyup, u(T1), u(T1)).
Let s: [To, T2] — R be defined as

S(t) .: Sl(t) ifte [T(), Tl], (2 9 24)
. SQ(t) ifte [Tl,TQ]. o

Then (’7275) € BpieC(T07T2>30777(C7V7 f7 Fa uDvuoaul)‘

Using the continuous dependence Theorem 2.1.21 we are in a position to prove a com-
pactness result for B¢, which will be useful for the proof of the main result of the chapter
(see Theorem 2.3.3).

Theorem 2.2.6. Under the assumption of Definition 2.2.3, let (g, si) € B"9(Ty,Th).
Then there exists a not relabelled subsequence and there exists (v,s) € B"9(Ty,T1) such
that i, — v uniformly (in the sense of Definition 2.1.3) and s — s in C3([Ty, T1]).

Proof. By Lemma 2.1.5 there exists a subsequence (not relabelled) v, and v € G, 1, such
that +; — ~ uniformly (in the sense of Definition 2.1.3). By Ascoli-Arzela Theorem
there exists s € C3([Tp, T1]) and a further subsequence s converging to s in C3([Tp, T1]).
Moreover, if we pass to the limit ad k& — 400 in the conditions in Definition 2.1.6 for sg,
we get that s € S;Zg\’/[([To,Tl]). We defined u as the solution of the viscoelastic problem
(2.1.26)-(2.1.28) on the time-dependent cracked domain ¢ — '\ Fz(t) with ¢ € [Ty, Th] and
we define uy as the solution of the viscoelastic problem on the time-dependent cracked

domain ¢ — Q\ I‘Z:(t) with t € [Ty, Th]. Since (yk, sg) € B"9(Toy, T1) we have

S (12) P45 (€ + V) Bug(t2), Bue(t2)) — (Cryus(t2), Bus(12))

0P (€ + V) Bui(), Bu()) + (Cryueia), Bug(ia)
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_ /t t (VEug(t), Bug(t))di — /t t (Lo un(t), Bug(£))dt + su(ts) — si(tr)

:/tt ((£t), i (t) = ip(t) + ((C+ V) Bug(t), Bip(t)) — (Lryur(t), Eip(t)))dt

. :(F(t),Euk(t)  Bup(#)dt + (F(t2), Eug(ts) — Bup(ts)) — (F(ty). Bus(ts) — Eup(ty))
_ /tjz(uk(t)7ilD(t))dt + (g (t2), up(ta)) — (ik(t1), up(tr)), (2.2.95)

for every interval [tq,ts] C [Tp, T1]. Using Theorem 2.1.21 and the bounds (2.2.3)-(2.2.4),
we can pass to the limit as k — 400 in (2.2.25) and we get the energy-dissipation balance
(2.2.12) for w. This proves that (v, s) € B"9(Tpy,T1) and concludes the proof. O

2.3 Existence for the coupled problem

In this section we prove an existence result for the crack evolution (described by the
functions v and s). In order to do this we define a maximal dissipation condition (see
also [18] and [19]), which forces the crack tip to choose a path which allows for a maximal
speed.

Definition 2.3.1. Assume (2.1.7), (2.1.23)-(2.1.25) and (2.1.36). Let u® € Vj, such that
u® —up(0) € VP, and let u' € H. Given n > 0 we say that (v, s) € BP*¢(0, T) satisfies the
n—maximal dissipation condition on [0, 7] if there exists no (¥, 3) € BP*“(0,7), for some
71 € (0,T], such that

(M1) sing(s) C sing(s),
(M2) 5(t) = s(t) and 4(5(t)) = v(s(t)) for every t € [0, 9], for some 19 € [0, 71),
(M3) 5(t) > s(t) for every t € (19, 71] and 8(m1) > s(m1) + 7.

Remark 2.3.2. We refer to the discussion in [19, Section 1] for some comments on the
presence of the parameter n > 0.

We are now in position to prove the main result of the chapter. The proof follows the
lines of [18] and [19], devoted to the case of elastodynamics without viscosity terms.

Theorem 2.3.3. Under the assumption of Definition 2.3.1, for every n > 0 there exists a
pair (7,8) € BP(0,T) satisfying the n-mazimal dissipation condition on [0,T).

Proof. Let us fix n > 0 and a finite subdivision 0 = Ty < T} < ... < T = T of the time

interval [0, 7] such that

T, —Tio < g (2.3.1)
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for every i € {0,1,2,...,k}. We will define the solution using a recursive procedure on each
subinterval [T;_1,T;], for every i € {0,1,2,...,k}. In order to define this procedure, we set

Xl = {(’73 5) € BpiEC(()’ Tla Oa Y0, C7V7 f’ Fa up, u07 ul) | s € Sz,e]‘?/[(oa Tl)’ 5(0) = O}a
(2.3.2)
where g is the function that appears in Definition 2.1.1. By Proposition 2.2.4 we have
that (7p,0) € &} and in particular we have X; # (). Moreover, we choose (71, $1) € &} such

that
T T
/ si(t)dt = max/ s(t) dt,
To (v:8)€X1 J Ty

where the existence of (71, s1) is guaranteed by Lemma 2.3.4 below. If &k = 1, we define
(7,8) := (71, s1) and we have to prove that this couple satisfies the n-maximal dissipation
condition. Otherwise, we fix i € {2, ..., k} and we set

X = {(’Y’ S) € Bmec(oalj‘iv 0,7%,C,V, f, Fyup, UO’ul) ‘ S|[Ti—17Ti}€ S;,e]%(ﬂ—hﬂ)?
s(t) = si—1(t),v(s(t)) = vic1(si—1(t)) YVt € [07Tz‘—1]}- (2.3.3)

We note that X; # 0. Indeed, if we define §;_1 as

5 1(t) — Si_1<t) for t € [O,Tl‘_l],
" ' si—1(Ti—1) fort € [T;_1, T3],

we can apply Proposition 2.2.4 and Remark 2.2.5 to obtain (y;—1,5;—1) € X;. Assume that
the pair (y;-1,si—1) € X;—1 has already been defined, then we choose (v;,s;) € &; such
that
Ti Ti
/ si(t)dt = max / s(t) dt, (2.3.4)
Ti—1 (’YVS)EX'L' T;—1
where the existence of (v;, s;) is guaranteed by Lemma 2.3.4 below.
We now define (v, s) := (v, Sx), where (v, si) is the the pair defined in the final step
of the procedure defined above. It remains to prove that (7,s) satisfies the n-maximal

dissipation condition on the interval [0,7]. Assume, by contradiction that there exist
0<79<7 <T and (%,35) € BP*(0,71) such that:

(i) sing(8) C sing(s) C {T1,....;Tp—1}
(i) s(t) = §(t) and y(s(t)) = 4(5(t)) for every t € [0, 19],

(iii) s(t) < §(t) for every t € (19, 71| and §(m1) > s(11) + 1.
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Since 19 < T, there exists an index j € {1, ..., k} such that 79 € [Tj_1,7Tj). We claim that
71 > T}. Indeed, the using the monotonicity of s and the points (ii) and (iii), we have that

$(m) > s(m) +n > s(m) +n=35(0)+n, (2.3.5)

and in particular $(m1) — §(79) > 1. On the other hand, since § € Sfjf;;(o, 71) we have

8(m1) — 8(10) < p(m1 — 7o) (2.3.6)

which together with the previous inequality give us 71 — 79 > 7/u. Since the subdivision
of the interval was choosen such that T;_1 — T; < n/u for every i € {1,...,k}, we get that
T > Tj
Using (i) we have that 3[ir,_, ;€ S, %;(Tj-1,T;) and taking (ii) into account we get
that (4,3) € &;. By construction s = s; on [T}_1,T}], where s; is the function defined in
(2.3.4) for i = j. As a consequence of (iii) we get 5(t) > s(t) = s;(t) for every t € (19, T}],
which contradicts (2.3.4).
O

We close this section with the following Lemma used to prove Theorem 2.3.3. The
proof follows the lines of [19, Lemma 5.3] with obvious modifications.

Lemma 2.3.4. For everyi = 1,....k there exists (7, s;) € X; such that

/J%sxﬂdt: mel/n s(t) dt, (2.3.7)

Ti_q (v.9)eXs JT,_4
where X; is the space defined in (2.3.2) and (2.3.3).
Proof. Let i € {1, ..., k} be fixed and let us define
T;
S:= sup / s(t) dt.
(778)6‘){1 Ti—l

For every n € N let (7", s") € &} be such that

T; 1
/)SWQMES—. (2.3.8)
T 1 n

Let w;—1 be the unique solution of the viscoelastic system (2.1.26)-(2.1.28) on the time-
dependent domain ¢ — Q \ I‘Zf:i( p fort € [0,7;—1]. By Theorem 2.2.6 there exists a (not

relabelled) subsequence of (", s"[(r,_, 1)) and an element

(7i,8) € B"9(Ti-1,Ti, si—1(Ti-1),vi-1,C, V, f, Fup, wi—1(Ti—1), wi—1(Ti-1)),
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such that 4" — «; uniformly (in the sense of Definition 2.1.3) and s"|1,_, 7,)— s in
C3([T;—1,T;])). We now define

e si—1(t) for t € [0,Tj—1],
i\b) -— 5(t) for t € [T;-1,T;).

By definition of &;, we have that v (s;—1(t)) = 7" (s"(t)) = vi—1(si—1(t)) for all t € [0, T;_1].
Passing to the limit as n — 400 we obtain that ;(s;(t)) = vi—1(si—1(t)) for all t € [0, T;_1],
which together to Remark 2.2.5, give us (v;,s;) € &;. Finally, passing to the limit as
n — +oo in Equation (2.3.8), we get Equation (2.3.7) and this concludes the proof. O
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In this chapter we consider the one-dimensional debonding model for a viscoelastic
material described in the introduction, with assigned debonding front.

Given T' > 0 and a positive and prescribed increasing function ¢: [0, 7] — R, the problem
considered in this chapter is a particular case of (3), namely

uge(t, x)—um(t,x)+/0 eTT_um(t,a:) dt=f(t,2)—Fu(t,x), (t,z)e Q, (3.0.1)
u(t,0)=up(t), te(0,7), (3.0.2)
u(t, £(t)) =0, te(0,7), (3.0.3)

u(0, z) =u’(z), x € (0,4), (3.0.4)
ur(0, x) =u'(z), z € (0, ). (3.0.5)

o1



52 3.1. Preliminary results

where Qf = {(t,x) € R?|t € (0,T),z € (0,£(t))}, u is the longitudinal displacement
(extended as v = 0 on ((0,T) x (0,4(T))) \ QF), f and F are the forcing terms, up is the
Dirichlet condition, and u° and u' are the initial conditions. For more details on this model
and is physical interpretation we refer to the Introduction of this thesis. The aim of this
chapter is to prove existence, uniqueness and regularity results for problem (3.0.1)-(3.0.5).
In order to study this problem, we first work on the auxiliary problem without damping
term given by

up(t, ) — ugy(t,x) = f(t,2) — Fy(t, x), (t,z) € QF, (3.0.6)
u(t,0) = up(t), te(0,7), (3.0.7)
u(t, £(t)) =0, te (0,7), (3.0.8)
u(0,z) = u’(x), z € (0,4p), (3.0.9)
uy (0, 2) = u' (x), z € (0,4p). (3.0.10)

and, similarly to the previous chapters, we use fixed point arguments to get the results for
(3.0.1)-(3.0.5).

The chapter is organized as follows. In Section 3.1 we give the basic definition in order
to define the weak formulation of (3.0.1)-(3.0.5) and (3.0.6)-(3.0.10). Section 3.2 is divided
in Subsection 3.2.1, where we describe some geometric considerations on the debonding,
and Subsection 3.2.2, where we prove the representation formula, and in Subsection 3.2.3
we prove existence and uniqueness for (3.0.1)-(3.0.5). Finally, in Section 3.3 we deal with
some energetic results. More precisely, in Subsection 3.3.1 we prove that the total energy
(as a function of time) is absolutely continuous, while in Subsection 3.3.2 we give the main
ideas in order to study the debonding problem with a non-prescribed debonding front (this
case will be studied in a future research project).

The original results of this chapter will be contained [13] (work in preparation).

3.1 Preliminary results

In this chapter we set the notations and we give the main definition following the same
presentation of [20] and [42]. We fix T > 0, £y > 0 and a function

0:10,T] = R (3.1.1)

such that
¢ e ([0, 1)), (3.1.2)
€(0) =y, and 0 < £(t) < 1 for a.e. t € [0,T]. (3.1.3)

We introduce the following two auxiliary functions

¢, ¥:00,T] = R (3.1.4)
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defined for every t € [0,T] as
o(t):=t—4L(t) and P(t):=t+L(t). (3.1.5)
We set L := {(T'). The function ¢ is invertible and we can define
wi[lo, o+ L] » R, w(y) :=poyp(y), (3.1.6)

which is a Lipschitz function whose derivative satisfies for a.e. y € [y, ¢y + L]

RN

0SS )

<1. (3.1.7)

For every t* € (0,7 we define
Qe = {(t,z) |t € (0,t"), x € (0,£(¢))} (3.1.8)

and
Q¢ = {(t,z)|t € (0,t%), x € (0,L)}. (3.1.9)

In the case t* = T we omit the dependence on t* and we simply write €2 and @ instead of
Qpr and Q. We stress that, unlike the previous chapters, here {2 is a space-time domain
and not a spatial domain.

Regarding the boundary and initial conditions we assume

u’ e HY(0,4p), (3.1.10)
u' € L*(0,4), (3.1.11)
up € H(0,T), (3.1.12)
with the compatibility conditions
u’(0) = up(0) and u’(fy) = 0. (3.1.13)

For the forcing term we set
feL*0,T;L*0,L)), Fe H'(0,T;L*(0,L)) and f = F =0 a.e. on Q\ Q. (3.1.14)

Remark 3.1.1. We recall the following identifications: L?(0,T;L?(0,L)) ~ L?(Q) and
HY(0,T; I2(0, 1)) N 12(0,T; H'(0, L)) ~ H'(Q).

Remark 3.1.2. With a slight abuse of notation, we use w to denote both the Bochner
derivative with respect to time (if w = w(¢, x)) and the derivative with respect to a single
variable (if w = w(s)), depending on the context.

Remark 3.1.3. Let X be a Banach space. As done before, we identify a function in
H'(0,T; X) with its continuous representative on [0, 77].
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Definition 3.1.4 (Solution of the viscoelastic debonding problem). We say that a function
u € HY() is a solution of the viscoelastic problem (3.0.1)-(3.0.5) if equation (3.0.1) holds
in the sense of D’'(12), the boundary conditions (3.0.2)-(3.0.3) are intended in the sense of
traces and the initial conditions (3.0.4)-(3.0.5) are satisfied in the sense of L?(0,£y) and
H=1(0, /), respectively.

We recall that C2°(2) is the set of smooth functions with compact support on €2.
Remark 3.1.5. Let u be as in Definition 3.1.4. Then (3.0.1) in the sense of D’(2) means

_/Qut(t,x)gbt(t,:n) dtdx—I—/Quz(t,:L‘)qﬁz(t,x) dtdm—/g/ot e;tuz(T,m)dTgbx(t,m) dtdx
:/f(t,x)qb(t,x) dtdaz—l—/ F(t,z)pz(t,x) dtdz, for all ¢ € C°(Q). (3.1.15)
Q Q

Remark 3.1.6. Taking into account condition (3.0.3), a solution u in the sense of Defi-
nition 3.1.4 is extended on @ (still denoting it by u), by setting u = 0 on @ \ © and the
extensions belong to H!(Q). In particular, the term (¢,z) g%_tux(ﬂx) dr is well

defined for a.e. (t,z) € €.

Remark 3.1.7. The initial conditions in Definition 3.1.4 are well posed. Indeed, a solution
u € H'(Q) must satisfies u € H'((0,7T) x (0,4y)) ~ H'(0,T; L?(0,4o)) N L?(0,T; H'(0,40))
which implies u € C°(0,T; L?(0,4y)). Moreover, using (3.0.1), one can prove that u; €
HY(0,T; H1(0,4y)) — C°(0,T; H1(0,4p)) (see also [20])

3.2 Existence, uniqueness, and representation formula

In order to prove existence and uniqueness for the viscoelastic problem (3.0.1)-(3.0.5) we
have to consider the auxiliary problem (3.0.6)-(3.0.10).

3.2.1 The auxiliary problem

Definition 3.2.1 (Solution of the elastic debonding problem). We say that a function
v € HYQ) is a solution of elastic problem (3.0.6)-(3.0.10) if equation (3.0.6) holds in
the sense of D'(Q), the boundary conditions (3.0.7)-(3.0.8) are intended in the sense of
traces and the initial conditions (3.0.9)-(3.0.10) are satisfied in the sense of L%(0,/y) and
H=1(0,4g), respectively.

Remark 3.2.2. Let v be as in Definition 3.2.1. Then (3.0.6) in the sense of D’(2) means

—/ut(t, x)py(t, x) dtdx—}—/ux(t,x)gbx(t,x) dtdx =
Q

Q
/ f(t,x)o(t,z) dtdx +/ F(t,z)pz(t,x) dtdz, for all ¢ € C°(Q). (3.2.1)
Q Q
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Remark 3.2.3. The initial conditions in Defintion 3.2.1 are well posed for the same argu-
ment used in Remark 3.1.7.

Remark 3.2.4. Taking into account condition (3.0.8), a solution v in the sense of Definition
3.2.1 can be extended on @ (still denoting it by v), by setting v = 0 on @ \ © and the
extensions belong to H(Q).

In order to prove existence and uniqueness for problem (3.0.6)-(3.0.10) we find an
explicit formula for the solution v on a particular subset of Q. Since in (3.0.6) the term
F, does not belongs to L%(0,T; L*(0, L)), we can not apply the formula of [20, 42] to our
case, but we have to compute a new one. Moreover, we stress that this result is a natural
extension of the classical D’Alembert’s formula.

We define some subsets that will be used to define the explicit formula. We fix the
following sets

P ={tr) e Qlt <z t+x <L}, (3.2.2)
b={(t,x) e Q|t >z, t+x < Ly}, (3.2.3)
Sbi={tr)eQlt <z, t+x> L}, (3.2.4)

Q=0 U0, Uk, (3.2.5)

and the following functions

r—t+71 (t,z) €,
n(rit,x) =3 |l —t+7| (tz) €, (3.2.6)
r—t+71 (t,x) € Qf,

r—t+T (t,z) € Q,
A (rst, @) =< max{z —t+7, 0} (t,x) € Db, (3.2.7)
rT—t+T (t,x) € Qf,
r+it—7 (tvx)eglla
t— ta GQ/a
Yo(Tit,x) = vt (f.e) € % . (3.2.8)
T—w(x+t) (t,z)eQ, <y (x+1),
r4+t—T1 (t,x) € Qy 7>~ Ha + 1)
rT+t—T ,x) €
t— Q
Yo(Tst, @) = v ) (3.2.9)
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Moreover, for every (t,z) € Q' we define

Rt,z) ={(r,y) e V0 <7 <t, ni(r;t,2) <y < ya(r;t,2)}, (3.2.10)
TH(t,z) = {(r,y) €V [0< T <t, x <y <At} (3.2.11)

T (t,x) = {(r,y) e V|0 <7<t A(r;t,x) <y <x}, (3.2.12)

T (t2) = {(r,y) € V|0 < T <P~ x+ 1), 1ol t,z) <y < A2(r;t,7)} (3.2.13)
Ty (tz) ={(r,y) e V[0 <7 <t—z, M(r;t,z) <y <m(r;t,z)} (3.2.14)

Remark 3.2.5. We note that T, (t,z) = 0 if (t,2) € Q UQ and T (¢t,2) = 0 if (t,2) €
0 U Q3.

We denote by A the solution of (3.0.6)-(3.0.10) in the case f = F = 0 and we recall
that in [20] is proved that A can be written as

A(t,z) = ai(x +t) + az(t — x), for every (t,z) € Q, (3.2.15)

for two suitable functions a1, ap € H'(R). In general it is not easy to give an explicitic
representation of a; and as due to the superpositions of waves generated by “bouncing”
against the sets {(¢,x)|t € [0,T], z = £(t)} and {(t,z)|t € [0,T], x = 0} but in [20] is
proved that if we consider the restriction of A to Q' we have

¢ .0 t 0 —t 1 T+t
U($+)—;U(x >+2/t ul(s)ds, (t,x)EQ’l,
0 £ — Ot — 1 yo e
Altz) = L@ ED > ult=2) , 2/ ul(s)ds +up(t—z), (t,z) €, (3.2.16)
t—x
0(p — ) — u0(— " 1 [w(@+t)
U (fE ) UQ( w(§C+ ))+2/ ul(s)ds, (t,.%')EQ%.
r—t
So we have that a;: (0,2t§) — R is defined as
U (2) + 5/ u (s)ds, z € (0, 4],
ai(z) = ) 0 | [ (3.2.17)
—§u0(—w(z)) + 2/ u'(s)ds, z € (£o,2th),
0
while ag: (—£p, o) — R is is given by
iu (—Z) - 5 u (3) dS, KAS (_6070]7
a(z) = A (3.2.18)
up(z) — §UO(Z) 3 u'(s)ds, z € (0,4),
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where we set

t6 := min{T, inf{t € [lo, T]|t = £(t)}}, (3.2.19)

with the convention inf{()} = +o00. Moreover, in [42] is proved that the solution of (3.0.6)-
(3.0.10) with F' = 0 is given by the sum between A and the integral of f on a suitable
moving domain, according to the Duhamel’s principle. We will extend this results to the
case I’ # 0 and we will prove (in Theorem 3.2.10) that the solution v of (3.0.6)-(3.0.10) is

1 1 1
v(t,z) = / f(r,y)drdy — / Fr(7,y)drdy + / Fr(7,y)drdy
2 JR(t,2) 2 Jr+(ta) 2 )1t
1 1
/ FT(Tvy)dey+/ FT(T,y)deerA(t,CL‘)+B(t,$), (t,l') GQ,
2 1t 2 )1y (ta)
(3.2.20)
where the term B is defined as
( 1 -+t 1 x
x x—t

1 x 1 t—x 1 x+t
5[ Fomayss [ Fona -5 [ o, @ e,
0 0 T

B(t,x) =
( ) 1 x 1 K(zﬁfl(x-i-t))
2/ F(O,y)dy—z/ F(0,y)dy
r—t x
1 [ (@)
—2/ F(0,y)dy, (t,x) € b,
—w(z+t)

(3.2.21)
We need some technical lemma regarding the regularity of some terms that appear in
the representation formula for v on .

Lemma 3.2.6. Let us assume (3.1.1)-(3.1.7) and (3.1.10)-(3.1.14). Let A:Q' — R be the
function defined in (3.2.16) and let B: Q' — R be the function defined in (3.2.21). Then
A and B are continuous on Q0 and they belongs to H' (). Moreover, setting A= B =0
outside Q we have

A, B € CY(o, %0]; H(0,+00)) nC([0, %0]; L*(0,400)) (3.2.22)

Proof. The regularity of A is proved in [42, Lemma 1.10]. The proof for B easily follows
from similar considerations. O

Since we have to deal with integral functions, we recall the following result.
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Theorem 3.2.7 (Leibniz differentiation rule). Let ¢ € C%1([0,T]) be nondecreasing and
let a < ¢(0). Consider the set Q? ={(t,z) e R2|0 <t <T,a <y < ¢(t)} and let
h: Q? — R be a measurable function such that:

i) for every t € [0,T) it holds h(t,-) € L*(a, ¢(t)),

ii) for a.e. y € [a,(T)] it holds h(-,y) € AC(Iy where Iy = {t € [0,T] |y < ¢(t)},

),
h(t +e,y) — h(t,y) (which for a.e. y € [a, d(T)]

¢) the partial derivative ?;Z(t, y) := lim

e—0
is well defined for a.e. t € I) is summable in Q?

(t)
Then the function H(t) := / h(t,y)dy belongs to AC([0,T]) and for a.e. t € [0,T]

. | 410
(1) = H(t 6()(t) + / %(t, y)dy (3.2.23)

a

For a proof of previous theorem see, e.g., [42, Theorem A.8]. From this results we
obtain the following regularity results for integral functions in the plane.

Lemma 3.2.8. Let us assume (3.1.1)-(3.1.7). Let g € L*>(Y) and for every (t,z) € Q' let

Hy(t,x) := / g(t,y)drdy, Hs(t,x) := / g(7,y)drdy, (3.2.24)
(t,x) T+(t,x)
Hs(t,x) ::/ g(m,y)drdy, Hy(t,x) ::/ g(7,y)drdy, (3.2.25)
T (t,x) T (t,z)
Hs(t, ) ::/ g(7,y)drdy. (3.2.26)
Ty (t,x)

Then Hy, Hy, Hs, Hi, and Hs are continuous on Q' and they belongs to H' ().
Moreover, setting H; =0 fori=1,...,5 outside Q) we have

o

FIHN0,+00)) N CH([0, b

H; 0
e C([o, 5

=} L*(0,+00)) fori=1,..,5. (3.2.27)

Proof. The proof of claim for H; is given by [42, Lemma 1.1]. With small modifications,
the same proof works also for i = 2,..., 5. O

Moreover, we need the following result regarding slicing for non cylindrical domains.

Lemma 3.2.9. Let A C R? be open and let w € L*(A) such that

/ w(z,y)dz(z,y)dady =0  for any ¢ € C°(A). (3.2.28)
A
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Then, for a.e. y € my(A) :={y € R|3Fz € R s.t. (z,y) € A} we have
/ w(z,y)a(zr)de =0 for any a € C°(Ay), (3.2.29)
Ay

where Ay :={x € R|(z,y) € A}.

Proof. Let L},, L2 be a sequence of open intervals such that the J, (L} x L2) = A. For a
fixed n € N we denote by {aF}ren a sequence dense in C2°(LL) with respect to the C1(L))
convergence. For every 3, € C2°(L2) and for every k € N we define ¢F (z,7) := of (2)8,(y),
which belongs to C2°(A) and we use it as test function in (3.2.28) obtaining

/ / w(z,y)dk (z) dzb, (y) dy = 0. (3.2.30)
2 )iy

By the arbitrariness of 3,, we get that there exist ITQL i C L2 such that El(Ig x) = 0 and for
all y € L2\ Ig’k

/ w(z,y)dk (z) dz = 0. (3.2.31)
Ly
We now define I? := I?Lk C L2 which satisfies £}(I2) = 0 and for every y € L2\ I2 we
have
/ w(z,y)dk (z)de =0, for every k € N. (3.2.32)
Ly,

Since {a¥}ren is a dense in C°(L}) with respect to the C'(L}) convergence, we can pass
to limit as k — +o0o an we get that for every y € L2 \ 12 it holds

/ w(z,y)én(r)de =0 for every oy, € C°(LL). (3.2.33)
L

1
n

In order to extend the results to a generic test function, it is enough to use the localization
property of distribution. More precisely, let us define 1% := |, I2 which satisfies £!(I?) =
0, let y € m2(A) \ I? and consider a € C(4,). We know that supp(a) C K for some
compact K C A, and we note that the set {A, N L.},cn is an open cover of K. By
compactness of K we can find a finite subcover and considering a smooth partition of
unity subordinate to this subcover, we can conclude. O

3.2.2 The representation formula and more regularity

It is convenient to consider a localized problem.
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Theorem 3.2.10 (Local existence and uniqueness). Let us assume (3.1.1)-(3.1.7) and
(3.1.10)-(3.1.14). A function v € H* () is a solution of the elastic problem (3.0.6)-(3.0.10)
on the domain Q' (in the sense of Definition 3.2.1) if and only if

1 1 1
v(t,x) = 3 / f(r,y)drdy — 5 / F,(r,y)drdy + 5 / Fr(r,y)drdy
R(t,x) T+ (t,x) T (t,x)
1 / Fo(r,y) drdy + & / Fo(r,y) drdy + A(t2) + B(t,z), (3.2.34)
2 )15 (t) 2 )15 (ta)

for a.e. (t,z) € .

Proof. Tt is easy to check that (3.2.34) satisfies (3.0.6)-(3.0.10) on the domain €' using
Lemma 3.2.6 and Lemma 3.2.8 to compute the spatial and time derivatives of the right
hand side of (3.2.34).

It remains to prove that if v € H(Q') is a solution in € of (3.0.6)-(3.0.10) then (3.2.34)
holds. First of all, it is convenient to make some changes in the right hand side of (3.0.6).
Indeed, taking into account (3.1.14) we have that Fy € L?(0,7T; L*(0,L)) and we obtain
that (3.0.6) is equivalent to

Vit — Ve = g+ F; — F,  in D'(Q) (3.2.35)
where g := f — F;, € L*(0,T; L?(0, L)). We define the change of variable
=t—
{ ¢ v (3.2.36)
n=t .
Then the function 9(&,n) := v(&%, %g) belongs to H'(Q'), where (¥ is the image of
through (3.2.36), and satisfies
Abg, = g+ 2F; in D'(Q), (3.2.37)

where g(&,n) := g(&T", %) and F(&,n) :== F(&TT’, ang) Equation (3.2.37) can be written
as

4 / 3y (€,m)del€,m) dédn = / 3, m)d(E, ) dedy — 2 / F(€,m)de(€,m) dedn (3.2.38)
o o /

Q

for every ¢ € C° (Q'). In particular, identity (3.2.38) is valid for every ¢ € C°(€}), where
) is the image of Q] through (3.2.36), that is

4 / 3y (€. ) (€,7) dédy = / G(E,m)B(Em) dedn — 2 / F(€.m)de(€,m) dedn (3.2.39)
o ' &

Q)
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~ - 3

for every ¢ € C°(Q)). Defined G(&,7) := / g(z,m) dz we can apply Lemma 3.2.9 to the
- . -n

function —4v, + G + 2F and we get that for a.e. n € (0, )

| (= aifem + 66 +2FEmIGOdE =0 forany a € CF(@),), (3240

where Q/Ln = {¢ eR|(£,1) € Q,} = (—n,0). Using the fundamental lemma of calculus of
variations and Fubini’s Theorem we have that

—40,(&,m) + G(&,m) + 2F(&,n) = C(n) for a.e. (£,1) € Q, (3.2.41)
where C € L?(R)

b€, m) = /£

where ® € H*(R) and ¥ € L?(R) are arbitrary functions. Using the inverse of (3.2.36) we
have

2u(t,z) = / f(r,y)drdy — / O F (1,y)drdy + / O F (1,y) drdy
R(t,z) T+ (t,x) T (t,x)

is an arbitrary function. This give us that

3
>~ =

(G(€,5) + 2F(€,5)]ds + ®(n) + U(E) for ae. (£,n) € Q),  (3.2.42)

T+t T
— F(0,y)dy + / F(0,y)dy +2¥(x — t) +2®(z +t) for ae. (t,z) € Q). (3.2.43)
T T—t
Taking into account that v € H'(Q'), ® € H'(R) and using Lemma 3.2.8, we get from
(3.2.43) that ¥ € H'(R). Moreover, using again Lemma 3.2.8, we have that the right hand
side of equation (3.2.43) is continuous on Qi’l and we can use it as continuous representative
for v. In particular, equation (3.2.43) is true for every (¢,x) € Qi'l In order to determine ®
and U we have to use the initial conditions (3.0.9) and (3.0.10) (in the sense of Definition
3.2.1). Using again regularity property given by Lemma 3.2.8 and imposing (3.0.9)-(3.0.10)
we get,
_ .0
{ \If(ac) + <I>(a:) =u’(x), for every z € (0,4), (3.2.44)
~U(z) + ®(z) = ul(z), forae x€(0,4).

which give us that

0 t 0 ¢ 1 x+t
\Il(x—t)+¢3(x+t):u(w+ )—;—u(m )+2/ u'(s)ds, for any (t,z) € Q.

(3.2.45)

—t

Thanks to (3.2.45) we have that (3.2.34) is proved on Q.

In order to obtain (3.2.34) also on €2 and €2, it is enough to follow the same computa-
tions done on Q] with small modifications and using the boundary conditions (3.0.7)-(3.0.8)
in order to determine the arbitrary functions. O
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Remark 3.2.11 (Regularity). As a consequence of Theorem 3.2.10 and taking into account
Lemmas 3.2.6 and 3.2.8, we get that the solution v of problem (3.0.6)-(3.0.10) admits a
representative, given by the right-hand side of (3.2.34) and still denoted by v, which is
continuous on €’ and belongs to C°([0, 2]; H'(0,+00)) N C*([0, 2]; L*(0,+00)) (where
we extend v = 0 outside Q). In particular v(0) and v,(0) are well defined as elements of
H'(0,+00) and L?(0, +-00). Moreover, the continuous representative satisfies the boundary
and initial conditions in a sense stronger that Definition 3.2.1, namely

=up(t) foreveryte (0,T),
t)) =0 for every t € (0,7),
v(0,2) = u’(x) for every z € (0,4),

(0,7) = ul(z) for a.e. z € (0,4p),

and for t — 07 we have
v(t) = u® in HY(0, /),
ve(t) = ul in L2(0,4p).

We are in a position to prove existence and uniqueness of the solution of (3.0.6)-(3.0.10)
on the whole domain (2.

Theorem 3.2.12 (Existence and uniqueness for the elastic problem). Let us assume
(3.1.1)-(3.1.7) and (3.1.10)-(3.1.14). Then, there exists a unique solution v of the elas-
tic problem (3.0.6)-(3.0.10) on the domain ) (in the sense of Definition 3.2.1). Moreover
v has a continuous representative on €, still denoted by v, and (setting v = 0 outside Q2),
it holds

v e C[0,T); HY(0,400)) N CY([0, T); L*(0, +00)). (3.2.46)

Proof. Thanks to Theorem 3.2.10 we know that there exists a unique function satisfying
(3.0.6)-(3.0.10) on the domain ' C © and in particular on Qg C @', where Qg /5 is
defined as in (3.1.8) with t* = £y/2, namely

Qo2 ={(t,2) [t € (0,40/2), x € (0,£(t))}. (3.2.47)

We denote the solution on €y, /5 as vy, /o. Thanks to Remark 3.2.11 we have that vy, /o
admits a representative (still denoted by vy, /5) continuous on €2 ;o and such that vy, €
(o, %0]; H(0,+00))NCY(0, %0]; L?(0,400)). In particular v, j5(fo/2) and (vg, /2)¢(£o/2)
are well defined elements of H'(0,+o00) and L?(0,+0c0), respectively. We consider the
elastic problem (3.0.6)-(3.0.10) on

Qi \ Qo p2 = {(t,2) [t € (€o/2,40), = € (0,4())} (3.2.48)
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with initial condition «° and u! replaced by vy, /2(o/2) and (vg,/2)¢(fo/2). We can apply
again Theorem 3.2.10 and we get that there exists a unique solution denoted by v,. We
can repeat this procedure on

2T

iy /2 \ﬁ(k_l)go/Q ={(t,z) |t € ((k—1)ly/2,kly/2), z € (0,£(t))} fork=3,..., [%]

(3.2.49)
and we denote by vy, /5 the solution the elastic problem (3.0.6)-(3.0.10) on Q. 2\ (k102
for k=3, ..., [%-‘ with initial condition u® and u' replaced by V(k—1)6o/2((k — 1)€p/2) and
(V(e=1)02)¢((k — 1){o/2). For (t,x) € Q we define

v(t, ) = gy o (t, ) (3.2.50)

for a suitable k = 1,..., [%—‘ such that (¢,2) € Qugy/2 \ Qr—1)¢,/2 (With the convention

that Qz_1)g,2 = 0 if k = 1). It is easy to see that v € H'(Q) and that it is a solution of
(3.0.6)-(3.0.10) on Q. Moreover, tanking into account Remark 3.2.11, we get that

v e C°[0,T); HY(0,400)) N CY([0, T); L*(0, 400)). (3.2.51)

In order to prove uniqueness it not restrictive to assume u’ = u! =up = f = F =0,
thanks to the linearity of the problem. From (3.2.34) we get that vy /5 = 0 on /o
Iterating this argument we get that vgg, o = 0 for every k and in particular v = 0 on 2.
This proves the uniqueness of the solution and concludes the proof. ]

Remark 3.2.13. From the proof of Theorem 3.2.12 we have that the solution v of the
elastic problem (3.0.6)-(3.0.10) on the domain €2 (in the sense of Definition 3.2.1) can be
represented on each

Qo2 \ Qi—1ye02 = {(t, ) |t € ((k — 1)lo/2, klo), x € (0,£(t))} for k=3,..., (26':1,

with a formula similar to (3.2.34).

3.2.3 Proof of the existence and uniqueness for the viscoelastic problem

We are now in a position to prove existence and uniqueness for the viscoelastic problem
(3.0.1)-(3.0.5).
It is convenient to define the operator

Laey: HH(Q) — H'(0,T; L*(0, L)), (3.2.52)
(Lgepu)(t) := ;/0 e™ g (1)dT, (3.2.53)

for all u € HY(Q), for all ¢ € [0, T].
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Remark 3.2.14. From Remark 3.1.6 we have that if u € H'(Q) is a solution of viscoelastic
problem (3.0.1)-(3.0.5), then it is extended as u € H'(Q). In particular, Lgpu is well
defined.

Taking into account that for a.e. ¢t € [0, 7]

/;\ 1
(‘Cdebu) (t) = iuac (t) - (Edebu) (t)7 (3254)
we can prove that Lge is bounded. More precisely, we have
T1/2
1£aevull oo 0,7:L200.) S —5— 1wl m1(Q): (3.2.55)
— (1+17)
”ﬁdebUHB(o,T;L?(O,L))S D) HUHHI(Q)~ (3.2.56)

We now prove a particular energy estimate for elastic problem (3.0.6)-(3.0.10) that will
be used in a fixed point argument in the proof of existence and uniqueness of viscoelastic
problem (3.0.1)-(3.0.5).

Proposition 3.2.15. Let us assume (3.1.1)-(3.1.7) and (3.1.10)-(3.1.14). Moreover sup-

pose that up = u’ = u! = f = 0. Then the corresponding solution v € H' () of the elastic

problem (3.0.6)-(3.0.10) satisfies the following inequality

L. 1 t
§||v(t)||%2(07€(t))+§||vx(t)\|%2(07€(t)) < (F(1),v2(t) L2 (0,000 —/0 (F'(s), v2(8)) L2 (0,0(5)) 4,

for every t € [0,T).
The proof is based on a time discretization argument, in the spirit of [38, Theorem 1.8].

Proof. Let n € N and define the sequence ¢ := kT/n for k = 0, 1,..., n. For every

k =1, .., n we denote by v;! the unique solution of the elastic problem on the cylinder
Qr = (t}_1,t7) x (0,£(t}_,)) defined as
(V) (t, ) — (O )aa(t, @) = —Fo(t, @), (t,z) € QY, (3.2.57)
v (2,0) =0, te (), (3.2.58)
v (8, L(t;_1)) =0, te (), (3.2.59)
UITCZ( Z—l’x) = uz—l(tz—lvx)a S (Oag( Z—l))v (3260)
(i)e(te_1, ) = (ug_1)e(tg_1, ), x € (0,0(tF_)). (3.2.61)

with the conventions that u{(0,z) = 0, (ug):(0,2) = 0 for x € (0,4p). Moreover, we extend
v to 0 in ((t7_4,t}) x (0,4(T))) \ Q and the extension (still denoted by v}') belongs to
HY((t2_1,t%) x (0,£(T))). By known results we have that

w e CO(lty, 2 (0, 60T))) 1 CH ([, 17 2(0, 6T)) (3:2:62)



Chapter 3. A viscoelastic problem with prescribed debonding front 65

and the initial conditions (3.2.60)-(3.2.61) are satisfied in CO([t}_,,t7]; H(0,4(T))) and
CO([th_,,t2]; L*(0,£(T))), respectively. Moreover, for every ¢ € [t7 |, 7] it holds:

))+§H(Uk)x(t)\\%z(o,e(tg_l))z §”Uk(tk—1)||%2(0,€(t” )

k—1

1.
B [or @) %Q(O,Z(t”

k—1

1 n n n n n n
+§”(Uk)a:( k71)H%%o,e(tg_l))"‘(F(t)? ()2 () rz0.eer_ ) — (F=1), (VF)a(ti_1)) 20,6 ,))

- [ O 0D o i (3.2.63)

n
k—1

By summing (3.2.63) for j € {2,...,k} we get that for every t € [t}_,,t}]

j—1

k=1 4.
1 X0 1 n ! ' n
§||Uk:(t)||2L?(0,e(T))+§H(vk)x(t)H%?(o,z(T)): Z/tn (F'(s), (v])a(8))L2(0,0en_,)) ds
j=1""%-1

—/t (F(5), (0P)a () 20,6,y ds + (F(2), (072 (1)) 20,007 (3.2.64)

n
k—1

where we have used the initial conditions and the fact that v = 0 outside Q. We define

v(t), telty_,t}) for a suitable k,
p(T), t=T,

and (3.2.64) can be written as

¢
%H@n(t)’\%2(o,e(t))+%\|vg(t)”%2(0,4(75)): (F(t), v (1) £2(0.00)) —/0 (F(s), v (s)) £2(0,0(5)) s
(3.2.65)
for every t € [0, T]. Moreover, it is easy to check that v™ belongs to C°([0, T]; HZ (0, 4(T)))N
C*([0,T7; L*(0,£(T))), satisfies the initial conditions (3.2.60)-(3.2.61) and for every ¢ €
C((0,T) x (0,£(T))) with supp(¢) C Up_;[ty_1,t) x (0, £(t}_;)) it holds

—/Qvf(t,x)qbt(t,x) dtdx+/

v;‘(t,x)qﬁm(t,x)dtdx:/ F(t,z)pz(t,z)dtdz. (3.2.66)
Q

Q

Applying Gronwall Lemma to (3.2.65) we get that there exists a constant C' independent
on t and n such that

1 -1 1 n
5l (t)||%2(o,z(t))+§||%(t)H%%o,z(t))S ¢ (3.2.67)

for every t € [0,T]. Then, there exists a function v such that, up to subsequences, v™ — v
weakly in L2(0,T; H}(0,6(T))) N HY(0,T; L?(0,4(T))). Passing to the limit as n — 400 in
(3.2.66) and in the initial and boundary conditions, we get that v is the (unique) solution
of the elastic problem (3.0.6)-(3.0.10) (given by Theorem 3.2.12). We can integrate (3.2.65)
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between two arbitrary times 0 < a < 8 < T and using standard semicontinuity results as
n — +oo we get that

Bl o 1 )
(510@ 1720 0 5 12Ol F20. 40y ) A <
B
/(F(t)av$(t))L208T) // L2(04(5))d8dt. (3.2.68)

Since o and 8 are arbitrary, we get
1 5 b
*H O Z20.000) T 5 10222 0,000 < (F (1), 02 () 20,60ry) — | (F(8),02(8)) £2(0,0(5)) 455
1) "9 (0,(T)) 0
(3.2.69)

for a.e. t € (0,7). To prove the previous inequality for every time t* € [0, 7] it is enough to
consider a sequence t; — t* such that (3.2.69) is satisfied for every ;. Passing to the limit
as k — +oo and taking into account that v € C°([0, T]; H(0,£(T)))NCL([0, T]; L?(0, 4(T)))
we can conclude. O

Remark 3.2.16. The argument in the proof of Proposition 3.2.15 can be used also to
prove existence of a solution of time-dependent problems in dimension bigger than one.
See [38, Theorem 1.8] for more details.

Lemma 3.2.17. Under the assumptions of Proposition 3.2.15 we have that
[0l g1y < 2722 + TN T2\ F|| 20 102 0,00y I Fl Lo (0722 0,.007))) )- (3.2.70)
Proof. From Proposition 3.2.15 we have that for every t € [0, T]
L2 1 2
5HU(t)HL2(o,z(T))+§HUz(t)HL2(o,e(T)) < NE@ N 20,0y vz () 1 L2 0,607
T
+ [ IEO oy IOl ey ds. G271

which implies that for every ¢ € [0, T]
Lo 2 1 2 12 £
§Hv(t)HL2(o,e(T))+§HUa:(t)Hm(o,aT)) < My (T2 F| L2 0,7:2200,e0r)) I F N oo (0,7:220,007))) )5

1
where My = supseo,r) (180220 gy 10w (D220 47y ) - We get

M2 < 2My(T2| Pl 20.7:220.000) I Fll oo 0712 0.007)))-

Finally, since |[v||g10)< TV2(2 + T)M,, we obtain (3.2.70). O
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Theorem 3.2.18 (Existence and uniqueness for the viscoelastic problem). Let us assume
(3.1.1)-(3.1.7) and (3.1.10)-(3.1.14). Then, there exists a unique solution u of the viscoelas-
tic problem (3.0.1)-(3.0.5) on the domain Q0 (in the sense of Definition 3.1.4). Moreover u
has a continuous representative on , still denoted by u, and (setting u =0 outside ), it
holds

u € C°[0,T); H' (0, +00)) N C*([0, T]; L*(0, +00)). (3.2.72)

Proof. By definition, we have that a function u is a solution of the viscoelastic problem
(3.0.1)-(3.0.5) (in the sense of Definition 3.1.4) if and only if

ut(t, ) — gy (t, ) = f(t,2) — O (F(t, 2) + (Laepu) (¢, 7)), (t,x) € Q,
u(t,0) = up(t), te(0,7),
u(t, £(t)) =0, te(0,7),
u(0,z) = ul(z), x € (0, 4p),
ug (0, z) = ul(z), x € (0,4p),

where Lgep is defined in (3.2.52). This means that u is a solution of the elastic problem
(3.0.6)-(3.0.10) (in the sense of Definition 3.2.1) with forcing term F replaced by F'+ Lgepu.
Let

R:HY(Q) —» HY(Q) (3.2.73)

be the operator defined for every w € H(Q) by R(w) = z, where z is a solution of elastic
problem (3.0.6)-(3.0.10) with F' replaced by F + Lgpw. The operator R is well posed as
consequence of Theorem 3.2.12. From the definition it follows that u is a fixed point of map
R if and only if u is the solution of the viscoelastic problem considered in (3.0.1)-(3.0.5).
In order to get existence and uniqueness of the solution, we have to prove that the operator
‘R is a contraction.

By definition of R and linearity of Lge, we have that for every wi, we € H(Q) the
function R(w;) — R(w2) is the solution of elastic problem (3.0.6)-(3.0.10) with F replaced
by Laep(w1 — ws) and up = u’ = u! = f = 0. We apply Lemma 3.2.17 obtaining that

/;\
[R(w1) — R(w2)ll () < 2T(2 + D) Laes(wr — w2)llL20,7522(0,0(7)))
+ 2722+ T) || Laen(wi — w2)|| Loo (0,1,L2(0,6(T)))- (3.2.74)
We can combine the previous inequality with (3.2.55) and (3.2.56), to get
IR(w1) = R(w2)llr) < (TA+T)2+T)+ T2+ T))llwr —wallpi).  (3.2.75)

If T is satisfies (I'(1 +T)(2+T)+T(2+T)) < 1 then the map R is a contraction and the
Banach-Caccioppoli fixed point theorem give us that there exists a unique fixed point and
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the proof is finished. Otherwise, it is enough to consider a partition 0 =Ty < T7 < ... <
Ty = T such that T}, — T}, satisfies

(Th = Tp1) L+ T — T—1) 24+ T — Th—1) + (Th — T—1) (2 + Tk — Th—1)) < 1,

for every k = 1,..., N. Then there exists a unique solution u; € H'(Q7,), where Qp, =
{(t,z) € Q|t € [0,T1]} for the viscoelastic problem (3.0.1)-(3.0.5) on the time interval
[0, T1]. We consider the viscoelastic problem (3.0.1)-(3.0.5) on the time interval [T}, T3] with
initial conditions u(T7) = w1 (71) and u(T1) = (u1)¢(71) and we apply again the fixed point
argument to get a unique solution us € H(Qrp, 1,), where Qr, 7, = {(t, ) € Q|t € [T1, T»]}
for the viscoelastic problem on the time interval [T7,75]. It easy to see that the function

defined as
in
g.=4 T (3.2.76)
u9 1n QTl,Tg'

belongs to H'(Q7,), where Qp, = {(t,x) € Q|t € [0,T3]}, and that is the unique solution of
viscoelastic problem on the time interval [0, 75]. Repeting this procedure a finite number of
times, we have that there exists a unique solution of (3.0.1)-(3.0.5) on Q. Finally, (3.2.72)
it is a conseguence of (3.2.46) and that fact that Lgmu € H'(0,T; L?(0, L)). O

3.3 Energetic analysis

In this section we study the total energy of problem (3.0.1)-(3.0.5) and (3.0.6)-(3.0.10).

3.3.1 Regularity of the total energy

Definition 3.3.1. Let us assume (3.1.1)-(3.1.7) and (3.1.10)-(3.1.14). Let v be the solution
of (3.0.6)-(3.0.10). Then we define the total energy of the elastic problem at time ¢ € [0, T]
as

EL(t) := Eu(t) — Wy (t) (3.3.1)
where &,(t) is the sum of kinetic and elastic energy at time ¢, namely
1 £(t) 5 5
£u(t) = / V2t ) + v2(t, 2) da, (3.3.2)
0

while W, (t) is the work done by the external loads and the boundary conditions in the
time interval [0, t], that is

t rl(s) t rl(s)
Wi (t) :/ / f(s,:v)vt(s,:c)dxds—/ / Fi(s,z)vg(s, z)dxds
0o Jo 0o Jo
(t)

Y Lo
_ xuo xT)dx
+/0 F(t,2)v,(t, x) da /0 F(0, z)u;(0,2)d
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- /0 in(s)B(s)ds (3.3.3)

where B(s) := 4%(s) + u'(s) — F(0,s) + [ (f(T, =7 + s) — O1F (1, —7 + s))d7T — ip(s) and
01 F denotes the derivative of F' with respect to the first variable.

Remark 3.3.2. When all data are regular it is possible to perform suitable integrations
by parts that prove that the work W, in Definition 3.3.1 coincide with the classical one
from mechanics (see e.g. [46]).

Theorem 3.3.3. Let us assume (3.1.1)-(3.1.7) and (3.1.10)-(3.1.14). Let v be the solution
of (3.0.6)-(3.0.10). Then the total energy for the elastic problem belongs to AC([0,T]) and
for a.e. t € (0,4y/2) we have

>to _ @f(t) -1
&) = 2 1+4(t)

/Ot(f(f, T O(t) — 1) + O F (7,7 + €(t) — £))dr

2
— AP (0(t) —t) +ul (0(t) —t) + F(0,£(t) — t)] : (3.3.4)

Proof. In order to prove that £ € AC([0,T]) it is enough to prove (3.3.4) on [0,4y/2]
and then repeat the same argument on [(k —1)¢y/2, kly/2] for k =1, ..., [%-‘ Taking into

account the representation formula (3.2.34) and Lemmas 3.2.6 and 3.2.8, we have that

for a.e. (t,2) € Qo = {(t,x) € 2|t € (0,£0/2)}, where

. S10() + 2u(2) — S F(0,2), 2 € (0,0],
ajl\z) =
S F(0,~(2)(z) + i (~w(2)iz) — gul(w()e(e), = € (fo,26F),
" _%10(_@ - %ul(—z) + %F(O, —z)+ap(—z), z€ (=40,
as(z) =
—5i%(2) + et () + L0, 2), 2 € (0.00).

with t§ := min{T, inf{t € [lo, T]|t = £(t)}} and
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1
/f T+:c+t)d7—2/81F( —7 +x +t)dr, (t,z) € Q,
0
1 t
/fT—T—I—ﬂ;—}-t)dT—Z/alF(T —T 4z +t)dr, (t,x) € Q,
hi(t,z) = 1(a:+t
/f et dr—/f (@ + 1)) dris(@ + 1)
P~ (z+t)
81F( —T4+x+t)dr—= | "F(r,7 —w(x +1t))dro(z+1t), (tz)e s,
YLz +t) 2Jo
while
(1
/fTT+a:—th+ /81F77+x—t)d (t,x) € ),
1 1 t—x
= fr,r+a—t)dr — = f(r,—7+t—2z)dr
— 2 t—x 2 0
hQ(t,-ﬁ)— 1 t 1 t—x
+§ 81F(T,7'—|—33—t)d7'+2/ OHF(r,—T+t—2x)dr, (t,z)e€ Q)
t—x 0
1 [ 1 [
2/ f(T,T+:c—t)dT+2/ OF(r,7+x—t)dr, (t,x) € Qf.
\ 0 0

We can substitute the expression in (3.3.5) and (3.3.6) in &, and we get
€(t)
Eu(t) = / vi(t,2) + ((va(t,2) — F(t,2)) + F(t,2))* do

L(t
/ (o1 (z +t) + as(z — t) + hi(t,2) + ha(t, 2))* dz
0

2
1 L(t
—1-2/ (o1 (x +t) — oz — t) + hi(t, ) — ha(t,x))* dx
0
1 L(t
+2/ F(t,2)v.(t,z) — F2(t,2) da
0

which implies
EX(t) = A(t) + B(t),

where
o)
A(t) :/0 (an (@ + 1) + ha(t, ) da

o)
+ / (as(x — 1) + ha(t, 2))2 do, (33.7)
0
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and
t rl(s) t rl(s)
B(t) = —/ / f(s,x)ve(s, x) d$d5+/ / Fi(s,x)vg(s, z)dxds
0o Jo 0 Jo
Lo t

0 . 1
—I—/O F(O,x)uI(O,x)—i—/O up(s)B(s)dsdx 2/0 F(t, z)dz. (3.3.8)

Using Theorem 3.2.7, it is easy to check that B in (3.3.8) is absolutely continuous. In
order to study the regularity of (3.3.7), we perform a suitable change of variable, that is

o(t)+t ot)—t
A(t) = / (i (y) + ha(t,y — 1)) dy + / (Qs(y) + hat,y +1))°dy.  (3.3.9)
¢ —t
Taking into account the definitions of ay, i, hq, ha, we have that right hand side of (3.3.9)
satisfies the conditions of Theorem 3.2.7. Finally, by deriving A and B it is easy to check
that we get (3.3.4). O

We deal now with the case of the viscoelastic problem (3.0.1)-(3.0.5).

Definition 3.3.4. Let us assume (3.1.1)-(3.1.7) and (3.1.10)-(3.1.14). Let u be the solution
of (3.0.1)-(3.0.5). Then we define the total energy of the elastic problem at time ¢ € [0, T
as

ELM(E) i= Eu(t) + Du(t) — Wu(t) (3.3.10)
where &,(t) is the sum of kinetic and elastic energy at time ¢, namely
1 [
Eult) = 2/ ui(t,x) +ui(t, x) dz, (3.3.11)
0

the term D, (t) is the dissipation due to viscosity in [0,¢] which is defined as

t pl(s) (1)
Du(t) = /0 /0 (%um(s,m)—(ﬁdebu)(s,x))ux(s,x)dxds— /0 (Laey) (¢, 2)us (1, 7) da,

(3.3.12)
while W, (t) is the work done by the external loads and the boundary conditions in the
time interval [0, ], that is

(s) (s)
Wy (t) = /t /@ f(s,x)ug(s, x) deds — /t /E Fy(s,x)uy(s,z)dzds (3.3.13)
0o Jo 0o Jo
£(t) Lo
T)ug(t, x)dr — ,xug ,x)dx 3.
+/0 F(t, 2)us(t, z) /0 F(0,2)u0(0, z) (3.3.14)

—/0 up(s)&(s)ds (3.3.15)
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where
&(s) = 10(s) + u'(s) — F(0,5) — ip(s)

+ /S(f(v', —74+8)—F(r,—T+s)— %ux(r, —7 4+ 5) + (Lgepu) (7, —7 + 5))dT
0

and 01 F denotes the derivative of F' with respect to the first variable.

Theorem 3.3.5. Let us assume (3.1.1)-(3.1.7) and (3.1.10)-(3.1.14). Let u be the solution
of (3.0.1)-(3.0.5). Then the total energy for the elastic problem belongs to AC([0.T]) and
for a.e. t € [0,00/2] we have

>tot _ éﬁé}ré(t) -1
& (1) =75 1+ 4(t)

F(0,0(t) —t) —a®(0(t) — t) +ul (0(t) — t)

+ /t(f(T,T-i-f(t) —t)+ O F (1, 7+ L(t) — t))dr
0

t

1

+/ (iux(T,T +0(t) —t) — (Lgepu) (T, 7+ £(t) — t))d7r| . (3.3.16)
0

Proof. The result follows replacing F' with F' + Lgpu in Theorem 3.3.3 and taking into

account (3.2.54) and that (Lgepu)(0,2) = 0. O

3.3.2 Applications and future research

In this subsection we give the main ideas to define the coupled problem, namely the prob-
lem where both the displacement u and the debonding evolution ¢: [0,7] — [¢y, +00) are
unknown, following [20] and [42]. We have no claims of completeness and the aim of this
subsection is only to show, without technical details, what will be studied in the future
work [13]. In this subsection we assume (3.1.1)-(3.1.7) and (3.1.10)-(3.1.14) and moreover

t) <1 ae. tel0,T]. (3.3.17)

The definition of coupled problem is based on energetic considerations regarding the

debondig ¢. Let 0 < ¢; < ¢g and let x:[0,T] — [c1,c2] a bounded measurable function.
Given 0 < z7 < 3 we define the energy dissipated to debond the segment [z, x2] as

2

Doy (a1, 2) 1= / () da, (3.3.18)

1

where k represents the local toughness. This means that the energy dissipeted in the
debonding process on the interval [0, t], for every time ¢ € (0,7, is given by

£(t)
Daen (o, £(2)) = /é () da. (3.3.19)
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Inspired by the case of crack theory (see the Introduction and Chapter 2), we require
that our model satisfies the Griffith’s criterion, namely the following energy balance holds:

EPM(t) + Daep(fo, (1)) = E°(0)  for every t € (0,T], (3.3.20)

where EL° is the total energy for the viscoelastic system (3.0.1)-(3.0.5) given in Definition
3.3.4. Using Theorem 3.3.5 we can derive (3.3.20) with respect to time obtaining

K(EE)(E) = G(t)(t) for a.e. t € (0,T), (3.3.21)
where

RYOES!
214 4(t)

G(t) := F(0,0(t) —t) —a®(0(t) — t) +ul (0(t) — t)

+ /t(f(T,T +L(t)—t)+ O F(r, 7+ L(t) — t))dr
0

+ /t(;um(fﬁ FU(t) —t) — (Laepu) (7,7 + L) — t))dr| , (3.3.22)
0

is the dynamic energy release rate for the viscoelastic system, which is the energy dissipated
by the system (per unit lenght). Equation (3.3.21) gives us an ordinary differential equation
for £. The function £(t) = ¢y is clearly a solution so, in order to avoid trivial cases, we
postulate in our model a maximum dissipation principle that forces the debonding front to
move with the maximum speed allowed by the energy balance. A more precise definition
of dynamic energy release and maximum dissipation principle will be given in [13] (see also
[20] and [42]). It is possible to prove that these conditions are equivalent to the following
system: for a.e. t it holds

0 < £(t),

G(t) < k(L(t)), (3.3.23)

[G(t) — s(e() ] (1) = 0.

The first condition means that the debonding can only increase, while the second one
asserts that the dynamic energy release rate is bounded by the local toughness. The last
conditions states that the debonding front increase with non null speed only when the
energy release rate is critical, that is G(¢) = k(¢(t)). The conditions (3.3.23) can be used
to write an explicit ordinary differential equation for ¢ (depending also on the displacement
u) which, coupled with system (3.0.1)-(3.0.5), can be used to study the dynamic evolution
of debonding when both w and ¢ are not given.

Thanks to the results of this chapter (in particular Theorem 3.3.5) in [13] we will be in
a position to prove existence and uniqueness for the coupled problem, following the ideas
of [20, 42].
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