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## Introduction

Stochastic dynamics describes the temporal evolution of systems that are subject to the action of random forces, possibly along with other deterministic forces which are more familiar from classical mechanics. It hinges on the idea that a large number of deterministic forces to which a system may be subject - e.g., due to the interaction with a larger system - may be replaced by a single, stochastic term [1, 2]. This idea is revolutionary, and understanding it requires a conceptual leap which is central in modern physics: namely the inclusion, in our descriptions of the physical reality, of effective variables that do not have a direct counterpart in terms of physical observables, but which are rather instrumental to the prediction of the behavior of the latter.

In statistical physics, which aims at understanding the behavior of systems made up of a large number of microscopic units, the construction of effective descriptions passes through coarsegraining. Indeed, quite generally, even admitting that one could write down exact equations of motion for each of the individual units that compose a many-body physical system, still the simultaneous solution of such equations would remain elusive. This is both due to computational limitations, and to uncertainties in the knowledge of the initial conditions - the latter being inherent in the quantum case, and whose propagation is typically unconstrained. This humble realization has arguably lain at the bottom of statistical physics from its very foundations [3], and is sufficient to wash away any reductionist claim that Nature could be completely understood (and reconstructed) once we grasp the fundamental laws governing its smallest units [4]. Physicists have thus long since devised methods to reduce the number of variables required to characterize a system, focusing only on a few effective ones by discarding irrelevant information, and this way progressing towards mesoscopic (coarse-grained) descriptions. The very idea of renormalization, one of the pillars of modern theoretical physics [5, 6], ultimately stems from the realization that the large-scale critical properties of a system may not be affected by its microscopic details, but depend merely on its symmetries and spatial dimensionality. It is upon coarse-graining that such emergent universality becomes manifest. Similarly, emergent collective properties - which do not pertain to the behavior of each single unit - only become evident when subsuming the (numerous) initial microscopic variables into a small number of appropriate order parameters.

Within the realm of stochastic dynamics, coarse-graining often refers to the practice of focusing on the dynamics of a small subset of the initial dynamical degrees of freedom of the system, typically by integrating/projecting out the others, which yields effective evolution equations for the former [7-10]. One often considers the dynamics of only one amongst the initial dynamical variables, calling it the tracer, while all the other variables constitute the bath. A paradigmatic example is that of a tracer colloidal particle immersed in a fluid substrate, and thus subject to
frequent collisions with the fast-moving molecules that constitute the substrate. Within a description based on Brownian motion [1, 2, 11] - which may be viewed as the most extreme form of coarse-graining for this type of systems - the substrate is represented as a spatially structureless bath. Furthermore, it is assumed that the bath relaxes rapidly (in comparison to the time scale that characterizes the motion of the tracer particle), allowing to neglect the feedback reaction of the tracer on the bath itself. In view of the central limit theorem, the overall effect of the bath variables on the tracer then becomes statistically equivalent to a white Gaussian random variable ${ }^{1}$ [11]. This way the trajectory of the tracer gets described by a stochastic process, while the initial multitude of bath variables is replaced by a single, effective noise, whose values at different space-time points are mutually uncorrelated. This latter simplification allows for a powerful mathematical description in terms of a Markovian process, i.e., the Langevin equation [12], in which the current state of the tracer determines its subsequent stochastic evolution, without retaining memory of its past trajectory.

In nature, however, the motion of colloidal particles immersed in real fluid media often defies a description based on Brownian motion. Indeed, as the particle acquires momentum from the surrounding fluctuating molecules, it also induces a displacement of the adjacent fluid. In turn, the displaced fluid exerts a feedback effect on the particle - this has been referred to as hydrodynamic memory in the literature [13], and it generally gives rise to correlations which are not accounted for by Brownian motion [14, 15]. Accordingly, when they are probed over sufficiently small time scales, all media are expected to reveal spatio-temporal correlations. In some media the time scale that characterizes these correlations can be particularly large, eventually comparable to the one characterizing the particle motion: this is the case, for instance, of viscoelastic fluids [16], which feature macroscopically long structural stress-relaxation times. Spatio-temporal correlations of the environment are also known to affect the dynamics of diverse physical systems such as inclusions in lipid membranes [17-21], microemulsions [22-25], as well as defects in ferromagnetic systems [26-31]. These correlations become long-ranged and particularly relevant when the environment is close to a critical point, as in the case of colloidal particles in binary liquid mixtures [32-37], which have recently received significant attention (for reasons that we will soon clarify).

To overcome some of the assumptions underlying Brownian motion - in particular the requirement that the medium relaxes instantaneously - particles in contact with a thermally fluctuating complex environment have often been described by using the generalized Langevin equation, in which the interaction with the medium is encoded in a friction memory kernel [7, 38]. However, this framework still relies on the absence of spatial structure within the medium, and thus it cannot describe the spatial distribution of the work and energy flows that are expected to take place between the medium and the particles. Moreover, it is unable to account for the fluctuation-induced forces experienced by objects that are immersed in a correlated medium, and which thus modify its fluctuations. A prominent example of these forces is provided by the critical Casimir forces felt by colloidal particles in near-critical binary liquid mixtures (which we

[^0]mentioned above [32-37]). The properties of these forces, which are the thermal counterpart of the celebrated Casimir force in electromagnetism [39], are relatively well understood in equilibrium [40-45], while much remains to be unveiled about their nonequilibrium properties. Indeed, field-mediated forces do not propagate instantaneously, and this becomes relevant when the included objects are displaced faster than the typical relaxation time scales that characterize the fluctuating medium.

As will be argued in this thesis, a lot can be learned by analyzing the simplified setting of one or more Brownian particles coupled to a thermally fluctuating scalar field, which influence each other along their stochastic evolution. In this setting, the medium is no longer described solely in terms of a structureless white noise, but rather by the combination of noise with a spatiallyresolved (and time-evolving) order parameter field $\phi(\mathbf{x}, t)$. A spatially confining potential can then be assumed to act on the particle, eventually injecting work into the system and driving it out of equilibrium. This provides a cartoon for an optically trapped colloid immersed in a fluid close to its bulk critical point, and thus mimics the setup adopted in microrheology experiments [32-36, 46]. Focusing on the effective dynamics of the tracer particle(s) then reveals numerous interesting dynamical features, which reflect the (critical) properties of the underlying medium - e.g., its spatial and temporal correlations - and which are already evident when the coupling between the particle and the field is weak. This paradigm, which was introduced a decade ago to tackle the diffusion of a Brownian particle in a fluctuating environment (and in particular to compute the corrections to its diffusion coefficient [28-31]), will be revisited in Chapters 2 to 5 to address nonequilibrium settings, to analyze the field-mediated forces exchanged between particles, to extend concepts of stochastic thermodynamics in the presence of spatio-temporal correlations, and finally to assess the effects of spatially confining boundaries. In particular, after providing some theoretical background in Chapter 1, the rest of the thesis is structured as follows:

- In Chapter 2 we consider a particle in contact with a fluctuating scalar Gaussian field and confined by a harmonic potential. We will show that, when the particle is displaced from its equilibrium position, its average position during relaxation displays algebraic tails, which we characterize in terms of the critical properties of the underlying medium.
- In Chapter 3 we consider two trapped particles in contact with the same fluctuating field. Mimicking the setting of an experiment with colloidal particles in a binary liquid mixture reported in Ref. [35], we assume that one of the two traps is oscillated periodically, and we characterize the field-induced response of the particle sitting in the other, fixed trap.
- In Chapter 4 we extend the formalism of stochastic thermodynamics to give a unified description of the energy and entropy flows for a particle in a correlated environment, with special focus on the case in which work is injected into the system by a steadily driven harmonic trap. In passing, we analyze the average relaxation trajectory of the particle when it is initially displaced from its steady-state position (similarly to Chapter 2, but in a moving trap), and demonstrate that it displays oscillations - in contrast to Markovian
overdamped systems, but analogously to recent experimental observations in viscoelastic media [47].
- In Chapter 5 we analyze the effective particle dynamics and the resulting steady state when the field is spatially confined by boundaries, which impose specific boundary conditions. We do so by developing an ad hoc adiabatic elimination method, hinging on the field being fast (or even quenched) in comparison to the time scale characterizing the tracer particle. The lowest order in this adiabatic approximation corresponds to the tracer diffusing in a static field-induced potential, which is nontrivial due to the presence of boundaries.

Finally, another fundamental instrument used in statistical physics to represent static disordered landscapes - as well as another example in which stochastic noise plays a role in the effective modeling of large interacting systems - is provided by random matrices [48, 49], to which Chapter 6 is devoted. Random matrix theory is a fascinating and active field of research, whose origins are usually traced back to Wigner's suggestion to use an effective Hamiltonian with randomly distributed entries to reproduce the spectra observed in heavy atom nuclei [50]. Although actual coarse-grained derivations are only available in a few cases, it is believed that many physical systems - ranging from quantum systems to wave scattering, complex ecosystems, and financial markets - admit an effective description in terms of random matrices. Like field theories, random matrix models are also grouped into universality classes which reflect the symmetries of the underlying physical system. The simplest example is given by the Gaussian orthogonal ensemble (GOE): in this case, the entries of the matrix which is assumed to describe the interactions between the system components are taken to be Gaussian random variables. In turn, the spectral properties of a matrix ensemble (e.g., the presence of gaps in their spectra) can affect the dynamical evolution of a system that has such a matrix as its Hamiltonian. In the last decades, a host of analytical techniques have thus been developed to assess the spectral properties of these ensembles [49]. In this respect, fruitful parallelisms have been established with the techniques used in the fields of spin glasses and disordered systems, due to the formal analogy between random matrix ensembles, and the Hamiltonian of spin systems in the presence of quenched disorder. One notable example is the replica method [51], which will be widely employed in Chapter 6 to analyze the spectral statistics of a modified GOE ensemble, known as the generalized Rosenzweig-Porter model.

Each Chapter of this thesis is accompanied by an Appendix, where we provide details of the derivations to support the findings illustrated in the main text, and by a summary, where the latter are recapitulated. Finally, a few open questions and future perspectives are outlined in the general concluding section.
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## Theoretical background

In this Chapter we provide some background on the theory of stochastic processes, with the primary aim of setting the notation for the rest of this thesis. Most derivations will thus be omitted for the sake of conciseness.

### 1.1 Langevin and Fokker-Planck equations

In this thesis we will often deal with stochastic differential equations of the form

$$
\begin{equation*}
\dot{\mathbf{X}}(t)=v \mathbf{F}(\mathbf{X}(t), t)+\xi(t), \tag{1.1}
\end{equation*}
$$

where the white noise term $\xi(t)$ is a Gaussian variable with zero mean and variance ${ }^{1}$

$$
\begin{equation*}
\left\langle\xi_{i}(t) \xi_{j}\left(t^{\prime}\right)\right\rangle=\Omega_{x} \delta_{i j} \delta\left(t-t^{\prime}\right) \equiv 2 v T \delta_{i j} \delta\left(t-t^{\prime}\right) . \tag{1.2}
\end{equation*}
$$

To understand its significance, let us first consider the Newton equation for an isolated particle of mass $m$ at position $\mathbf{X}(t)$, i.e., $m \ddot{\mathbf{X}}=\mathbf{F}$, where

$$
\begin{equation*}
\mathbf{F}(\mathbf{X}(t), t)=-\boldsymbol{\nabla}_{\mathbf{X}} \mathcal{U}(\mathbf{X}, t)+\mathbf{F}_{\mathrm{ext}}(\mathbf{X}, t) \tag{1.3}
\end{equation*}
$$

may represent a force arising from a conservative potential $\mathcal{U}(\mathbf{X}, t)$ and/or an external drive $\mathbf{F}_{\text {ext }}(\mathbf{X}, t)$. Within (underdamped) Brownian motion, one amends the Newton equation by a friction and a noise term,

$$
\begin{equation*}
m \ddot{\mathbf{X}}(t)=\mathbf{F}(\mathbf{X}(t), t)+v^{-1}[-\dot{\mathbf{X}}(t)+\xi(t)], \tag{1.4}
\end{equation*}
$$

which phenomenologically account for the overall, coarse-grained effect of all the fast variables that have not been included in the description above [11, 12]. The latter are assumed to evolve on much shorter timescales than the one characterizing the dynamics of the particle at $\mathbf{X}(t)$, and thus they act on it as an equilibrium thermal bath at temperature $T$ - i.e., the one appearing in the noise variance in Eq. (1.2). The Gaussian character of the noise $\xi(t)$ follows as a natural consequence of the central limit theorem [11]. Above, $v^{-1}$ is a friction coefficient, and its inverse $v$ is called the mobility of the particle. In the overdamped limit in which inertial effects are negligible, we can discard the term on the left-hand-side of Eq. (1.4), so that the latter reduces to Eq. (1.1).

Each realization of the stochastic noise $\xi(t)$ in the Langevin equation (1.1) generates a different trajectory $\mathbf{X}(t)$. One may rather be interested in the one-point probability density

$$
\begin{equation*}
P_{1}(\mathbf{X}, t)=\langle\delta(\mathbf{x}-\mathbf{X}(t))\rangle, \tag{1.5}
\end{equation*}
$$

[^1]where the ensemble average $\langle\ldots\rangle$ is understood over all possible realizations of $\xi(t)$. The evolution of $P_{1}(\mathbf{X}, t)$ is ruled by the Fokker-Planck equation corresponding to the Langevin equation (1.1), namely [53, 54]
\[

$$
\begin{equation*}
\partial_{t} P_{1}(\mathbf{x}, t)=\nabla_{\mathbf{x}} \cdot\left[-v \mathbf{F}(\mathbf{x}, t)+\frac{\Omega_{x}}{2} \nabla_{\mathbf{x}}\right] P_{1}(\mathbf{x}, t) \tag{1.6}
\end{equation*}
$$

\]

A derivation of such Fokker-Planck equation along the lines of Ref. [54] is provided in Appendix C.2.1 for a more general case. In the absence of external driving and for a time-independent potential - i.e., $\mathbf{F}_{\text {ext }}(\mathbf{X}, t) \equiv 0$ and $\mathcal{U}(\mathbf{x}, t)=\mathcal{U}(\mathbf{x})$ in Eq. (1.3) - the dynamics prescribed by Eqs. (1.1) and (1.2) satisfies detailed balance. Accordingly, upon setting $\partial_{t} P_{1}(\mathbf{x}, t)=0$ in Eq. (1.6), it is simple to check that the latter admits the equilibrium solution $P_{1}^{(\mathrm{eq})}(\mathbf{x}) \propto \exp \left[-\frac{1}{T} \mathcal{U}(\mathbf{x})\right]$, corresponding to the canonical distribution of the particle in the potential $\mathcal{U}(\mathbf{x})$.

Note that, upon replacing $\xi(t)$ by $g(\mathbf{X}(t)) \xi(t)$ in Eq. (1.1), the noise term becomes multiplicative rather than additive. To give meaning to the so-obtained equation, one needs to specify the rule of stochastic calculus (e.g., Itô or Stratonovich), which fixes the discretization convention adopted for the Gaussian white noise [11]. Accordingly, the corresponding Fokker-Planck equation becomes sensitive to the choice of the calculus, and acquires new spurious drift terms for any convention other than Itô ${ }^{2}$. In this thesis, however, any occurrence of a multiplicative noise will be in conjunction with colored, rather than white, Gaussian noise - see, c.f., Section 1.4. In the presence of colored noise, any ambiguity due to the choice of the discretization convention is lifted [53, 56, 57]; however, the system becomes non-Markovian, and thus it is in general no longer possible to write a closed equation for $P_{1}(\mathbf{x}, t)$ which is local in time [58]. We will come back to this point in Section 3.2.1.

Two examples of Langevin equations that will be largely employed in this thesis are presented in the next two sections.

### 1.2 The Ornstein-Uhlenbeck process

The motion of an overdamped Brownian particle in a harmonic potential of stiffness $\kappa$

$$
\begin{equation*}
\mathcal{U}(\mathbf{x}, t)=\frac{\kappa}{2}\left[\mathbf{x}-\mathbf{x}_{F}(t)\right]^{2} \tag{1.7}
\end{equation*}
$$

(whose center is possibly moving deterministically according to $\mathbf{x}_{F}(t)$ ) is ruled by the OrnsteinUhlenbeck process. Its Langevin equation reads

$$
\begin{equation*}
\dot{\mathbf{X}}(t)=-v \boldsymbol{\nabla}_{\mathbf{X}} \mathcal{U}(\mathbf{X}, t)+\boldsymbol{\xi}(t)=-v \kappa\left[\mathbf{X}(t)-\mathbf{x}_{F}(t)\right]+\boldsymbol{\xi}(t), \tag{1.8}
\end{equation*}
$$

with the noise variance given in Eq. (1.2). Each component $X_{j}$ of the particle position $\mathbf{X}$ is ruled by an independent Gaussian and Markovian process. The propagator $P_{1 \mid 1}\left(\mathbf{X}, t \mid \mathbf{X}_{0}, t_{0}\right)$ is thus Gaussian [53], with

$$
\begin{equation*}
P_{1 \mid 1}\left(\mathbf{X}, t \mid \mathbf{X}_{0}, t_{0}\right)=\left[\frac{1}{\sqrt{2 \pi} \sigma(t)}\right]^{d} \exp \left[-\frac{|\mathbf{X}-\mathbf{m}(t)|^{2}}{2 \sigma^{2}(t)}\right] \tag{1.9}
\end{equation*}
$$

[^2]where the symbol $(\ldots \mid \ldots)$ indicates a conditional average, and $d$ is the spatial dimensionality. This expression contains the expectation value $\mathbf{m}(t)$ of the particle position
\[

$$
\begin{equation*}
\mathbf{m}(t) \equiv\left\langle\mathbf{X}(t) \mid \mathbf{X}\left(t_{0}\right)=\mathbf{X}_{0}\right\rangle=\mathbf{X}_{0} e^{-\gamma\left(t-t_{0}\right)}+\gamma \int_{t_{0}}^{t} \mathrm{~d} s e^{-\gamma(t-s)} \mathbf{x}_{F}(s), \tag{1.10}
\end{equation*}
$$

\]

and its variance which is, by the isotropy of the problem, the same for each component $X_{j}$ :

$$
\begin{equation*}
\sigma^{2}(t) \equiv\left\langle X_{j}^{2}(t) \mid X_{j}\left(t_{0}\right)=\left(\mathbf{X}_{0}\right)_{j}\right\rangle-m_{j}^{2}(t)=\frac{T}{\kappa}\left[1-e^{-2 \gamma\left(t-t_{0}\right)}\right] . \tag{1.11}
\end{equation*}
$$

Above we introduced the (inverse) relaxation timescale

$$
\begin{equation*}
\tau_{\kappa}^{-1}=v \kappa \equiv \gamma, \tag{1.12}
\end{equation*}
$$

and we assumed the particle to start at time $t=t_{0}$ at position $\mathbf{X}\left(t=t_{0}\right)=\mathbf{X}_{0}$. Note that, in general, $P_{1 \mid 1}\left(\mathbf{X}, t \mid \mathbf{X}_{0}, t_{0}\right) \neq P_{1 \mid 1}\left(\mathbf{X}, t-t_{0} \mid \mathbf{X}_{0}, 0\right)$, because the explicit time dependence in $\mathbf{x}_{F}(t)$ breaks the time-translational invariance of the problem. By means of the Langevin equation (1.8), one can finally compute the connected two-time correlation function

$$
\begin{align*}
C\left(t_{1}, t_{2}\right) & \equiv\left\langle X_{j}\left(t_{1}\right) X_{j}\left(t_{2}\right)\right\rangle_{c}=\left\langle\left[X_{j}\left(t_{1}\right)-\left\langle X_{j}\left(t_{1}\right)\right\rangle\right]\left[X_{j}\left(t_{2}\right)-\left\langle X_{j}\left(t_{2}\right)\right\rangle\right]\right\rangle \\
& =\frac{T}{\mathcal{K}}\left[e^{-\gamma\left|t_{2}-t_{1}\right|}-e^{-\gamma\left(t_{1}+t_{2}-2 t_{0}\right)}\right] \underset{t_{0} \rightarrow-\infty}{ } \frac{T}{\mathcal{K}} e^{-\gamma\left|t_{2}-t_{1}\right|}, \tag{1.13}
\end{align*}
$$

which, again, is independent of the value of $j$, while correlations $\left\langle X_{j}\left(t_{1}\right) X_{i \neq j}\left(t_{2}\right)\right\rangle_{c}$ vanish. At long times (e.g., $t_{0} \rightarrow-\infty$ ), $C\left(t_{1}, t_{2}\right)$ becomes time-translational invariant, and the system attains the thermal equilibrium described by the probability distribution

$$
\begin{equation*}
P_{1}^{\text {st }}(\mathbf{x})=(2 \pi T / \kappa)^{-d / 2} \exp \left[-\kappa x^{2} /(2 T)\right] . \tag{1.14}
\end{equation*}
$$

### 1.3 The free (Gaussian) field

Equation (1.8) describes the stochastic evolution of each of the $d$ spatial components of the position $\mathbf{X}(t)$ of a particle. In this Section we focus instead on the evolution of a scalar field, whose value $\phi(\mathbf{x}, t) \in \mathbb{R}$ is defined in correspondence of every spatial point $\mathbf{x} \in \mathbb{R}^{d}$ (which form a continuum). We thus consider its stochastic evolution when subject to the Langevin equation

$$
\begin{equation*}
\partial_{t} \phi(\mathbf{x}, t)=-D(i \nabla)^{\alpha} \frac{\delta \mathcal{H}_{\phi}}{\delta \phi(\mathbf{x}, t)}+\eta(\mathbf{x}, t)=-D(i \nabla)^{\alpha}\left[\left(r-\nabla^{2}\right) \phi(\mathbf{x}, t)\right]+\eta(\mathbf{x}, t) \tag{1.15}
\end{equation*}
$$

(where $\delta / \delta \phi$ indicates a functional derivative), and to the quadratic Hamiltonian

$$
\begin{equation*}
\mathcal{H}_{\phi}[\phi]=\int \mathrm{d}^{d} \mathbf{x}\left[\frac{1}{2}(\nabla \phi)^{2}+\frac{r}{2} \phi^{2}\right] . \tag{1.16}
\end{equation*}
$$

In the latter, the parameter $r$ measures the deviation from the critical point $r=0$, at which the correlation length $\xi=r^{-1 / 2}$ diverges (its role will be elucidated shortly). In the Langevin equation (1.15), the parameter $\alpha$ takes the value $\alpha=0$ for a non-conserved dynamics of the order
parameter $\phi$, or $\alpha=2$ if $\phi$ is subject to local conservation during the evolution, in the sense that Eq. (1.15) can then be cast in the form $\partial_{t} \phi(\mathbf{x}, t)=-\nabla \cdot \mathbf{J}(\mathbf{x}, t)$ for a suitable current $\mathbf{J}(\mathbf{x}, t)$. These two choices of $\alpha$ correspond to model A and model B in the classification of Ref. [59], in which the self-interaction term $\sim \phi^{4}$ is neglected, i.e., within the Gaussian approximation. Note that, for $\alpha=0$, Eq. (1.15) formally resembles the Langevin equation (1.8) for $\mathbf{X}(t)$, upon replacing the gradient operator $\boldsymbol{\nabla}_{\mathbf{X}}$ by a functional derivative. Finally, $\eta(\mathbf{x}, t)$ is a white Gaussian noise field with zero mean and variance

$$
\begin{equation*}
\left\langle\eta(\mathbf{x}, t) \eta\left(\mathbf{x}^{\prime}, t^{\prime}\right)\right\rangle=2 D T(i \nabla)^{\alpha} \delta^{d}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{1.17}
\end{equation*}
$$

with $D$ and $T$ denoting, respectively, the mobility of the field and the temperature of the bath.
The Fokker-Planck equation corresponding to Eq. (1.15) is analogous to Eq. (1.6), i.e. [60, 61],

$$
\begin{equation*}
\partial_{t} P_{1}([\phi], t)=\int \mathrm{d}^{d} x \frac{\delta}{\delta \phi(\mathbf{x})}\left[D(i \nabla)^{\alpha} \frac{\delta \mathcal{H}_{\phi}}{\delta \phi(\mathbf{x})}+D T(i \nabla)^{\alpha} \frac{\delta}{\delta \phi(\mathbf{x})}\right] P_{1}([\phi], t) . \tag{1.18}
\end{equation*}
$$

In particular, Eq. (1.18) admits as its equilibrium solution the canonical distribution

$$
\begin{equation*}
P_{1}^{(\mathrm{eq})}[\phi] \propto \exp \left\{-\frac{1}{T} \mathcal{H}_{\phi}[\phi]\right\}=\exp \left\{-\frac{1}{2 T} \int_{\mathbb{R}} \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \phi_{\mathbf{q}}\left(q^{2}+r\right) \phi_{-\mathbf{q}}\right\}, \tag{1.19}
\end{equation*}
$$

where we introduced the Fourier convention $f(\mathbf{x})=\int\left[\mathrm{d}^{d} q /(2 \pi)^{d}\right] \exp (i \mathbf{q} \cdot \mathbf{x}) f_{\mathbf{q}}$. Since $\mathcal{H}_{\phi}$ is Gaussian, the equilibrium fluctuations of $\phi$ can be simply obtained by first constructing the generating functional [62]

$$
\begin{equation*}
\mathcal{Z}[j]=\int \mathcal{D} \phi \exp \left\{-\frac{1}{T} \mathcal{H}_{\phi}[\phi]-\int \mathrm{d}^{d} x j(\mathbf{x}) \phi(\mathbf{x})\right\} \propto \exp \left(\frac{T}{2} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{j_{\mathbf{q}} j_{-\mathbf{q}}}{q^{2}+r}\right), \tag{1.20}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\langle\phi(\mathbf{x}) \phi(\mathbf{0})\rangle=\int_{\mathbb{R}} \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} e^{i \mathbf{q} \cdot} \cdot \frac{\delta^{2} \mathcal{Z}[j]}{\delta j_{\mathbf{q}} \delta j_{-\mathbf{q}}}=T \int_{\mathbb{R}} \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{e^{i \mathbf{q} \cdot \mathbf{x}}}{q^{2}+r} \equiv T \xi^{2-d} g(x / \xi), \tag{1.21}
\end{equation*}
$$

with $x \equiv|\mathbf{x}|$. In the last step we rescaled momenta as $z \equiv q \xi$, thus identifying the scaling function

$$
\begin{equation*}
g(y) \equiv \int_{\mathbb{R}} \frac{\mathrm{d}^{d} z}{(2 \pi)^{d}} \frac{e^{i z \cdot y}}{z^{2}+1}=\frac{y^{1-d / 2}}{(2 \pi)^{d / 2}} K_{d / 2-1}(y) \underset{y \gg 1}{\simeq} \frac{(\pi y)^{(1-d) / 2}}{2^{(1+d) / 2}} e^{-y} \tag{1.22}
\end{equation*}
$$

where $K_{v}$ is a modified Bessel function of the second kind ${ }^{3}$ [63]. In general, $\langle\phi(\mathbf{x}) \phi(\mathbf{0})\rangle$ in Eq. (1.21) rapidly decays to zero for large values of $x / \xi$, and in this sense the parameter $r=\xi^{-2}$ in the Hamiltonian $\mathcal{H}_{\phi}$ in Eq. (1.16) controls the spatial range of the field fluctuations at equilibrium. In particular, $\xi$ diverges at the critical point $r=0$, and the large- $x$ behavior of $\langle\phi(\mathbf{x}) \phi(\mathbf{0})\rangle$ thus becomes algebraic [62].

We now rewrite Eqs. (1.15) and (1.17) in Fourier space, which gives ${ }^{4}$

$$
\begin{gather*}
\dot{\phi}_{\mathbf{q}}(t)=-\alpha_{q} \phi_{\mathbf{q}}(t)+\eta_{\mathbf{q}}(t)  \tag{1.23}\\
\left\langle\eta_{\mathbf{q}}(t) \eta_{\mathbf{q}^{\prime}}\left(t^{\prime}\right)\right\rangle=\Omega_{\phi}(q) \delta^{d}\left(\mathbf{q}+\mathbf{q}^{\prime}\right) \delta\left(t-t^{\prime}\right) \equiv 2 D T q^{\alpha} \delta^{d}\left(\mathbf{q}+\mathbf{q}^{\prime}\right) \delta\left(t-t^{\prime}\right), \tag{1.24}
\end{gather*}
$$

[^3]where we introduced the (inverse) relaxation timescale of the field
\[

$$
\begin{equation*}
\tau_{\phi}^{-1}(q)=\alpha_{q} \equiv D q^{\alpha}\left(q^{2}+r\right) . \tag{1.25}
\end{equation*}
$$

\]

This shows that the relaxation time $\tau_{\phi}(q \sim 0)$ for the long-wavelength Fourier modes of the field may become arbitrarily large for model A dynamics $(\alpha=0)$ at $r=0$. The same happens for model B dynamics $(\alpha=2)$ for generic values of $r$, i.e., also off-criticality, due to the presence of the conservation law for which $\tau_{\phi}^{-1}(q \rightarrow 0)=0$. These long-wavelength modes are always present in the bulk, while they are cut-off in a confined geometry such as that considered in Refs. [64, 65], and here in, c.f., Chapter 5.

The Green function of Eq. (1.23), i.e., the average solution $\left\langle\phi_{\mathbf{q}}(t)\right\rangle$ of

$$
\begin{equation*}
\dot{\phi}_{\mathbf{q}}(t)=-\alpha_{q} \phi_{\mathbf{q}}(t)+\eta_{\mathbf{q}}(t)+\delta(t), \tag{1.26}
\end{equation*}
$$

is called the response propagator of the free field, and it reads

$$
\begin{equation*}
G_{q}(t)=e^{-\alpha_{q} t} \Theta(t), \tag{1.27}
\end{equation*}
$$

where $\Theta(t)$ is the Heaviside step function. To compute the two-point function, we note that Eq. (1.23) is formally identical to that of the Ornstein-Uhlenbeck particle in Eq. (1.8), so it is easy to derive ${ }^{5}$ [66]

$$
\begin{equation*}
\left\langle\phi_{\mathbf{q}}\left(s_{1}\right) \phi_{\mathbf{p}}\left(s_{2}\right)\right\rangle=\delta^{d}(\mathbf{p}+\mathbf{q})\left[C_{q}^{D}\left(s_{1}, s_{2}\right)+G_{q}\left(s_{1}-t_{0}\right) G_{q}\left(s_{2}-t_{0}\right) \phi_{\mathbf{q}}^{2}\left(t_{0}\right)\right], \tag{1.28}
\end{equation*}
$$

for times $s_{1}, s_{2}$ larger than the initial time $t_{0}$. Here

$$
\begin{equation*}
C_{q}^{D}\left(s_{1}, s_{2}\right)=\frac{T}{q^{2}+r}\left[e^{-\alpha_{q}\left|s_{2}-s_{1}\right|}-e^{-\alpha_{q}\left(s_{1}+s_{2}-2 t_{0}\right)}\right] \tag{1.29}
\end{equation*}
$$

is the correlation function corresponding to the case of Dirichlet initial condition $\phi_{\mathbf{q}}\left(t_{0}\right) \equiv 0$ (to be compared with Eq. (1.13)), such that $C_{q}^{D}\left(s_{1}, s_{2}=t_{0}\right)=C_{q}^{D}\left(s_{1}=t_{0}, s_{2}\right)=0$. It also coincides with the connected correlation function $\left\langle\phi_{\mathbf{q}}\left(s_{1}\right) \phi_{\mathbf{p}}\left(s_{2}\right)\right\rangle_{c}$ computed with any other fixed initial condition $\phi_{\mathbf{q}}\left(t_{0}\right)$. For $t_{0} \rightarrow-\infty$ we recover from Eq. (1.28) the correlation function in the stationary state, i.e., $\left\langle\phi_{\mathbf{q}}\left(s_{1}\right) \phi_{\mathbf{p}}\left(s_{2}\right)\right\rangle \rightarrow \delta^{d}(\mathbf{p}+\mathbf{q}) C_{q}\left(s_{2}-s_{1}\right)$ with the equilibrium correlator

$$
\begin{equation*}
C_{q}(\tau)=\frac{T}{q^{2}+r} e^{-\alpha_{q}|\tau|} \tag{1.30}
\end{equation*}
$$

which is time-translational invariant, as expected. Alternatively, if we assume that $\phi_{\mathbf{q}}\left(t_{0}\right)$ is randomly drawn from the stationary distribution of the field in Eq. (1.19) and we average the correlation function in Eq. (1.28) over all possible initial conditions, we get $\left\langle\phi_{\mathbf{q}}^{2}\left(t_{0}\right)\right\rangle_{\text {i.c. }}=T /\left(q^{2}+r\right)$, and again it follows that $\left\langle\phi_{\mathbf{q}}\left(s_{1}\right) \phi_{\mathbf{p}}\left(s_{2}\right)\right\rangle_{\text {i.c. }}=\delta^{d}(\mathbf{p}+\mathbf{q}) C_{q}\left(s_{2}-s_{1}\right)$.

The linear susceptibility $\chi_{q}(t)$ of the free field is usually defined by adding to $\mathcal{H}_{\phi}$ a linear coupling $\mathcal{H}_{\phi} \rightarrow \mathcal{H}_{\phi}-\int \mathrm{d}^{d} x h(\mathbf{x}) \phi(\mathbf{x})$, so that from Eq. (1.15) it follows

$$
\begin{equation*}
\chi_{q}\left(t, t_{0}\right)=\chi_{q}\left(t-t_{0}\right) \equiv \frac{\delta\left\langle\phi_{\mathbf{q}}(t)\right\rangle}{\delta h_{\mathbf{q}}\left(t_{0}\right)}=D q^{\alpha} G_{q}\left(t-t_{0}\right) . \tag{1.31}
\end{equation*}
$$

[^4]Moreover, $\chi_{q}(t)$ is linked to the equilibrium correlator $C_{q}(t)$ in Eq. (1.30) by the fluctuationdissipation theorem [54]

$$
\begin{equation*}
T \chi_{q}(\tau)=-\Theta(\tau) \frac{\partial}{\partial \tau} C_{q}(\tau) . \tag{1.32}
\end{equation*}
$$

It is also straightforward to derive the relation

$$
\begin{equation*}
C_{q}^{D}\left(s_{1}, s_{2}\right)=\Omega_{\phi}(q) \int_{t_{0}}^{\min \left(s_{1}, s_{2}\right)} \mathrm{d} u G_{q}\left(s_{1}-u\right) G_{-q}\left(s_{2}-u\right), \tag{1.33}
\end{equation*}
$$

which becomes, in equilibrium and in Fourier space (with $\tilde{f}(\omega) \equiv \int_{\mathbb{R}} \mathrm{d} t \exp (-i \omega t) f(t)$ ),

$$
\begin{equation*}
\tilde{C}_{q}(\omega)=\Omega_{\phi}(q) \tilde{G}_{q}(\omega) \tilde{G}_{-q}(-\omega) . \tag{1.34}
\end{equation*}
$$

It is instructive to compare $\chi_{q}$ and $C_{q}$ to the general scaling form of the dynamical susceptibility and two-time function expected to hold near criticality [54], by the scaling hypothesis:

$$
\begin{equation*}
\chi_{\phi}(q, t)=|q|^{-2+\eta+z} \chi_{ \pm}\left(q \xi, \frac{t a_{0}^{z}}{\tau_{0} \xi^{z}}\right), \quad C_{\phi}(q, t)=|q|^{-2+\eta} C_{ \pm}\left(q \xi, \frac{t a_{0}^{z}}{\tau_{0} \xi^{z}}\right) . \tag{1.35}
\end{equation*}
$$

Here $\xi$ is the correlation length of the field, $z$ is its dynamical critical exponent, and $\eta$ its anomalous dimension; finally, $\tau_{0}$ and $a_{0}$ represent some microscopic time and length scales, respectively. The scaling functions $\chi_{ \pm}$and $C_{ \pm}$are well behaved at the critical point, where they take a constant value - depending in general on whether the critical point is approached from above ( + ) or from below ( - ). Comparing with Eqs. (1.27), (1.30) and (1.31), and using $r=\xi^{-2}$, one deduces that $z=2+\alpha$ and $\eta=0$ in the case of model $\mathrm{A}(\alpha=0)$ and model $\mathrm{B}(\alpha=2)$ within the Gaussian approximation [54].

### 1.4 Colored noise and generalized Langevin equation

So far we have considered examples of Markovian models; however, to quote Van Kampen, "nonMarkov is the rule, Markov is the exception" [67]. The Langevin equation (1.1) was written under the assumption that the variables that compose the thermal bath relax instantaneously to their equilibrium configuration, which is an idealization valid when the typical time scale of the bath particles is much smaller than the one characterizing the tracer particle. If this separation of time scales breaks down, one expects memory terms to appear in the equation that governs the evolution of $\mathbf{X}(t)$, which thus becomes non-Markovian. Explicit coarse-grained derivations of the effective particle dynamics can be performed in some simple settings (e.g., a particle coupled linearly to a bath made of harmonic oscillators [10,68]), allowing to derive the (linear) generalized Langevin equation [7,38]

$$
\begin{equation*}
\int_{-\infty}^{t} \mathrm{~d} u \mathcal{K}(t-u) \dot{\mathbf{X}}(u)=\mathbf{F}(\mathbf{X}(t), t)+\zeta(t) \tag{1.36}
\end{equation*}
$$

Here, $\mathbf{F}$ again includes the forces exerted on the particle at position $\mathbf{X}$, while the effect of the interaction between the particle and the medium is encoded in a friction kernel $\mathcal{K}(t)$ acting on the
particle velocity. Finally, $\zeta$ is a colored Gaussian noise, meaning that it exhibits nontrivial temporal correlations. If the system is at equilibrium, a generalized Einstein relation (or fluctuationdissipation relation of the first type [7]) still holds, i.e.,

$$
\begin{equation*}
\left\langle\zeta_{i}(t) \zeta_{j}\left(t^{\prime}\right)\right\rangle=\delta_{i j} T \mathcal{K}\left(\left|t-t^{\prime}\right|\right) . \tag{1.37}
\end{equation*}
$$

In some cases, memory kernels and/or colored noises can themselves be thought of as if generated by stochastic differential equations, such as the OU process described in Section 1.2. In such cases, one can extend the space of variables from $\mathbf{X}(t)$ alone to $\{\mathbf{X}(t), \zeta(t)\}$, so as to obtain again a Markovian process. In Appendix A we present an example of this Markovian embedding, which is relevant for the model we will later introduce in Chapter 2. Generally speaking, given a kernel $\mathcal{K}(t)$ characterized by $n$ relaxation time scales, one needs to introduce $n$ new dynamical variables to make the system Markovian [10]. If, on the contrary, $\mathcal{K}(t)$ decays as a power law (i.e., scale-free), then there is no finite-dimension space in which the process is Markovian. Since a power-law decay can be obtained by summing an infinite number of exponentials, each with its typical decay time (e.g., $\int_{0}^{\infty} \mathrm{d} \gamma e^{-\gamma t}=1 / t$ ), one can envision that a Markovian embedding can be obtained in this case by coupling $\mathbf{X}(t)$ to a continuum of dynamical variables - or in other words, to a field such as the one described in Section 1.3.

### 1.5 Functional representations

The Langevin equation (1.1) (as well as its generalization discussed in the previous sections) admits useful functional representations [69-72], which we briefly discuss here. Quite generally, we start from [73]

$$
\begin{equation*}
\mathcal{L} \phi(\mathbf{x}, t)=F[\phi]+\eta(\mathbf{x}, t), \tag{1.38}
\end{equation*}
$$

where $\mathcal{L}$ is a differential operator (e.g., $\mathcal{L}=\partial_{t}-\nabla_{\mathrm{x}}^{2}$ ), and $F[\phi]$ is a forcing term; finally, $\eta(\mathbf{x}, t)$ is a stochastic noise described by the probability density functional $\mathcal{P}[\eta]$, normalized as $\int \mathcal{D} \eta \mathcal{P}[\eta]=$ 1 , and with zero mean ${ }^{6}$. We denote by $\phi_{s}=\phi_{s}(\mathbf{x}, t \mid \eta)$ a single trajectory of the stochastic process $\phi(\mathbf{x}, t)$ - i.e., a solution of Eq. (1.38) given a certain realization of the noise $\eta$. Expectation values of observable quantities such as $O(\phi)$ can be evaluated as

$$
\begin{align*}
\langle O(\phi)\rangle & =\int \mathcal{D} \eta \mathcal{P}[\eta] O\left(\phi_{s}(\mathbf{x}, t \mid \eta)\right)=\int \mathcal{D} \eta \mathcal{P}[\eta] \int \mathcal{D} \phi O(\phi) \delta\left[\phi-\phi_{s}(\mathbf{x}, t \mid \eta)\right] \\
& =\int \mathcal{D} \eta \mathcal{P}[\eta] \int \mathcal{D} \phi O(\phi) \delta[\mathcal{L} \phi-F[\phi]-\eta]|\mathcal{J}|, \tag{1.39}
\end{align*}
$$

where in the last step we used Eq. (1.38), and we introduced the Jacobian ${ }^{7}$

$$
\begin{equation*}
\mathcal{J}=\operatorname{det}\left(\mathcal{L}-\frac{\delta F}{\delta \phi}\right) . \tag{1.40}
\end{equation*}
$$

[^5]Integrating over $\eta$ immediately yields

$$
\begin{equation*}
\langle O(\phi)\rangle=\int \mathcal{D} \phi \mathcal{P}[\mathcal{L} \phi-F[\phi]]|\mathcal{T}| O(\phi) \tag{1.41}
\end{equation*}
$$

where $\mathcal{P}[\mathcal{L} \phi-F[\phi]] \sim e^{-\mathcal{S}_{\mathrm{OM}}[\phi]}$ is known as the generalized Onsager-Machlup functional [69]. If the noise $\eta$ is Gaussian, then

$$
\begin{equation*}
\mathcal{P}[\eta]=\frac{1}{\sqrt{\operatorname{det}\left(2 \pi G_{\eta}\right)}} \exp \left[-\frac{1}{2} \iint \mathrm{~d} \vec{x} \mathrm{~d} \vec{y} \eta(\vec{x}) G_{\eta}^{-1}(\vec{x}, \vec{y}) \eta(\vec{y})\right] \tag{1.42}
\end{equation*}
$$

where we collectively indicated by $\vec{x} \equiv(\mathbf{x}, t)$ the spatial and temporal coordinates, and we called $G_{\eta}(\vec{x}, \vec{y}) \equiv\langle\eta(\vec{x}) \eta(\vec{y})\rangle$. We can thus write

$$
\begin{equation*}
\langle O(\phi)\rangle=\frac{1}{\sqrt{\operatorname{det}\left(2 \pi G_{\eta}\right)}} \int \mathcal{D} \phi|\mathcal{J}| e^{-\mathcal{S}_{\mathrm{OM}[\phi]}} \mathcal{O}(\phi) \tag{1.43}
\end{equation*}
$$

with the Onsager-Machlup functional

$$
\begin{equation*}
\mathcal{S}_{\mathrm{OM}}[\phi] \equiv \frac{1}{2} \iint \mathrm{~d} \vec{x} \mathrm{~d} \vec{y}(\mathcal{L} \phi-F[\phi])_{\vec{x}} G_{\eta}^{-1}(\vec{x}, \vec{y})(\mathcal{L} \phi-F[\phi])_{\vec{y}} \tag{1.44}
\end{equation*}
$$

If $\mathcal{P}[\eta]$ is chosen Gaussian, however, a more convenient choice is to construct the response function formalism [70-72] as follows. Starting from Eq. (1.39), before integrating over $\eta$ we insert the following representation of the delta function:

$$
\begin{equation*}
\delta[\mathcal{L} \phi-F[\phi]-\eta]=\int \mathcal{D}[i \tilde{\phi}] \exp \left\{-\int \mathrm{d} \vec{x} \tilde{\phi}(\vec{x})(\mathcal{L} \phi-F[\phi]-\eta)_{\vec{x}}\right\} \tag{1.45}
\end{equation*}
$$

where we introduced the conjugate variable (or response field) $\tilde{\phi}$. Computing the Gaussian functional integral over $\eta$ in Eq. (1.39) then yields

$$
\begin{align*}
\langle O(\phi)\rangle & =\iint \mathcal{D} \phi \mathcal{D}[i \tilde{\phi}]|\mathcal{J}| e^{-\mathcal{S}_{\mathrm{MSR}}[\phi, \tilde{\phi}]} \mathcal{O}(\phi)  \tag{1.46}\\
\mathcal{S}_{\mathrm{MSR}}[\phi, \tilde{\phi}] & =\int \mathrm{d} \vec{x} \tilde{\phi}(\vec{x})(\mathcal{L} \phi-F[\phi])_{\vec{x}}-\frac{1}{2} \iint \mathrm{~d} \vec{x} \mathrm{~d} \vec{y} \tilde{\phi}(\vec{x}) G_{\eta}^{-1}(\vec{x}, \vec{y}) \tilde{\phi}(\vec{y}) \tag{1.47}
\end{align*}
$$

The issue of the Jacobian in Eq. (1.40) is discussed, e.g., in Chap. 4 of Ref. [75], where it is shown that it reduces to a $\phi$-dependent term proportional to $\Theta(0)$, which turns out not to affect the expectation value of physical observables. We do not enter here its interpretation, but we merely note that such a term can be neglected upon adopting the Itô convention for which $\Theta(0) \equiv 0$.

In particular, for the case of the OU particle and free field described in Sections 1.2 and 1.3, the corresponding dynamical actions read

$$
\begin{align*}
& \mathcal{S}_{x}[\mathbf{X}, \widetilde{\mathbf{X}}]=\int \mathrm{d} t\left\{\widetilde{\mathbf{X}}(t) \cdot[\dot{\mathbf{X}}(t)-\mathbf{F}(\mathbf{X}(t), t)]-\frac{\Omega_{x}}{2}|\widetilde{\mathbf{X}}(t)|^{2}\right\}  \tag{1.48}\\
& \mathcal{S}_{\phi}[\phi, \tilde{\phi}]=\int \mathrm{d} t \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}}\left[\tilde{\phi}_{-\mathbf{q}}(t)\left(\partial_{t}+\alpha_{q}\right) \phi_{\mathbf{q}}(t)-\frac{\Omega_{\phi}(q)}{2} \tilde{\phi}_{\mathbf{q}}^{2}(t)\right] \tag{1.49}
\end{align*}
$$

We will comment further on the latter in Appendix C.9.

# Relaxation in a near-critical 

## ENVIRONMENT

As we outlined in the introduction, in the first few Chapters of this thesis we aim at describing the dynamics of a tracer particle in a fluctuating correlated medium. In general, studying the motion of colloidal particles in contact with thermally fluctuating environments provides a tool to probe the rheological properties of soft-matter systems [76,77]. Although past studies have mostly focused on the behavior of tracer particles passively carried by a fluctuating solvent, in recent years increasing attention has been paid to cases in which the particle and the solvent affect each other dynamically $[26-31,78,79]$. The case in which the medium is a fluid near a critical point, thus displaying long-range spatial correlations and long relaxation times, is particularly interesting because it defies a description based on the (generalized) Langevin equation - and calls instead for more sophisticated models which are able to account for the spatial structure of the medium, and for the field-mediated forces it induces between enclosed objects. Here we wish to start filling this gap by analyzing a simple setup and by predicting the dynamics of quantities that are (in principle) easily accessible in experiments. The paradigm we have in mind is that of a near-critical fluid such as a binary liquid mixture [35, 36], in which a colloidal particle is trapped by optical tweezers; we then look for signatures of the correlations of the underlying medium in the resulting dynamics of the particle, in particular by inspecting the average and correlation functions of its position.

In this Chapter we thus study the non-equilibrium dynamics of a probe particle in contact with a fluctuating medium close to the bulk critical point of a continuous phase transition, and trapped in a harmonic potential. The medium is modeled as a scalar order parameter $\phi(\mathbf{x}, t)$ subject to a dissipative or conserved relaxational dynamics within the Gaussian approximation (model A and B, as discussed in Section 1.3). This may represent the relative concentration of the two species in a binary liquid mixture, or the deviation of the local fluid density $\rho$ from its critical value $\rho_{c}$ in a single-component fluid (i.e., $\phi(\mathbf{x}) \propto \rho-\rho_{c}$ ). The probe represents instead an overdamped colloidal particle interacting with the scalar field via a translationally invariant linear coupling. Because of this coupling, the particle and the field affect each other dynamically along their stochastic evolution, in such a way that detailed balance is fulfilled at all times. A velocity field $\mathbf{v}(\mathbf{x}, t)$ should be included to allow for the hydrodynamic transport of the field and the particle, but we will neglect it here for simplicity [59]. Nonetheless, this minimal model already displays nonlinear and non-Markovian effects in the resulting dynamics of the particle, which make analytical predictions difficult beyond perturbation theory.

Here we focus on the effective dynamics of the probe particle, and we study how it is affected
by the presence of the field. A series of works [28-31] analyzed the dynamics of an unconfined particle stochastically diffusing in contact with a scalar Gaussian field, studying the resulting effective diffusion constant. A recent work [80] investigated instead the auto-correlation function of a particle fluctuating in a harmonic trap in contact with a Gaussian field with conserved dynamics (model B), a problem which was tackled within the weak-coupling approximation. In particular, this proved the emergence of algebraic tails in the auto-correlation at long times (superimposed to its usual exponential decay), the exponent of which depends only on the spatial dimensionality of the system. These results do not depend on the details of the chosen interaction potential between the particle and the medium, provided that it is linear and translationally invariant - in this sense, they are characterized by a certain degree of universality. A similar setup was analyzed in Ref. [64], where the steady state and effective dynamics of a particle in contact with a critical Gaussian field were investigated in the presence of spatial confinement for the field. In the case of a linear coupling between the fluctuating field and the particle, an effective Fokker-Planck equation was obtained under the assumption of rapid relaxation of the field for each position of the particle. This allowed for the adiabatic elimination of the field degrees of freedom, given by its eigenmodes in a finite box subject to certain boundary conditions, from the coupled equations of motion of the system - we will come back to this problem in, c.f., Chapter 5.

As a first step towards the analysis of nonequilibrium scenarios within the model described above, in this Chapter we analyze the relaxation of the particle after it is released far from its position of mechanical equilibrium in the harmonic trap. Within a weak-coupling expansion, in Section 2.2 we first show that the average position of the particle itself displays an algebraic behavior at long times. Its decay exponents, which can be expressed solely in terms of the spatial dimensionality of the system and the dynamical critical exponent $z$ of the field, turn out to be related to those of the auto-correlation function of the position of the particle by the fluctuationdissipation theorem. Our analysis additionally reveals a transient algebraic behavior which is entirely due to the nonlinearity of the effective particle dynamics, and which is therefore out of the reach of linear response theory.

In the same spirit as in Ref. [64] (see also, c.f., Chapter 5), in Section 2.3 we derive an effective Fokker-Planck equation for the motion of the particle in the adiabatic limit by integrating out the field degrees of freedom, which are a continuum of variables in the bulk. We use this effective equation to study again the problem of relaxation towards equilibrium, and thus we investigate the possible matching between the perturbative and the adiabatic predictions; this allows us to locate precisely the point at which the adiabatic approximation breaks down. In particular we find, as expected, that the latter fails close to criticality, and even far from criticality when the field dynamics is conserved.

In Section 2.4 we finally test our perturbative, analytical predictions against numerical simulations, so as to exclude the possibility that higher-order corrections in the coupling constant $\lambda$ become increasingly relevant at long times; this way we prove that the qualitative features of our analytical predictions, based on a perturbative expansion in $\lambda$, remain valid beyond perturbation theory. The predictions of this Chapter are summarized in Section 2.5.


Figure 2.1: Pictorial representation of the model: a particle is in contact with a fluctuating scalar field $\phi(\mathbf{x})$ and trapped by a harmonic potential.

The content of this Chapter has been published as "D. Venturelli, F. Ferraro, and A. Gambassi, Nonequilibrium relaxation of a trapped particle in a near-critical Gaussian field, Phys. Rev. E 105, 054125 (2022)" [81].

### 2.1 The model

As anticipated above, the system considered here consists of a harmonically trapped particle coupled to a scalar order parameter field, as schematically represented in Fig. 2.1. The total Hamiltonian of the system reads [80]

$$
\begin{equation*}
\mathcal{H}[\phi, \mathbf{X}]=\mathcal{H}_{\phi}[\phi]+\mathcal{H}_{\text {int }}[\phi, \mathbf{X}]+\mathcal{U}(\mathbf{X}) . \tag{2.1}
\end{equation*}
$$

First, the medium is modeled by a scalar Gaussian field $\phi(\mathbf{x}, t)$ in $d$ spatial dimensions, with Hamiltonian $\mathcal{H}_{\phi}[\phi]$ as given in Eq. (1.16). Second, the term

$$
\begin{equation*}
\mathcal{U}(\mathbf{X})=\frac{\kappa}{2}|\mathbf{X}|^{2} \tag{2.2}
\end{equation*}
$$

represents a confining harmonic potential with elastic constant $\kappa$, while the $d$-dimensional vector $\mathbf{X}$ denotes the position of a reference point on the probe particle, e.g., its center. Last, the interaction term in Eq. (2.1) is chosen as

$$
\begin{equation*}
\mathcal{H}_{\text {int }}=-\lambda \int \mathrm{d}^{d} \mathbf{x} \phi(\mathbf{x}) V(\mathbf{x}-\mathbf{X}) . \tag{2.3}
\end{equation*}
$$

This coupling between the particle and the field is linear and translational invariant: this may physically model, for example, a colloid displaying a preferential adsorption towards one of the two components of a binary mixture. The interaction potential $V(\mathbf{x})$ is a function that models the shape of the particle, in the sense that the field interacts with the particle within its spatial extent, determined by the support of $V(\mathbf{x})$. For spherically symmetric tracers, it can be chosen as $V(\mathbf{x})=\delta(\mathbf{x})$ in the case of a point-like particle; more generally, we will assume that $V(\mathbf{x})=\bar{V}(x / R)$ is isotropic and characterized by a single length scale, namely the "radius" $R$ of the particle, and is rapidly decaying for large $|\mathbf{x}| / R$; for instance,

$$
\begin{equation*}
V_{G}(\mathbf{x})=(\sqrt{2 \pi} R)^{-d} \exp \left[-|\mathbf{x}|^{2} /\left(2 R^{2}\right)\right] \tag{2.4}
\end{equation*}
$$

We choose $V(\mathbf{x})$ to be normalized so that its integral over all space is equal to unity: this way the strength of the interaction is set only by the coupling constant $\lambda$. If $\lambda$ and $V(\mathbf{x})$ in Eq. (2.1) are chosen to be positive, then configurations are favored in which the field $\phi$ is enhanced and assumes preferentially positive values in the vicinity of the particle.

Adopting the minimal model in Eq. (2.1) is physically motivated as follows. Upon approaching the critical point, the spatial correlations across the medium and consequently the characteristic timescale of its dynamics grow arbitrarily large - see Section 1.3. The system thus displays universal features, which are increasingly independent of its microscopic details, and therefore a minimal description of the medium in terms of a suitably-chosen, coarse-grained order parameter is sufficient as long as one is interested in its large-distance and long-time behaviour. Moreover, we expect the microscopic degrees of freedom of the medium to evolve much faster than a mesoscopic colloidal particle which is in contact with it. We thus identify the particle coordinate and the order parameter as the slow degrees of freedom of the system, while all the other degrees of freedom effectively constitute a thermal bath (see also Section 1.1). In this simplified model, we neglect hydrodynamic effects and other slow variables that should be taken into account when describing real fluids or binary liquid mixtures [54,59]. Another clear limitation of the model is that the field essentially permeates the particle, whereas in a more realistic scenario, the interaction between the field and the particle should be designed to exclude the field from the physical extent of the particle. However, we expect that the long-time properties of the system (which we focus on in this Chapter) will not be drastically affected by the microscopic details of the interaction - as evidenced, for instance, by the fact that most of the qualitative conclusions presented below and in the next Chapters are essentially independent of the particle size $R$, and robust against changing the functional form of the interaction potential $V(\mathbf{x})$ in Eq. (2.3).

Let us now discuss the joint stochastic dynamics of the particle and the field. We assume a purely relaxational dynamics for the field as in Eq. (1.15), which we specialize here to $\mathcal{H}$ in Eq. (2.1):

$$
\begin{equation*}
\partial_{t} \phi(\mathbf{x}, t)=-D(i \nabla)^{\alpha}\left[\left(r-\nabla^{2}\right) \phi(\mathbf{x}, t)-\lambda V(\mathbf{x}-\mathbf{X})\right]+\eta(\mathbf{x}, t) . \tag{2.5}
\end{equation*}
$$

As explained in Section 1.3, the choices $\alpha=0$ or 2 correspond to a non-conserved or locally conserved dynamics of the order parameter $\phi$, respectively - i.e., model A or B within the Gaussian approximation [59]. The variance of the Gaussian noise $\eta(\mathbf{x}, t)$ is given in Eq. (1.17), with $D$ and $T$ denoting, respectively, the mobility of the field and the temperature of the environment. We recall that the parameter $r \geq 0$ measures the deviation from criticality, and controls the spatial correlation length $\xi=r^{-1 / 2}$ of the field fluctuations at equilibrium.

The dynamics of the probe particle is assumed to be described by the overdamped Langevin equation (see Section 1.1)

$$
\begin{equation*}
\dot{\mathbf{X}}(t)=-v \boldsymbol{\nabla}_{\mathbf{X}} \mathcal{H}+\xi(t)=-v \kappa \mathbf{X}+v \lambda \mathbf{f}+\xi(t), \tag{2.6}
\end{equation*}
$$

where $v$ is the mobility of the probe, while the force $\mathbf{f}$ acting on the particle is given by the
gradient of the interaction energy

$$
\begin{equation*}
\mathbf{f}(\mathbf{X}, \phi ; t) \equiv \nabla_{\mathbf{X}} \int \mathrm{d}^{d} x \phi(\mathbf{x}, t) V(\mathbf{x}-\mathbf{X}(t))=\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} \phi_{\mathbf{q}}(t) V_{-q} e^{i \mathbf{q} \cdot \mathbf{x}(t)} \tag{2.7}
\end{equation*}
$$

The particle and the field are assumed to be in contact with the same thermal bath at temperature $T$, so that $\xi(t)$ is also a white Gaussian noise with zero mean and correlations as in Eq. (1.2).

The Langevin equation for the field in Fourier space reads

$$
\begin{equation*}
\dot{\phi}_{\mathbf{q}}=-\alpha_{q} \phi_{\mathbf{q}}+D \lambda q^{\alpha} V_{q} e^{-i \mathbf{q} \cdot \mathbf{x}}+\eta_{\mathbf{q}}, \tag{2.8}
\end{equation*}
$$

with $\alpha_{q} \equiv D q^{\alpha}\left(q^{2}+r\right)$ as in Eq. (1.25), and noise correlations as in Eq. (1.24). It must be noted that an unbounded growth of the zero mode $\phi_{\mathbf{q}=0}$ is implied by Eq. (2.8) for model A dynamics when $r=0$. While this has no consequence on the particle dynamics (see Eq. (2.7)), in a more realistic system one would need to counteract this growth by adding a suitable chemical potential - e.g., $\mathcal{H}_{\phi} \mapsto \mathcal{H}_{\phi}+\lambda \int \mathrm{d} \mathbf{x} \phi(\mathbf{x})$.

Upon switching off the coupling between the particle and the field, i.e., by setting $\lambda=0$, the two stochastic processes $\mathbf{X}(t)$ and $\phi(\mathbf{x}, t)$ are non-interacting, and their solution is the one summarized in Sections 1.2 and 1.3. They are characterized by the (inverse) relaxation timescales $\tau_{\kappa}$ and $\tau_{\phi}(q)$ given in Eqs. (1.12) and (1.25), respectively; in particular, the relaxation time $\tau_{\phi}(q \sim$ 0 ) for the long-wavelength modes of the field may become arbitrarily large for model A dynamics at $r=0$, and for model B dynamics for generic values of $r$, i.e., also off-criticality.

Since the dynamics in Eqs. (2.5) and (2.6) satisfies detailed balance, the joint equilibrium distribution of the field and the particle is the canonical one, $P_{\text {eq }}[\phi, \mathbf{X}] \propto \exp (-\beta \mathcal{H}[\phi, \mathbf{X}])$, where $\beta=1 / T$. Accordingly, the equilibrium distribution $P_{\mathrm{eq}}(\boldsymbol{X})$ of the particle is found by marginaliz$\operatorname{ing} P_{\text {eq }}[\phi, \mathbf{X}]$ as

$$
\begin{equation*}
P_{\mathrm{eq}}(\mathbf{X}) \propto \int \mathcal{D} \phi e^{-\beta \mathcal{H}[\phi, \mathbf{X}]} . \tag{2.9}
\end{equation*}
$$

A first somewhat unexpected result, which we prove in Appendix B.2, is that $P_{\mathrm{eq}}(\mathbf{X})$ is actually not affected by the presence of the field, and one still finds $P_{\text {eq }}(\mathbf{X}) \propto \exp (-\beta \mathcal{U}(\mathbf{X}))$ - i.e., the stationary statistics of the particle is solely and entirely determined by the trapping potential. The argument we invoke is completely general: it relies neither on the linearity of the coupling nor on the choice of a free field theory, and not even on the use of a quadratic particle potential. The only requirement is that the dynamics occurs in the bulk (i.e., there must be no boundaries), and that the coupling between the field and the particle is translationally invariant. We emphasize that the equilibrium distribution of the particle would indeed depend on the kind of coupling and boundary conditions if we had considered a system in a confined geometry, thus breaking translational invariance - see Refs. [64, 65] and, c.f., Chapter 5. Moreover, even in the bulk considered here, the marginal equilibrium distribution $P_{\text {eq }}[\phi]$ of the field alone does indeed get modified by the presence of $\mathbf{X}$.

Interesting aspects of the field-particle interaction can instead be deduced by investigating the dynamical properties of the probe. In this Chapter we thus set out to predict the dynamics of the average particle position as it relaxes towards the center of the harmonic trap, being initially displaced from the position of mechanical equilibrium corresponding to $\mathbf{X}=0$.

### 2.2 Weak-coupling approximation

The coupled nonlinear equations (2.5) and (2.6) for the dynamics of the particle and the field are not exactly solvable, and thus we resort to a perturbative expansion in the coupling strength $\lambda$, computing the relevant observables at the lowest nontrivial order in this parameter [80]. It must be noted that $\lambda$ is not dimensionless: dimensional analysis of the Hamiltonian in Eq. (2.1) gives

$$
\begin{equation*}
[\phi]=\mathcal{E}^{1 / 2} \mathcal{L}^{1-d / 2}, \quad[\lambda]=\mathcal{E}^{1 / 2} \mathcal{L}^{d / 2-1} \tag{2.10}
\end{equation*}
$$

for the dimensions $[\phi]$ and $[\lambda]$ of the field and the coupling, in units of energy $\mathcal{E}$ and length $\mathcal{L}$. We consider the following formal expansions of the field and of the coordinates of the particle:

$$
\begin{equation*}
\phi(\mathbf{x}, t)=\sum_{n=0}^{\infty} \lambda^{n} \phi^{(n)}(\mathbf{x}, t), \quad \mathbf{X}(t)=\sum_{n=0}^{\infty} \lambda^{n} \mathbf{X}^{(n)}(t), \tag{2.11}
\end{equation*}
$$

and use them to compute the lowest order correction to the average particle position

$$
\begin{equation*}
\langle\mathbf{X}(t)\rangle=\left\langle\mathbf{X}^{(0)}(t)\right\rangle+\lambda^{2}\left\langle\mathbf{X}^{(2)}(t)\right\rangle+O\left(\lambda^{4}\right) \tag{2.12}
\end{equation*}
$$

Indeed, one can argue - on the basis of the invariance of the equations of motion under $\{\lambda \leftrightarrow$ $-\lambda, \phi \leftrightarrow-\phi\}$ - that $\left\langle\mathbf{X}^{(1)}(t)\right\rangle=0$, hence the first nontrivial term is of $O\left(\lambda^{2}\right)$. One can then insert the expansion in Eq. (2.11) into the equations of motion (2.5) and (2.6), and require that they are satisfied order by order in $\lambda$. This is done in Appendix B.3, where we derive

$$
\begin{align*}
\left\langle X_{j}^{(2)}(t)\right\rangle= & v \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} i q_{j}\left|V_{q}\right|^{2} \int_{t_{0}}^{t} \mathrm{~d} s_{2} e^{-\gamma\left(t-s_{2}\right)} \\
& \times \int_{t_{0}}^{s_{2}} \mathrm{~d} s_{1}\left[\chi_{q}\left(s_{1}, s_{2}\right)+v q^{2} e^{-\gamma\left(s_{2}-s_{1}\right)} C_{q}\left(s_{1}, s_{2}\right)\right] Q_{\mathbf{q}}\left(s_{1}, s_{2}\right) \tag{2.13}
\end{align*}
$$

The functions $C_{q}$ and $\chi_{q}$ are the stationary correlator and susceptibility of the Gaussian field in the absence of the particle discussed in Section 1.3, see Eqs. (1.30) and (1.31). We also introduced

$$
\begin{equation*}
Q_{\mathbf{q}}\left(s_{1}, s_{2}\right) \equiv\left\langle e^{i \mathbf{q} \cdot\left[\mathbf{X}^{(0)}\left(s_{2}\right)-\mathbf{x}^{(0)}\left(s_{1}\right)\right]}\right\rangle, \tag{2.14}
\end{equation*}
$$

where the averages are taken over the non-interacting processes with $\lambda=0$; they are computed by standard methods in Appendix B.1. To derive Eq. (2.13) we assumed for simplicity that the initial condition of the field $\phi_{\mathbf{q}}\left(t_{0}\right)$ is extracted from its stationary distribution reached before the particle is put in contact with the field - this does not affect the long-time properties of the particle which we focus on in this Chapter (see Appendix B.3).

We first specialize Eq. (2.13) to the case of a particle that is released, at time $t=t_{0}$, from the initial position $\mathbf{X}\left(t_{0}\right)=\mathbf{X}_{0} \neq 0$ (the above expression for $\left\langle X_{j}^{(2)}(t)\right\rangle$ would remain valid if the initial condition $\mathbf{X}^{(0)}\left(t_{0}\right)$ were drawn instead from a random distribution). The asymptotic behavior of the resulting $\mathbf{X}(t)$ at long times is then examined in Appendix B.4, where we consider the general case in which $V_{q} \sim q^{n}$. Although we have assumed $V(\mathbf{x})$ to be normalized to unity in


Figure 2.2: Evolution of the average position $\langle X(t)\rangle$ of a harmonically trapped particle initially released out of equilibrium and coupled to a field evolving with model A (top row) or model B (bottom row) dynamics, for various decreasing distances $r$ from the critical point. The plot points are obtained from the numerical integration of the analytical prediction up to $O\left(\lambda^{2}\right)$ given in Eq. (2.13), and they are joined by a linear interpolation to guide the eye. The exponents of the power-law decays agree with those predicted in Eqs. (2.16) and (2.17). In these plots $\lambda, T, D$ are set to unity, and the interaction potential is Gaussian with $R=1$. In the top row we set $v=10$, $k=0.1$, and $X_{0}=10$, while in the bottom row these parameters are also set to unity.
real space (hence $V_{q=0}=1$ ), this may model the case in which the particle is linearly coupled to the $n$-th (even) derivative of the field via an interaction term of the form

$$
\begin{equation*}
\mathcal{H}_{\text {int }}=-\lambda \int \mathrm{d}^{d} \mathbf{x} V(\mathbf{x}-\mathbf{X}) \nabla^{n} \phi(\mathbf{x}) \tag{2.15}
\end{equation*}
$$

in the Hamiltonian in Eq. (2.1). Below we summarize the main results of this analysis. In order to lighten the notation, we will often omit the suffix $j$ from $\left\langle X_{j}(t)\right\rangle$, since its only non-zero component is the one along the initial displacement $\mathbf{X}_{0}$.

### 2.2.1 Long-time behavior of the position

By direct inspection of Eq. (2.13) in the case of model A and B dynamics (see Appendix B.4), we find the long-time asymptotics of the mean particle position $\langle X(t)\rangle$ to be given in model A by ${ }^{1}$

$$
\langle X(t)\rangle \sim\left\{\begin{array}{lll}
t e^{-\gamma t} & \text { for } \quad r>\gamma / D  \tag{2.16}\\
t^{-(1+d / 2)} e^{-D r t} & \text { for } \quad r<\gamma / D
\end{array}\right.
$$

and in model B by

$$
\langle X(t)\rangle \sim\left\{\begin{array}{lll}
t^{-(2+d / 2)} & \text { for } & r>0  \tag{2.17}\\
t^{-(1+d / 4)} & \text { for } & r=0
\end{array}\right.
$$

These results have a clear physical interpretation: the long-time dynamics of the particle is practically determined by the slowest timescale characterizing the system. The two competing timescales are given by $\tau_{\kappa}=\gamma^{-1}$ and $\tau_{\phi}(q)$ in Eqs. (1.12) and (1.25), where we set $q=0$ in the latter in order to account for the longest wavelength mode, which is infinite in the bulk. Consider first the case of model A dynamics, for which $\tau_{\phi}^{-1}(q=0)=D r$. Sufficiently away from the critical point - i.e., for large $r$, where the field evolves more rapidly than the particle - the motion of the latter is essentially unaffected. Upon approaching criticality - i.e., by reducing the value of $r$ towards 0 - the dynamics of the field becomes instead increasingly slower and eventually it represents the longest timescale: this determines the change in the rate of exponential decay observed in Eq. (2.16). Finally, at criticality $(r=0)$ the divergence of the timescale characterizing the field dynamics induces correspondingly a scale-free behavior of the tracer particle. In model B, on the other hand, $\tau_{\phi}(q \rightarrow 0)$ is infinite even away from criticality, due to the presence of a conservation law: as a result, the dynamics of the tracer particle is always controlled by the field for any value of the parameter $r$.

The prediction in Eq. (2.13) is plotted in Fig. 2.2, which show an initial exponential decay followed by a crossover towards the algebraic behavior, once the leading order contribution $\left\langle X^{(0)}(t)\right\rangle=X_{0} \exp (-\gamma t)$ has faded out. In Appendix B. 5 we link the decay exponents for $r=0$ with the dynamical critical exponent $z=2+\alpha$ of the underlying Gaussian model; there we also derive the asymptotics of the average position at long times

$$
\begin{equation*}
\left\langle X_{j}(t)\right\rangle \simeq \frac{\sqrt{2 \pi} \lambda^{2}}{e v k^{2}} t^{-(d+2) / z} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} p_{j}\left|V_{p t^{-1 / z}}\right|^{2}\left(\mathbf{p} \cdot \mathbf{X}_{0}\right) \chi_{p t^{-1 / z}}(t-1 / \gamma) . \tag{2.18}
\end{equation*}
$$

At criticality, $r=0$, this gives generically

$$
\begin{equation*}
\langle X(t)\rangle \simeq \frac{\lambda^{2} c_{1} X_{0}}{k}(\gamma t)^{-1}(D t)^{-(d+2 n) / z} \sim t^{-1-(d+2 n) / z}, \tag{2.19}
\end{equation*}
$$

where $c_{1}$ is a numerical constant (see Eq. (B.59) in Appendix B.5), and the even integer $n$ indicates a coupling to the $n$-th derivative of the field, as in Eq. (2.15). For $n=0$, we recover from Eq. (2.19)
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Figure 2.3: (a) Average particle position $\langle X(t)\rangle$ in the presence of a coupling to the $n$-th derivative of the field, as in Eq. (2.15). The plot shows the case of critical model A in $d=1$, and the observed decay exponents agree with those predicted in Eq. (2.19) for $z=2$. In this plot the interaction potential is Gaussian with $R=1$. (b) Independence of the long-time behaviour of the average position of the particle from the particular choice of the interaction potential $V(\mathbf{x})$. The plot shows the correction $\left\langle X^{(2)}(t)\right\rangle$ for model A in $d=1$ (the leading order exponential term is irrelevant at long times). The exponent of the algebraic decay is not affected by the specific form of $V(\mathbf{x})$, but only by the behavior of its Fourier transform $V_{q}$ for $q \rightarrow 0$, in agreement with the asymptotic expression in Eq. (2.18). On the contrary, the short-time behavior is sensitive to the particular choice of $V(\mathbf{x})$. The forms of the interaction potential reported here are Gaussian $V_{q}=\exp \left(-R^{2} q^{2} / 2\right)$, box $V_{q}=\operatorname{sinc}(R q / 2)$, cusp $V_{q}=1 /\left(1+R^{2} q^{2}\right)$, where $R$ indicates the linear size of the particle. In these plots we set $r=0$, while $\lambda, v, k, T, D$, and $X_{0}$ are set to unity.
the critical exponents in Eqs. (2.16) and (2.17) by setting $z=2$ (model A) or $z=4$ (model B), respectively. Specializing Eq. (2.18) to the non-critical case of model B renders, instead,

$$
\begin{equation*}
\langle X(t)\rangle \simeq \frac{\lambda^{2} c_{2} X_{0} D}{k \gamma}(D r)^{-(2+n+d / 2)} t^{-2-(d+n) / 2} \tag{2.20}
\end{equation*}
$$

where the numerical constant $c_{2}$ is given in Eq. (B.60). This dependence is, as expected, generically algebraic with a temporal decay that is faster than in the critical case. Figure 2.3a shows how the value of $n$ changes the decay exponent of the asymptotic behavior in agreement with Eq. (2.19). Moreover, Eq. (2.18) reveals that the details of the interaction potential $V_{q}$ do not affect the large$t$ behavior of the particle: indeed, the interaction potential only enters Eq. (2.18) via $V_{p t^{-1 / z}} \simeq$ $V_{p \simeq 0}$, meaning that two distinct potentials with the same behavior for $p \simeq 0$ yield exactly the same asymptotic expression for the average position. This is verified in Fig. 2.3b, where the average position is plotted for various choices of $V(\mathbf{x})$ and the corresponding curves become indistinguishable at long times.

In Section 2.4.2 we will comment on how to amplify the long-time algebraic decay (which is most relevant at $r=0$ ) in possible experimental realizations of the system.

One may ask the extent to which the results we obtained via a weak-coupling expansion could be retrieved by using a simpler linear response analysis. The linear response (LR) is formally


Figure 2.4: Relaxation of the average position $\langle X(t)\rangle$ towards equilibrium in $d=1$ critical model A when the initial position $X_{0}$ is chosen sufficiently large so as to emphasize the nonlinear response. Open blue circles represent the theoretical prediction in Eq. (2.13), while red filled circles are the results of numerical simulations performed at $T=0$ (we justify this choice and describe the simulation method in Section 2.4 and Appendix B.8). Straight lines indicate the intermediate and asymptotic power-law decays (see text). The parameters used in the simulation are $v=1, k=0.1, X_{0}=150, D=1, R=1, \lambda=0.25$, integration timestep $\Delta t=0.01$, and lattice size $L=2048$.
recovered from Eq. (2.13) as

$$
\begin{equation*}
\left.\left\langle X_{j}(t)\right\rangle_{\mathrm{LR}} \equiv X_{0} \frac{\mathrm{~d}}{\mathrm{~d} X_{0}}\left\langle X_{j}^{(2)}(t)\right\rangle\right|_{\mathrm{X}_{0}=0} \tag{2.21}
\end{equation*}
$$

(the zeroth-order term trivially vanishes) and it turns out, with hindsight, that the long-time asymptotic expression in Eq. (2.18) for the average position is indeed linear in $\mathbf{X}_{0}$. At short and intermediate times, however, nonlinear contributions arise which are encoded in the full response in Eq. (2.13), but they would be missed if we truncate it to the linear order. A simple way to highlight them is to choose $\boldsymbol{X}_{0}$ large enough so as to leave the linear response regime: Fig. 2.4 shows the emergence of an intermediate algebraic behavior with different decay exponents, which is correctly described by Eq. (2.13) and is actually observed in numerical simulations presented further below in Section 2.4. We give a semi-phenomenological description of this transient behavior in Section 2.4 .1 and in Appendix B.6; our analysis allows us to predict the amplitude and the slope of the average position in this regime, as well as an estimate of the crossover time $t_{c}$ at which the decay exponents in Eqs. (2.16) and (2.17) are recovered.

### 2.2.2 Comparison with the auto-correlation function

The predictions presented above are to be compared with the long-time behavior of the autocorrelation function $C(t) \equiv\langle\mathbf{X}(t) \cdot \mathbf{X}(0)\rangle$. The case of model B dynamics is discussed in Ref. [80], where it was shown that

$$
\langle X(t) \cdot X(0)\rangle \sim\left\{\begin{array}{lll}
t^{-d / 4} & \text { for } & r=0,  \tag{2.22}\\
t^{-(1+d / 2)} & \text { for } & r>0 .
\end{array}\right.
$$

This result can be re-derived within the same perturbative framework as we did for the average position, as discussed in Appendix F of Ref. [81]. The calculation can then be extended to model A, for which we find [81]

$$
\langle X(t) \cdot X(0)\rangle \sim \begin{cases}t^{2} e^{-\gamma t} & \text { for } \quad r>\gamma / D  \tag{2.23}\\ t^{-d / 2} e^{-D r t} & \text { for } \quad r<\gamma / D\end{cases}
$$

The similarities between the two sets of exponents (see Eqs. (2.16) and (2.17)) appear to be a manifestation of the fluctuation-dissipation theorem at long times. Indeed, one could write for the particle a linearized effective equation [80] in the form

$$
\begin{equation*}
\dot{X}(t)=F[X]+h(t)+\xi(t) \tag{2.24}
\end{equation*}
$$

where $\xi(t)$ is white Gaussian noise, $h(t)$ is an external forcing term, and $F[X]$, possibly nonlocal in time, contains the effects of the interaction with the field. The knowledge of the response function $R(\tau)$ would allow one to express, within the linear response regime,

$$
\begin{equation*}
\langle X(t)\rangle=\int_{t_{0}}^{t} \mathrm{~d} t^{\prime} R\left(t-t^{\prime}\right) h\left(t^{\prime}\right) \tag{2.25}
\end{equation*}
$$

Now, studying the relaxation of $X(t)$ starting from an initial condition $X_{0} \neq 0$ is tantamount to setting $h(t)=X_{0} \delta\left(t-t_{0}\right)$ into the effective equation (2.24), thus one concludes that $\langle X(t)\rangle=X_{0} R(t)$. Then it is clear that at long times, i.e., sufficiently close to equilibrium, the fluctuation-dissipation theorem holds, relating the linear response in Eqs. (2.16) and (2.17) with the correlation function $C(t)$ in Eqs. (2.23) and (2.22) according to

$$
\begin{equation*}
R(t>0)=-\frac{1}{k_{B} T} \frac{\mathrm{~d} C(t)}{\mathrm{d} t} \tag{2.26}
\end{equation*}
$$

### 2.3 Adiabatic approximation

In this Section we carry out a first-order adiabatic elimination of the field degrees of freedom that are assumed to be fast compared to the motion of the particle: this way we obtain an effective equation for the dynamics of the particle alone. Note that projecting the fast degrees of freedom over the dynamics of the tracer particle adopting the Mori-Zwanzig scheme [7, 8], which renders a linear equation, may lead to uncontrolled results in the present case, because the effective particle dynamics is actually nonlinear [82, 83]. We follow instead Ref. [9] and we integrate out the field degrees of freedom using a transparent and physically intuitive procedure. In the process, we generalize the approach of Refs. $[9,84,85]$ to the case in which a continuum of fast variables are coupled to a single slow variable (see Appendix B. 7 for further details).

As it is customary in this context [9], we will initially choose as a small parameter for the adiabatic expansion the ratio $v / D$ of the mobility of the particle to that of the field. However, it is clear from the discussion in Section 2.1 that the true time scale for the relaxation of the field variables is expressed by Eq. (1.25), so that the long-wavelength Fourier modes exhibit slow
relaxation close to criticality (or even far from criticality for a conserved dynamics, i.e., model B). We thus expect the adiabatic approximation to eventually break down; in the following, we will be interested in locating when this breakdown occurs and possibly matching the adiabatic approximation with the weak-coupling solution in Eq. (2.13).

### 2.3.1 Effective Fokker-Planck equation

Let us go back to the coupled equations of motion (2.6) and (2.8) for the particle and the field, respectively. We observe that the equations for the Fourier components $\phi_{\mathbf{q}}(t)$ decouple over the modes $\mathbf{q}$ : this holds true because we are considering the Gaussian model, which renders linear equations of motion. One should however bear in mind that the field $\phi(\mathbf{x}, t)$ is real, which implies $\phi_{\mathbf{q}}^{*}=\phi_{-\mathbf{q}}$; this suggests to separate its real and imaginary parts $\phi_{\mathbf{q}}^{R} \equiv \operatorname{Re}\left\{\phi_{\mathbf{q}}\right\}$ and $\phi_{\mathbf{q}}^{I} \equiv \operatorname{Im}\left\{\phi_{\mathbf{q}}\right\}$ [61]. We then rewrite Eqs. (2.6) and (2.8) as

$$
\begin{align*}
& \dot{\mathbf{X}}=-\gamma \mathbf{X}+v \lambda \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \mathbf{q}\left(\phi_{\mathbf{q}}^{R} g_{\mathbf{q}}^{I}-\phi_{\mathbf{q}}^{I} g_{\mathbf{q}}^{R}\right)+\xi(t),  \tag{2.27}\\
& \dot{\phi}_{\mathbf{q}}^{R, I}=-\alpha_{q} \phi_{\mathbf{q}}^{R, I}+D \lambda q^{\alpha} g_{\mathbf{q}}^{R, I}+\eta_{\mathbf{q}}^{R, I} \tag{2.28}
\end{align*}
$$

where we defined $g_{\mathbf{q}}(\mathbf{X}) \equiv V_{q} \exp (-i \mathbf{q} \cdot \mathbf{X})$, and the noise correlations read

$$
\begin{equation*}
\left\langle\eta_{\mathbf{q}}^{R, I}(t) \eta_{\mathbf{q}^{\prime}}^{R, I}\left(t^{\prime}\right)\right\rangle=\frac{\Gamma_{\phi}}{2}\left[\delta^{d}\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \pm \delta^{d}\left(\mathbf{q}+\mathbf{q}^{\prime}\right)\right] \delta\left(t-t^{\prime}\right), \quad\left\langle\eta_{\mathbf{q}}^{R}(t) \eta_{\mathbf{q}^{\prime}}^{I}\left(t^{\prime}\right)\right\rangle=0 \tag{2.29}
\end{equation*}
$$

with $\Gamma_{\phi} \equiv 2 D T q^{\alpha}$. The equations of motion for $\phi_{\mathbf{q}}^{R, I}$ are now completely decoupled, and thus their time-dependent probability distribution factorizes into

$$
\begin{equation*}
\mathcal{P}[\phi, \mathbf{X}, t]=\prod_{\mathbf{q} \in \mathbb{R}^{d}} P\left(\phi_{\mathbf{q}}^{R} ; \mathbf{X}, t\right) P\left(\phi_{\mathbf{q}^{\prime}}^{I} ; \mathbf{X}, t\right) \tag{2.30}
\end{equation*}
$$

Clearly, this $\mathcal{P}$ does not factorize into an $\mathbf{X}$-dependent and a $\phi$-dependent part, if not possibly at the initial time $t_{0}$. Note that the noise term in Eq. (2.29) still correlates $\phi_{\mathbf{q}}^{\sigma}$ with $\phi_{-\mathbf{q}}^{\sigma}$, for $\sigma=R, I$. When we write the Fokker-Planck equation corresponding to the set of Langevin equations (2.27) and (2.28), this produces mixed derivatives in the form $\delta^{2} /\left(\delta \phi_{\mathbf{q}}^{\sigma} \delta \phi_{-\mathbf{q}}^{\sigma}\right)$, which can nonetheless be dealt with by noting that $\phi_{-\mathbf{q}}^{R}=\phi_{\mathbf{q}}^{R}$ and $\phi_{-\mathbf{q}}^{I}=-\phi_{\mathbf{q}}^{I}$. We thus obtain

$$
\begin{equation*}
\partial_{t} \mathcal{P}=\left[\mathcal{L}_{X}+\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}}\left(\mathcal{L}_{\mathbf{q}}^{R}+\mathcal{L}_{\mathbf{q}}^{I}\right)\right] \mathcal{P} \tag{2.31}
\end{equation*}
$$

where, calling $\nabla \equiv \nabla_{X}$ and $\Gamma_{x} \equiv 2 v T$, we introduced the operators

$$
\begin{equation*}
\mathcal{L}_{X}=\boldsymbol{\nabla} \cdot\left[\gamma \mathbf{X}-v \lambda \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \mathbf{q}\left(\phi_{\mathbf{q}}^{R} g_{\mathbf{q}}^{I}-\phi_{\mathbf{q}}^{I} g_{\mathbf{q}}^{R}\right)\right]+\frac{\Gamma_{x}}{2} \nabla^{2} \tag{2.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{\mathbf{q}}^{\sigma}=\frac{\delta}{\delta \phi_{\mathbf{q}}^{\sigma}}\left[\alpha_{q} \phi_{\mathbf{q}}^{\sigma}-D \lambda q^{\alpha} g_{\mathbf{q}}^{\sigma}(\mathbf{X})\right]+\frac{\Gamma_{\phi}}{2} \frac{\delta^{2}}{\delta\left(\phi_{\mathbf{q}}^{\sigma}\right)^{2}} \tag{2.33}
\end{equation*}
$$

The second consideration is that the coupling with the field in the equation of motion for $\mathbf{X}$ is linear. The problem of the adiabatic elimination of a fast variable from a system of two stochastic differential equations was addressed, e.g., in Ref. [9] and generalized in Refs. [84, 85] to the case of a multi-dimensional Fokker-Planck equation linear in the fast variables. We sketch in Appendix B. 7 how the same method can be naturally extended to Eq. (2.31), which contains a continuum of fast variables. The resulting Fokker-Planck equation for the slow variable $\mathbf{X}(t)$ turns out to be

$$
\begin{equation*}
\partial_{t} P(\mathbf{X}, t)=\mathcal{L}_{X}^{\mathrm{eff}} P(\mathbf{X}, t), \tag{2.34}
\end{equation*}
$$

where, in the case of an isotropic interaction potential,

$$
\begin{equation*}
\mathcal{L}_{X}^{\mathrm{eff}}=\nabla \cdot(\chi \gamma \mathbf{X})+\chi v T \nabla^{2}+O\left(\left(\frac{v}{D}\right)^{2}\right), \tag{2.35}
\end{equation*}
$$

with $\chi \equiv 1-\lambda^{2} \mu$ and

$$
\begin{equation*}
\mu \equiv \frac{v}{D d} \int_{\mathbb{R}} \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{q^{2-\alpha}}{\left(q^{2}+r\right)^{2}}\left|V_{q}\right|^{2} . \tag{2.36}
\end{equation*}
$$

This integral converges, at finite values of $r$, provided that the interaction potential $V_{q}$ decays sufficiently fast for large $q$, thus providing some form of ultra-violet cutoff. We may identify, a posteriori, the coefficient $\lambda^{2} \mu$ as the actual dimensionless small parameter in the adiabatic expansion which emerges naturally from the calculation.

Equation (2.34) is markedly Markovian; non-Markovian effects would appear at the next perturbative order, here neglected [9]. It shows that, up to the second order in the adiabatic approximation, the only effect of the interaction with the field is to renormalize the drift and diffusion coefficients by the same amount in the equation of motion for an otherwise diffusing particle in a potential: this, in turn, is equivalent to rescaling time according to $t \rightarrow \chi t$. This is expected in order for Eq. (2.34) to render the correct steady state distribution $\mathcal{P}_{\mathrm{eq}}(\mathbf{X}) \propto \exp \left(-\beta k X^{2} / 2\right)$ of the particle, which does not depend on $\lambda$ (Appendix B.2). Such a dependence emerges instead during relaxation: in fact, Eq. (2.34) implies straightforwardly that a particle initially displaced from its equilibrium position at time $t_{0}=0$ will relax back as

$$
\begin{equation*}
\left\langle X_{\mathrm{ad}}(t)\right\rangle=X_{0} e^{-\chi \gamma t} . \tag{2.37}
\end{equation*}
$$

### 2.3.2 Comparison with the perturbative solution

It is natural at this point to investigate if and when the perturbative solution in Eq. (2.13) matches the adiabatic approximation in Eq. (2.37). To address this issue, we consider their ratio

$$
\begin{equation*}
\eta \equiv \frac{\left\langle X_{\mathrm{ad}}(t)\right\rangle}{\langle X(t)\rangle}-1=\lambda^{2}\left[\mu \gamma t-\frac{\left\langle X^{(2)}(t)\right\rangle}{X_{0}} e^{\gamma t}\right]+O\left(\lambda^{4}\right), \tag{2.38}
\end{equation*}
$$

which vanishes when the adiabatic approximation gives the same result as the weak-coupling expression at this perturbative order. Note that $\eta$ can be computed analytically by choosing, for instance, a Gaussian or $\delta$-like potential, as detailed in Appendix H of Ref. [81]. In order for $\eta$ to vanish for some time $t$, and therefore for the adiabatic approximation to be accurate, we need
$\left\langle X^{(2)}(t)\right\rangle e^{\gamma t}$ to be linear in $t$. One might expect this to be the case at long times $t$ : indeed, the particle moves faster initially, when it is released, while it slows down as it reaches the bottom of the harmonic trap, thus making heuristically the adiabatic approximation more reliable. We have already analyzed the behavior of $\left\langle X^{(2)}(t)\right\rangle$ in this regime both for model A in Eq. (2.16), and model B in Eq. (2.17), so we conclude that:
(i) The adiabatic approximation is never accurate in model B: indeed, $\left\langle X^{(2)}(t)\right\rangle$ always decays algebraically at large $t$ and there is no way that it can counterbalance the term $e^{\gamma t}$, thus causing $|\eta|$ to grow without bounds. This is not surprising, because in the whole adiabatic elimination procedure we have used the ratio of the two mobilities $v / D$ as a small adiabaticity parameter; however, the actual timescale $\tau_{\phi}$ for the relaxation of the field is given in Eq. (1.25), which shows that, for any choice of $D$ and $r$, there are always long-wavelength Fourier modes in model B that relax slower than the particle.
(ii) By the same token, the timescale for relaxation in model A is given by Eq. (1.25) with $\alpha=0$, so that the slowest mode is characterized by $\tau_{\phi}^{-1}(q=0)=D r$. We are led to the conclusion that $\left\langle X^{(2)}(t)\right\rangle e^{\gamma t}$ can only possibly behave linearly in $t$ when $D r>\gamma$, as it is clear by looking at Eq. (2.16). Being $\tau_{\kappa}^{-1}=\gamma$ the timescale of relaxation of the particle in the trap, this implies that even the slowest field mode must relax faster than the particle.

In Appendix H of Ref. [81] we determine, for the case of model A, the linear growth coefficient $a$ defined as $\left\langle X^{(2)}(t)\right\rangle e^{\gamma t} \simeq a t$, for $t \gg \tau_{\kappa}$, which enters the definition of $\eta$ in Eq. (2.38); we then compare it to the values of $\mu$ in Eq. (2.36) computed with the same interaction potential (which is chosen to be Gaussian for definiteness). This way we prove that the balancing in Eq. (2.38) does occur, thus making $\eta=0$ at long times: this provides a matching between the perturbative and the adiabatic solutions for $\tau_{\phi} \ll \tau_{\kappa}$.

### 2.4 Numerical simulation

In order to verify the validity of our analytical predictions beyond the various approximations considered, we numerically simulate the system by direct integration of the coupled Langevin equations of motion for the field and the particle, Eqs. (2.5) and (2.6), respectively. To this end, we discretize the field over a lattice of size $L$ and we adopt periodic boundary conditions, as described in Appendix B.8. A great simplification arises by noticing that the long-time asymptotic expression we found in Eq. (2.18) for the average position of the particle does not depend on the temperature $T$ (which affects instead the dynamics at intermediate times and the amplitude of the thermal fluctuations). At long times and close to the equilibrium position $\mathbf{X}=0$, noise fluctuations make it challenging to observe clearly the algebraic decay predicted in Eqs. (2.16) and (2.17). In addition, it is well known that very large systems are needed in order to sample the vicinity of a bulk critical point without incurring in finite-size effects. Accordingly, we first simulate the noiseless equations of motion, corresponding to setting $T=0$, in large systems in $d=1$ and $d=2$, finding excellent agreement with the analytical prediction in Eq. (2.13) and its


Figure 2.5: Average position $\langle X(t)\rangle$ of the particle in numerical simulations of the noiseless equations of motion, corresponding to $T=0$, in $d=1$ (left) and $d=2$ (right). All the simulations are in excellent agreement with the long-time behavior predicted in Eqs. (2.16) and (2.17) (corresponding to the slopes indicated by the solid straight lines). We do not show here the full prediction in Eq. (2.13) for graphical clarity, as it is almost indistinguishable from the simulation points (but we do present such a comparison in Figs. 2.4 and 2.6a). The parameters used in the simulation are $v=1, k=0.1, X_{0}=2, D=1, R=0.5, \lambda=0.25$, and $\Delta t=0.01$. The system size is chosen to be $L=2048$ in the $d=1$ case, and $L=512$ in the $d=2$ case.
long-time algebraic behavior. This is presented in Fig. 2.5, which shows the average position in simulations performed at small values of the coupling $\lambda$ (solid lines represent the slope of the long-time algebraic behavior predicted by Eqs. (2.16) and (2.17)). We then focus on one of these curves and we re-introduce the noise by considering $T \neq 0$, showing that in fact the effect of thermal fluctuations on the average particle displacement is negligible provided that one averages over a sufficiently large number $N$ of realizations. Indeed, we show in Fig. 2.6a that even the noisy curve agrees with the prediction in Eq. (2.13), with scarce dependence on the specific choice of the interaction potential $V_{q}$, provided that its characterizing length scale $R$ is of the same order as the one used in the simulation (which is performed by adopting a Gaussian interaction potential, see Appendix B.8).

### 2.4.1 Analysis of the transient behavior for large $X_{0}$

As anticipated in Section 2.2.1, by choosing a sufficiently large value of the initial displacement $X_{0}$ one observes an intermediate, algebraic behavior in the average particle position, highlighted in Fig. 2.4. This would not be captured by a linear response analysis of the system, but it is correctly described by the perturbative prediction in Eq. (2.13). In this Section we use such analytical prediction together with numerical simulations of the system in order to provide a phenomenological description of this transient behavior within the small- $\lambda$ regime, where Eq. (2.13) agrees well with numerical data. By inspecting several relaxation curves corresponding to different values of the initial displacement $X_{0}$, one can observe the following:
(i) For short times $t \ll \tau_{\kappa}=\gamma^{-1}$, the dynamics is dominated by the initial exponential decay determined by the force exerted by the harmonic trap. If one insists on isolating the $O\left(\lambda^{2}\right)$


Figure 2.6: (a) Average particle position $\langle X(t)\rangle$ during the relaxation to equilibrium in $d=1$ critical model B, in the presence of noise. Simulation results are plotted as a solid red line, while the blue dots represent the theoretical prediction in Eq. (2.13); they are shown to be in complete agreement. The parameters used in the simulation are $r=0, X_{0}=2, \Delta t=0.01, T=0.1, L=128$, and $N=7.7 \times 10^{8}$ realizations. (b) Average particle position $\langle X(t)\rangle$ during its relaxation towards equilibrium in $d=1$ critical model A , when the initial position $X_{0}$ is chosen sufficiently large so as to emphasize the nonlinear response. In the main plot, the various curves correspond to increasing values of $X_{0}$, and the associated crossover time $t_{c}$ is seen to shift towards larger times. In the inset, the same curves are collapsed according to the scaling form in Eq. (2.39) (see the main text). In the simulation we used $T=0, \Delta t=0.01$, and $L=8192$. In both (a) and (b) we set $\lambda=0.25$, and $k=0.1$, while the parameters $R, v$, and $D$ were set to unity.
correction to the average position by subtracting the leading order exponential decay, they would observe an initial growth (qualitatively analogous to Fig. 2.7a) whose precise form is influenced by all the microscopic details of the confining potential and of the interaction potential, such as $\gamma, R$ and the functional form of $V(\mathbf{x})$ (see, e.g., Fig. 2.3b).
(ii) For $t \gtrsim \tau_{\kappa}$ and up to a crossover time which we denote by $t_{c}$, the average displacement of the particle decays algebraically with an exponent that does not coincide with the one eventually displayed at longer times. This exponent shows some universal features, as it only depends on the spatial dimensionality of the system and on the critical properties of the field (i.e., on its dynamical critical exponent $z$ ). Moreover, quite surprisingly, the amplitude of $\langle X(t)\rangle$ in this regime turns out to be independent of the value of $X_{0}$ itself, a clear example of nonlinear response.
(iii) For $t>t_{c}$, we recover the asymptotic decay exponents predicted by Eqs. (2.16) and (2.17), in agreement with linear response analysis. The crossover time $t_{c}$ becomes larger upon increasing $X_{0}$.

The problem is analyzed in full details in Appendix B.6. We start by identifying the crossover time $t_{c}$ with the relaxation timescale of the field over length scales comparable with $X_{0}$ : this timescale can be read in Eq. (1.25) by setting $q \sim 1 / X_{0}$, which yields in the critical case $t_{c} \sim X_{0}^{z} / D$. The physical motivation is the following. At time $t=0$ the particle is released in position $X_{0}$
and enters in contact with the field; since the latter has a nonzero relaxation time, at short times $t \lesssim \tau_{\kappa}$ we expect the particle to be dragged primarily by the restoring force of the harmonic trap, $\dot{X} \simeq-\gamma X_{0}$. On a timescale given by $\tau_{\kappa}=\gamma^{-1}$ the particle covers a distance of the order of $\Delta X \sim X_{0}$, so that it becomes relevant to consider the time $t_{c}\left(X_{0}\right)$ taken by the field in order to rearrange over such a distance. Once the field has reached a state close to its equilibrium configuration around the particle (which is by now close to the center of the harmonic trap), then the dynamics is captured by linear response and we recover the asymptotic results of Section 2.2.1. Of course the transient regime cannot be appreciated if one chooses a small value of $X_{0}$, simply because correspondingly $t_{\mathcal{C}} \ll \tau_{\kappa}$.

Motivated by the phenomenological observation stated above that the behavior of the particle is algebraic within the transient region $t \lesssim t_{c}$, while the amplitude is independent of $X_{0}$, we propose for times $t \gg \tau_{\kappa}$ the scaling ansatz

$$
\begin{equation*}
\langle X(t)\rangle \simeq c_{0} t^{-\alpha_{0}} f\left(t / t_{c}\right) \tag{2.39}
\end{equation*}
$$

where $f(\tau)$ is a scaling function with the property that

$$
f(\tau) \sim\left\{\begin{array}{lll}
\tau^{-\beta_{0}} & \text { for } & \tau \gg 1  \tag{2.40}\\
\text { const. } & \text { for } & \tau \lesssim 1
\end{array}\right.
$$

The intermediate exponent $\alpha_{0}$ and the coefficient $c_{0}$ (the latter up to some numerical constant) can now be determined from an asymptotic matching of Eq. (2.39) with the long-time expression $\left\langle X_{j}(t)\right\rangle \simeq c_{\infty} X_{0} t^{-\alpha_{\infty}}$, where $c_{\infty}$ and $\alpha_{\infty}$ are known from our previous asymptotic calculation, Eqs. (2.18) and (2.19). This gives at criticality

$$
\begin{equation*}
\alpha_{0}=1+\frac{d-1}{z}, \quad \text { and } \quad c_{0} \propto \frac{\lambda^{2}}{\gamma k} D^{(1-d) / z} \tag{2.41}
\end{equation*}
$$

A similar analysis can be repeated for the off-critical case in model B , yielding for $\xi \ll X_{0}$ a crossover time $t_{c} \sim X_{0}^{2} /(D r)$ with intermediate exponent and proportionality factor

$$
\begin{equation*}
\alpha_{0}=2+\frac{d-1}{2}, \quad \text { and } \quad c_{0} \propto \frac{\lambda^{2} D}{\gamma k}(D r)^{-(d+3) / 2} \tag{2.42}
\end{equation*}
$$

In Fig. 2.6b we plot the average position of the particle in the case of critical model $\mathrm{A}(d=1)$ for three values of the initial displacement $X_{0}$. In the main plot we observe that the three curves share the same amplitude within the transient region $\tau_{\kappa} \ll t \lesssim t_{c}$, with $t_{c}$ becoming larger as $X_{0}$ is increased. In the inset we exhibit the collapse of the three curves according to the scaling ansatz in Eq. (2.39), which can equivalently be written as $\left\langle X_{j}(t)\right\rangle \simeq c_{0} t_{c}^{\alpha_{0}} f_{2}(\tau)$ upon defining $\tau=t / t_{c}$ and $f_{2}(\tau) \equiv \tau^{-\alpha_{0}} f(\tau)$. Plotting $t_{c}^{-\alpha_{0}}\left\langle X_{j}(t)\right\rangle$ vs $\left(t / t_{c}\right)$ shows indeed that a single curve $f_{2}(\tau)$ well describes the dynamics for $t \gg \tau_{\kappa}$.

### 2.4.2 How to amplify the long-time algebraic decay

Here we address the question of how to control the overall amplitude of the algebraic decay predicted for the average particle position. Indeed, although our model is not meant to describe
the dynamics of an actual colloid in a fluid, it still makes sense to check whether it would be in principle possible to amplify it and make it comparable with the length scale of the colloid radius $R$. A naive look at the asymptotic expressions in Eqs. (2.19) and (2.20), which are linear in $X_{0}$, would lead to the (wrong) conclusion that the algebraic decay can be enhanced by increasing $X_{0}$. However, we have checked in Section 2.4.1 that the crossover time $t_{c}$ at which the asymptotic algebraic decay starts to be seen increases upon increasing $X_{0}$. Accordingly, one should better ask: how large is the average position at time $t_{c}$, when the decay assumes its asymptotic algebraic form? Interestingly, plugging the various estimates for $t_{c}$ given in Section 2.4.1 into Eqs. (2.19) and (2.20) leads to the same expression for the position at the crossover time, i.e.,

$$
\begin{equation*}
\left\langle X\left(t_{c}\right)\right\rangle=\frac{\lambda^{2} c D}{k \gamma} X_{0}^{1-d-z}, \tag{2.43}
\end{equation*}
$$

where the numerical constant $c$ is either $c_{1}$ or $c_{2}$ for the critical or off-critical cases, respectively. This expression tells us that the optimal value of $X_{0}$ should be chosen as small as possible in order to amplify the effect, but still sufficiently large so as to satisfy the assumption $t_{c}>\tau_{\kappa}$ introduced in Section 2.4.1.

We now recall that the coupling parameter $\lambda$ is not dimensionless (see Eq. (2.10)), so that the notion of "small $\lambda$ " we have often adopted in the previous sections has to be made more precise. To do this, we now choose to measure lengths in units of the particle radius $R$. The position at time $t_{c}$ can then be conveniently expressed as ${ }^{2}$

$$
\begin{equation*}
\left\langle X\left(t_{c}\right)\right\rangle=g^{2} R\left(X_{0} / R\right)^{1-d-z} \tag{2.44}
\end{equation*}
$$

where the dimensionless coupling $g^{2} \equiv c \lambda^{2} D /\left(k \gamma R^{d+z}\right)$ emerges naturally as the actual small parameter for our perturbative expansion in Eq. (2.11).

In Appendix B. 9 we focus on the case of the non-critical model B, which is the closest to experimental realizations among the models we considered in this Chapter. Choosing for the various parameters of the model the typical values corresponding to experiments with silica particles immersed in binary fluid mixtures [35, 43], we show that the amplitude of the effect we predicted in Eq. (2.43) is in principle well within the reach of digital video microscopy.

### 2.4.3 A hint at the large- $\lambda$ behavior

The agreement between the perturbative solution in Eq. (2.13) and the numerical simulations justifies the weak-coupling approximation we adopted throughout this Chapter, and ensures that the higher-order contributions that we have systematically neglected do not become increasingly relevant at long times, at least as long as the coupling constant $\lambda$ is small. Now we can use the numerical simulation to explore the regime in which $\lambda$ becomes larger. We will consider for definiteness the case of critical model B in $d=1$ and choose values of the coupling $\lambda \in[0.25-2.00]$. With the choice of parameters $k=0.1$ and $D, \gamma$, and $R$ set to unity, this corresponds to taking the dimensionless coupling $g$ defined in Section 2.4.2 within the range $g \in[0.55-4.42]$.
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Figure 2.7: (a) Perturbative correction to the average position $\langle X(t)\rangle$ during the relaxation to equilibrium in $d=1$ critical model B. Blue dots represent the theoretical prediction of $\left\langle X^{(2)}(t)\right\rangle$ in Eq. (2.13), while we plotted in different shades of red (and different dashing) the quantity $\left[\langle X\rangle-\left\langle X^{(0)}\right\rangle\right] / \lambda^{2}$ estimated in numerical simulations for increasing values of $\lambda \in[0.25-2.00]$, from lightest to darkest (and from shortest to longest dashing). For each curve we subtracted from the data the purely exponential decay and divided by $\lambda^{2}$. For large values of $\lambda$, one observes qualitatively the same power-law decay at long times, whose onset is nonetheless delayed as $\lambda$ increases. (b) Average particle position $\langle X(t)\rangle$ during its relaxation to equilibrium in $d=1$ critical model B. We chose a large value of the coupling constant $\lambda$, well beyond the perturbative regime where agreement is observed between simulation data and our analytical prediction. Here the theoretical prediction indeed fails to describe even the qualitative behavior of the average position at short times (see main text). In the simulation we used $\lambda=2$. In both (a) and (b) we chose $T=0, k=0.1, X_{0}=2, \Delta t=0.01$, and $L=128$, while the parameters $v, D, R$ were set to unity.

Figure 2.7a compares the prediction in Eq. (2.13) with the corresponding total correction to the average position, including higher-orders, which we can extract from the simulation data by subtracting from the measured trajectory $\langle X(t)\rangle$ the purely exponential decay $\left\langle X^{(0)}(t)\right\rangle$ predicted at $O\left(\lambda^{0}\right)$, and therefore dividing by $\lambda^{2}$. One observes that at long times the exponent of the algebraic decay does not change upon increasing $\lambda$, but the amplitude predicted by Eq. (2.18) acquires positive corrections coming from higher-order contributions. The time at which the onset of the power-law behavior occurs also shifts towards longer times as the value of $\lambda$ increases.

A common feature in all the curves shown in Fig. 2.7a is that the $O\left(\lambda^{2}\right)$ correction, which vanishes at $t=0$, grows up to a maximum value before decaying algebraically to zero. One can envision that, for large enough $\lambda$, the correction $\lambda^{2}\left\langle X^{(2)}(t)\right\rangle$ would become larger than the leading term $\left\langle X^{(0)}(t)\right\rangle$, thus affecting its monotonic behavior. Of course such a scenario is well beyond the reach of the asymptotic expansion in Eq. (2.11), and in fact it is proven wrong in the numerical simulations performed at large $\lambda$ which we report in Fig. 2.7b, where a clear departure from the weak-coupling prediction is observed even at short times.

In passing, we observe that the initial growth of the correction $\left\langle X^{(2)}(t)\right\rangle$ to the average position shown in Fig. 2.7a also presents an algebraic behavior (although, of course, the effect is masked by the leading exponential contribution in this short-time regime). However, the characterizing
exponents are found in this case to depend on the specific choice of the interaction potential $V(\mathbf{x})$, while they are in general insensitive to the value of $r$ quantifying the distance from criticality.

### 2.5 Summary of this Chapter

In this Chapter we analyzed the relaxation towards equilibrium of a particle linearly coupled to a scalar Gaussian field, both following a stochastic evolution which satisfies detailed balance. Working within a weak-coupling expansion, we have shown that, due to the coupling with the field, the average position of the particle displays an algebraic decay at long times (see Eqs. (2.16) and (2.17)) if the field is close to its bulk critical point (see Fig. 2.2), and also far from criticality for a conserved field dynamics (model B). At criticality, we related these decay exponents with the dynamical critical exponent $z$ of the underlying Gaussian dynamical field theory, see Eq. (2.19). These exponents exhibit a certain degree of universality, in the sense that they depend only on the spatial dimensionality of the system but not on the specific form of the coupling potential between the field and the particle, provided that it is linear and translationally invariant. We supported these predictions beyond the perturbative approximation through numerical integration of the Langevin equations of motion, as shown in Figs. 2.5 and 2.6.

In the adiabatic limit, we derived an effective Fokker-Planck equation for the particle by integrating out the field degrees of freedom from the coupled equations of motion; then we used it in order to obtain an adiabatic approximation of its relaxation towards equilibrium. The matching of the adiabatic solution with that obtained via weak-coupling approximation is only possible for a dissipative field dynamics (model A), and sufficiently far from criticality so that $\tau_{\phi} \ll \tau_{\kappa}$-being $\tau_{\phi}$ and $\tau_{\kappa}$ the relaxation timescales of the noninteracting field and of the particle, respectively (see Eqs. (1.25) and (1.12)). In particular, since $\tau_{\phi}$ can become arbitrarily large at the critical point due to the presence of long-wavelength modes, the adiabatic approximation can never be applied for a critical field in the bulk, as it was heuristically expected. Moreover, in the case of a conserved field dynamics (model B) the adiabatic approximation fails also away from criticality, because of the presence of such slow modes for any value of the parameter $r$.

Finally we showed that, by choosing a sufficiently large value of the initial displacement $X_{0}$, a transient algebraic regime is observed in the average position of the particle. This would be entirely missed if one had adopted a linear response analysis, while it is correctly described by our perturbative prediction in Eq. (2.13). The main features of this intermediate regime are encoded in the scaling form we proposed in Eq. (2.39).

We emphasize that the conclusions we reached in this Chapter are in principle qualitatively testable with currently available experimental setups, for instance by microscopic observation of silica particles trapped by optical tweezers and immersed in a binary liquid mixture close to the critical point of its demixing transition [35, 36].

A question we left open in this Chapter is whether the inclusion in the Hamiltonian of additional terms which are nonlinear in the field $\phi$ may have an effect on the decay exponents of the average particle position. We expect the latter to depend in general on the static and dynamic universality classes of the bulk field Hamiltonian, so that additional terms involving
$\phi$ (but not $\mathbf{X}$ ) should play a role whenever they are relevant in the renormalization group sense. On the other hand, nonlinear couplings such as $\sim \phi^{3}(\mathbf{x}) V(\mathbf{x}-\mathbf{X})$ (which have the same symmetry as those considered in this Chapter) may turn out to provide subleading contributions at long times. Various related problems can be addressed within this model, and some of them will be explored in the following Chapters. Some future perspectives will instead be illustrated in the Conclusions.

# Nonequilibrium field-mediated 

## INTERACTIONS

Objects immersed in a fluctuating medium experience induced interactions due to the constraints they impose on its fluctuating modes. Among these interactions [39, 41, 86-90] are the critical Casimir forces [40, 42-44, 91] observed in classical systems close to the critical point of a secondorder phase transition: they are the thermal and classical counterpart of the well-known Casimir effect in quantum electrodynamics [39]. Compared to other effective forces acting, e.g., in soft matter and colloidal dispersions, critical Casimir forces are characterized by a range which can be conveniently controlled by acting on the thermodynamic distance from the critical point [43]. Even when fluctuations are negligible, particles deforming a correlated elastic medium still experience field-mediated interactions [92, 93].

The static properties of these forces in equilibrium are by now widely understood in terms of the free energy of the system, and of its dependence on the separation between the confining surfaces [40-42]. However, this framework is generally unable to describe the forces arising in nonequilibrium conditions, such as those determined by a moving object, or by other nonequilibrium conditions - e.g., temperature gradients [94] or active systems [95-98]. In order to circumvent the difficulties that arise when imposing boundary conditions on moving surfaces, one can alternatively introduce in the total Hamiltonian of the system some suitable interaction potentials between the field and the included objects: actual boundary conditions might be eventually recovered in the formal limit in which the interaction strength becomes infinite [99-101]. This approach is particularly suited for studying the effects of boundary conditions imposed on randomly fluctuating surfaces, such as those of Brownian particles interacting with a correlated medium [93, 102].

As in the previous Chapter, here we are particularly interested in the case in which the medium under consideration is a fluid near a critical point, which displays long-range spatial correlations and long relaxation times. In this Chapter we thus study the dynamics of two probe particles, trapped and kept at a certain distance by two confining harmonic potentials, and in contact with a fluctuating medium close to the bulk critical point of a continuous phase transition. As in Chapter 2, we characterize the medium by a scalar order parameter $\phi(\mathbf{x}, t)$ subject to a dissipative or conserved relaxational dynamics, while we neglect hydrodynamic effects. The two overdamped Brownian particles are then made to interact with the scalar field via a translationally invariant linear coupling. Since this coupling appears in the system Hamiltonian, the particles and the field affect each other dynamically along their stochastic evolution, in such a way that detailed balance holds at all times.

A recent experiment [35] reported the observation of a temperature-controlled synchronization of the motion of two colloidal particles immersed in a binary liquid mixture close to the critical point of its demixing transition. In particular, the two colloids were trapped by two optical tweezers, and their distance was periodically modulated by spatially moving one of the two traps: the synchronization then occurred upon approaching the critical temperature of the fluid. Since the electrostatic and hydrodynamic forces acting on the system turned out to be insensitive to its critical state, they could not be responsible for the observed synchronization. These results were then explained in terms of the instantaneous action of the static critical Casimir force arising between the two colloids at equilibrium (i.e., the one computed from the equilibrium force within the Derjaguin approximation [33, 103]).

Motivated by this experimental study, we aim here at investigating the possible emergence of this behaviour in our minimal model, and how it is affected by the possible retardation in the "propagation" of the force [102]. In particular, we analyze the simple setup in which the center of one of the two harmonic traps is driven periodically with a tunable frequency $\Omega$, so that the system eventually reaches a nonequilibrium periodic state. Our analysis follows the same lines as in the previous Chapter. Working within a weak-coupling expansion, we first derive a master equation which fully describes the motion of the particle in the spatially fixed trap. We then obtain, in the adiabatic limit, an effective Langevin equation for its motion by integrating out the field degrees of freedom. As we stressed in Chapter 2, upon approaching criticality the relaxation timescale of the field grows increasingly large, thus undermining the assumption of fast relaxation which the previous adiabatic approximation scheme hinges on. Accordingly, we first analyze the dynamics in the weak-coupling approximation and then compare it to the adiabatic solution, thus determining the limits of validity of the latter and characterizing the dynamical properties of the former.

The rest of the presentation is organized as follows. In Section 3.1 we introduce the model and the notation. In Section 3.2 we study, within a weak-coupling expansion, the induced motion of one of the trapped particles when the other particle is forced periodically, while in Section 3.3 we study the same quantity but within the adiabatic approximation. In Section 3.4 we characterize the weak-coupling solution and compare it with to adiabatic approximation; a comparison with numerical simulations is presented in Section 3.5. In Section 3.6 we extend our framework to the case in which more than two particles are immersed in the field. We finally summarize our results in Section 3.7.

The content of this Chapter has been published as "D. Venturelli and A. Gambassi, Inducing oscillations of trapped particles in a near-critical Gaussian field, Phys. Rev. E 106, 044112 (2022)" [104].

### 3.1 The model

The system composed by the two particles and the field considered in this Chapter is described by the Hamiltonian

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{\phi}+\mathcal{U}_{z}+\mathcal{U}_{y}+\mathcal{H}_{\mathrm{int}} \tag{3.1}
\end{equation*}
$$



Figure 3.1: Two particles of radius $R$ (blue and red spheres) are trapped in two distinct harmonic potentials spaced apart by a distance $\Delta \gg R$. The particles are immersed in a medium (grey background) represented here by a scalar Gaussian field (see Hamiltonian in Eq. (3.1)), and they interact with it. The centre of the trap containing the particle $\mathbf{Z}$ is driven periodically in time according to Eq. (3.12), with a driving amplitude $A \ll \Delta$.
and it is schematically represented in Fig. 3.1. First, the medium is modeled by a scalar Gaussian field $\phi(\mathbf{x}, t)$ in $d$ spatial dimensions, as in Chapter 2, with the Hamiltonian $\mathcal{H}_{\phi}$ given in Eq. (1.16). The terms

$$
\begin{equation*}
\mathcal{U}_{y}(\mathbf{Y})=\frac{\kappa_{y}}{2}|\mathbf{Y}|^{2} \quad \text { and } \quad \mathcal{U}_{z}(\mathbf{Z})=\frac{\kappa_{z}}{2}\left|\mathbf{Z}-\mathbf{z}_{F}(t)\right|^{2} \tag{3.2}
\end{equation*}
$$

in Eq. (3.1) represent two confining harmonic potentials with elastic constants $\kappa_{y}$ and $\kappa_{z}$ for the two particles. The $d$-dimensional vectors $\mathbf{Y}$ and $\mathbf{Z}$ denote the position of the centers of the particles; we will sometimes refer to them collectively as $\mathbf{X}_{a}$, with $a=y, z$. The position of the center of the second trap is externally controlled and is given by $\mathbf{z}_{F}(t)$.

Finally, the interaction term in Eq. (3.1) is given by

$$
\begin{equation*}
\mathcal{H}_{\text {int }}[\phi, \mathbf{Y}, \mathbf{Z}]=-\lambda \int \mathrm{d}^{d} x \phi(\mathbf{x})\left[V^{(z)}(\mathbf{x}-\mathbf{Z})+V^{(y)}(\mathbf{x}-\mathbf{Y})\right], \tag{3.3}
\end{equation*}
$$

generalizing the one in Eq. (2.3) to the case of two particles. In the following, we will mostly choose for the shape functions $V^{(z)}$ and $V^{(y)}$ a Gaussian with variance $R$ (see Eq. (2.4)), the latter representing the "radius" of both particles.

The field is assumed to evolve according to a relaxational dynamics [59] involving the Hamiltonian in Eq. (3.1):

$$
\begin{equation*}
\partial_{t} \phi(\mathbf{x}, t)=-D(i \nabla)^{\alpha} \frac{\delta \mathcal{H}}{\delta \phi(\mathbf{x}, t)}+\eta(\mathbf{x}, t)=-D(i \nabla)^{\alpha}\left[\left(r-\nabla^{2}\right) \phi-\lambda \sum_{a} V^{(a)}\left(\mathbf{x}-\mathbf{X}_{a}(t)\right)\right]+\eta, \tag{3.4}
\end{equation*}
$$

or equivalently in Fourier space

$$
\begin{equation*}
\dot{\phi}_{\mathbf{q}}=-\alpha_{q} \phi_{\mathbf{q}}+\lambda D q^{\alpha} \sum_{a} V_{q}^{(a)} e^{-i \mathbf{q} \cdot \mathbf{X}_{a}}+\eta_{\mathbf{q}} \tag{3.5}
\end{equation*}
$$

where $\alpha_{q}$ was introduced in Eq. (1.25), and with the variance of the noise $\eta$ given in Eqs. (1.17) and (1.24). The two particles evolve instead according to the overdamped Langevin equations

$$
\begin{equation*}
\dot{\mathbf{Y}}(t)=-v_{y} \nabla_{\gamma} \mathcal{H}+\boldsymbol{\xi}^{(y)}(t)=-\gamma_{y} \mathbf{Y}+\lambda v_{y} \mathbf{f}_{y}+\boldsymbol{\xi}^{(y)}, \tag{3.6}
\end{equation*}
$$

where we introduced $\gamma_{y} \equiv v_{y} \kappa_{y}$, and

$$
\begin{equation*}
\dot{\mathbf{Z}}(t)=-v_{z} \nabla_{Z} \mathcal{H}+\xi^{(z)}(t)=-\gamma_{z}\left[\mathbf{Z}-\mathbf{z}_{F}(t)\right]+\lambda v_{z} \mathbf{f}_{z}+\xi^{(z)} . \tag{3.7}
\end{equation*}
$$

The constants $v_{a}$ denote the mobilities of the two particles, while the force $\mathbf{f}_{a}$ on each particle is given by the gradient of the interaction potential

$$
\begin{equation*}
\mathbf{f}_{a}\left(\mathbf{X}_{a}, \phi ; t\right) \equiv \nabla_{X_{a}} \int \mathrm{~d}^{d} x \phi(\mathbf{x}) V_{a}\left(\mathbf{x}-\mathbf{X}_{a}(t)\right)=\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \mathbf{q} V_{-q}^{(a)} \phi_{\mathbf{q}}(t) e^{i q \mathbf{q} \cdot \mathbf{X}_{a}(t)} \tag{3.8}
\end{equation*}
$$

Both particles are assumed to be in contact with a thermal bath at the same temperature $T$ as the field, so that $\xi^{(a)}(t)$ are also Gaussian uncorrelated white noises satisfying the Einstein relation

$$
\begin{equation*}
\left\langle\xi_{i}^{(a)}(t) \xi_{j}^{(b)}\left(t^{\prime}\right)\right\rangle=2 v_{a} T \delta_{a b} \delta_{i j} \delta\left(t-t^{\prime}\right) \tag{3.9}
\end{equation*}
$$

Note that, with this choice of variances for $\eta$ and $\xi^{(a)}$, one expects the system to relax to a Gibbs state with the total Hamiltonian given in Eq. (3.1), i.e.,

$$
\begin{equation*}
\mathcal{P}_{\mathrm{eq}}[\phi, \mathbf{Y}, \mathbf{Z}] \propto e^{-\beta \mathcal{H}[\phi, \mathbf{Y}, \mathrm{Z}]} \tag{3.10}
\end{equation*}
$$

By setting $\lambda=0$, we obtain three non-interacting stochastic processes whose evolution was summarized in Section 1.1; they are characterized by the relaxation timescales

$$
\begin{equation*}
\tau_{a}^{-1}=v_{a} k_{a} \equiv \gamma_{a}, \quad \text { with } \quad a \in\{y, z\} \tag{3.11}
\end{equation*}
$$

and $\tau_{\phi}(q)$ given in Eq. (1.25).
In the following, we will be interested in the nonequilibrium periodic state attained at long times by the system when we apply an external periodic forcing to the $\operatorname{center} \mathbf{z}_{F}(t)$ of the harmonic trap of the second particle:

$$
\begin{equation*}
\mathbf{z}_{F}(t)=\Delta+\mathbf{A} \sin (\Omega t) . \tag{3.12}
\end{equation*}
$$

Here $\Delta$ represents the average separation between the two traps, as depicted in Fig. 3.1. When not specifically interested in the motion of the center $\mathbf{Z}(t)$ of the driven particle, we will often adopt the deterministic limit $\kappa_{z} \rightarrow \infty$ in which the particle follows the motion of the trap with no delay and no fluctuations, i.e., with $\mathbf{Z}(t)=\mathbf{z}_{F}(t)$ (see also Appendix C.1).

### 3.2 Weak-coupling approximation

The coupled nonlinear equations (3.4), (3.6) and (3.7) for the field and the two particles do not lend themselves to an analytic solution. We will then resort to a perturbative expansion of the equations of motion in powers of the coupling constant $\lambda$, and calculate the relevant observables at the lowest nontrivial order in this parameter. One way to proceed (which has been successfully pursued in Refs. [80, 81] in the case of a single particle, see Chapter 2) is to formally expand the field and the particle coordinates in a series for small $\lambda$, as in Eq. (2.11). One then substitutes these expansions into the equations of motion for the field and the particles, and computes the desired observables order by order in $\lambda$; we follow this approach in Appendix B of Ref. [104], and derive the average position $\langle\mathbf{Y}(t)\rangle$ for the sake of illustration. However, since we are mainly interested in the nonequilibrium periodic state attained by the system at long times when the particle denoted by $\mathbf{Z}$ is subject to a periodic external driving, it will be convenient to work, instead, at the level
of a master equation: this will make it easier to identify transient terms which play no role in the periodic state, and calculations will simplify significantly. Moreover, if one is able to derive an evolution equation for the one-point probability distribution $P_{1}(\mathbf{y}, t)$, then the expectation value of any one-time observable (e.g., the variance) can be computed straightforwardly and without requiring the calculation of the corresponding perturbative series. While one generically expects the effective dynamics of the particle to be non-Markovian, and therefore not necessarily captured by a master equation for $P_{1}(\mathbf{y}, t)$, we will see below that this description is however viable within the weak-coupling approximation.

### 3.2.1 Master equation

Here we derive a master equation for the probability density function of the position $\mathbf{Y}(t)$ which is valid up to $O\left(\lambda^{2}\right)$. To this aim, we start from the Langevin equation (3.5) for the field. Using the response propagator of the free field given in Eq. (1.27), we can solve for $\phi_{\mathbf{q}}(t)$ in Eq. (3.5) as

$$
\begin{equation*}
\phi_{\mathbf{q}}(t)=\int_{t_{0}}^{t} \mathrm{~d} s G_{q}(t-s)\left[\lambda D q^{\alpha} \sum_{a} V_{q}^{(a)} e^{-i \mathbf{q} \cdot \mathbf{X}_{a}(s)}+\eta_{\mathbf{q}}(s)\right] \tag{3.13}
\end{equation*}
$$

where we set the initial condition $\phi_{\mathbf{q}}\left(t=t_{0}\right)=0$ for simplicity, as we are interested in the long-time properties of the system. Substituting Eq. (3.13) into Eq. (3.6), we obtain an effective Langevin equation for the position $\mathbf{Y}(t)$ of the particle moving in the fixed harmonic trap. A master equation for the associated probability distribution $P_{1}(\mathbf{y}, t)$ can then be derived from its very definition $P_{1}(\mathbf{y}, t)=\langle\delta(\mathbf{y}-\mathbf{Y}(t))\rangle$, where the average is understood over all possible realizations of the stochastic noises $\eta_{\mathbf{q}}(t)$ and $\xi^{(y, z)}(t)$. The equation is formally obtained as

$$
\begin{equation*}
\partial_{t} P_{1}(\mathbf{y}, t)=-\nabla_{\mathbf{y}} \cdot\langle\delta(\mathbf{y}-\mathbf{Y}(t)) \dot{\mathbf{Y}}(t)\rangle \tag{3.14}
\end{equation*}
$$

and by substituting $\dot{\mathbf{Y}}(t)$ from the effective Langevin equation (3.6) in which $\phi(\mathbf{x}, t)$ has been replaced by Eq. (3.13). We provide the details of the calculation in Appendix C.2.1 and we report here only the final result:

$$
\begin{align*}
\partial_{t} P_{1}(\mathbf{y}, t)= & \mathcal{L}_{0} P_{1}(\mathbf{y}, t)+\lambda^{2} \mathcal{L}_{z}(t) P_{1}(\mathbf{y}, t) \\
& +\lambda^{2} \int_{t_{0}}^{t} \mathrm{~d} s \int \mathrm{~d} \mathbf{x} \mathcal{L}(\mathbf{y}, \mathbf{x} ; t, s) P_{2}(\mathbf{y}, t ; \mathbf{x}, s)+O\left(\lambda^{4}\right) \tag{3.15}
\end{align*}
$$

Here

$$
\begin{equation*}
\mathcal{L}_{0} \equiv \nabla_{\mathbf{y}} \cdot\left(\gamma_{y} \mathbf{y}+v_{y} T \nabla_{\mathbf{y}}\right) \tag{3.16}
\end{equation*}
$$

is the Fokker-Planck operator for an Ornstein-Uhlenbeck particle [53], while

$$
\begin{equation*}
\mathcal{L}_{z}(t) \equiv \nabla_{\mathbf{y}} \cdot v_{y} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} V_{q}^{(y)} V_{-q}^{(z)} e^{-i \mathbf{q} \cdot \mathbf{y}} F_{\mathbf{q}}^{(z)}(t) \tag{3.17}
\end{equation*}
$$

with

$$
\begin{equation*}
F_{\mathbf{q}}^{(z)}(t) \equiv \int_{t_{0}}^{t} \mathrm{~d} s \chi_{q}(t-s)\left\langle e^{i \mathbf{q} \cdot \mathbf{Z}(s)}\right\rangle_{0} \tag{3.18}
\end{equation*}
$$

where the free-field susceptibility $\chi_{q}$ was given in Eq. (1.31). The quantity $F_{\mathbf{q}}^{(z)}(t)$ represents an additional, nonlinear drift force due to the presence of the second particle in position $\mathbf{Z}$. The average $\langle\ldots\rangle_{0}$ in Eq. (3.18) is intended over the independent $(\lambda=0)$ process, and is computed in Appendices B. 1 and C.1. Finally, we note that Eq. (3.15) involves a convolution of the twotime probability distribution $P_{2}(\mathbf{y}, t ; \mathbf{x}, s)$ with a memory kernel $\mathcal{L}(\mathbf{y}, \mathbf{x} ; t, s)$. This is typical in non-Markovian problems, where one usually obtains a hierarchy of master equations linking the $n$-point distribution $P_{n}\left(\mathbf{x}_{n}, t_{n} ; \mathbf{x}_{n-1}, t_{n-1} ; \ldots ; \mathbf{x}_{1}, t_{1}\right)$ with $P_{n+1}$ (see for instance Refs. [58, 105]). This kernel reads (summation over the repeated indices $j$ and $k$ is implied)

$$
\begin{equation*}
\mathcal{L}(\mathbf{y}, \mathbf{x} ; t, s) \equiv v_{y} \nabla_{\mathbf{y}}^{k} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} i q_{k}\left|V_{q}^{(y)}\right|^{2} e^{-i \mathbf{q} \cdot(\mathbf{y}-\mathbf{x})}\left[\chi_{q}(t-s)-i v_{y} C_{q}\left(t, s ; t_{0}\right) e^{-\gamma_{y}(t-s)} q_{j} \nabla_{\mathbf{y}}^{j}\right] \tag{3.19}
\end{equation*}
$$

where $C_{q}\left(s_{1}, s_{2} ; t_{0}\right)$ is the field correlator for $\lambda=0$ (see Eq. (1.29)). At long times, by taking the formal limit $t_{0} \rightarrow-\infty$, the latter renders the equilibrium form $C_{q}(t-s)$ in Eq. (1.30), and the memory kernel $\mathcal{L}$ becomes time-translational invariant, i.e., $\mathcal{L}(\mathbf{y}, \mathbf{x} ; t, s)=\mathcal{L}(\mathbf{y}, \mathbf{x}, t-s)$. Finally, in Eq. (3.19) the notation $\nabla_{\mathbf{y}}^{j}$ is shorthand for $\partial / \partial y_{j}$.

As expected, Eq. (3.15) can be expressed as $\partial_{t} P_{1}(\mathbf{y}, t)=-\nabla_{\mathbf{y}} \cdot \mathbf{J}(\mathbf{y}, t)$ for a suitably chosen current $\mathbf{J}(\mathbf{y}, t)$, so that probability conservation is guaranteed. Moreover, looking at Eq. (3.17) one immediately observes that:
(i) The contribution of the second particle in position $\mathbf{Z}$ to the evolution equation of the first is only mildly non-Markovian: indeed, while $\mathcal{L}_{z}(t)$ depends on the complete past history of $\mathbf{Z}(t)$, it is however independent of the past history of $\mathbf{Y}(t)$. In the limit $\kappa_{z} \rightarrow \infty$ in which the motion of $\mathbf{Z}(t)$ becomes deterministic, the history $\mathbf{Z}(t)=\mathbf{z}_{F}(t)$ is known and the drift term in Eq. (3.17) becomes Markovian.
(ii) The contribution of the second (and possibly of any other additional) particle enters linearly in the master equation for $P_{1}(\mathbf{y}, t)$.

These observations may appear surprising, but in fact they apply only to the effective dynamics up to $O\left(\lambda^{2}\right)$. Indeed, as discussed in Appendix C.2.1, $P_{2}(\mathbf{y}, t ; \mathbf{x}, s)$ at the next perturbative order in $\lambda$ satisfies a master equation completely analogous to Eq. (3.15) involving both $\mathbf{Z}(t)$ and $P_{3}\left(\mathbf{y}, t ; \mathbf{x}, s ; \mathbf{x}^{\prime}, s^{\prime}\right)$.

### 3.2.2 Nonequilibrium periodic state

We are interested in the nonequilibrium periodic state reached at long times by the system when a periodic forcing is applied to the particle with position $\mathbf{Z}(t)$, as in Eq. (3.12). The task is significantly simplified when one realizes that the term containing the memory kernel $\mathcal{L}(t, s)$ in the master equation (3.15) can be discarded in the periodic state: we prove this fact in Appendix C.2.2. We are thus left with the (Markovian) master equation

$$
\begin{equation*}
\partial_{t} P_{1}(\mathbf{y}, t)=\mathcal{L}_{0} P_{1}(\mathbf{y}, t)+\lambda^{2} \mathcal{L}_{z}(t) P_{1}(\mathbf{y}, t)+O\left(\lambda^{4}\right) \tag{3.20}
\end{equation*}
$$

with $\mathcal{L}_{z}(t)$ defined in Eq. (3.17) and

$$
\begin{equation*}
F_{\mathbf{q}}^{(z)}(t) \equiv \int_{0}^{\infty} \mathrm{d} u \chi_{q}(u)\left\langle e^{i \mathbf{q} \cdot \mathbf{Z}(t-u)}\right\rangle_{0} . \tag{3.21}
\end{equation*}
$$

The latter coincides with Eq. (3.18) after taking the limit for $t_{0} \rightarrow-\infty$. A perturbative solution of Eq. (3.20) can now be found by expanding in powers of the coupling constant

$$
\begin{equation*}
P_{1}(\mathbf{y}, t)=P_{1}^{(0)}(\mathbf{y}, t)+\lambda^{2} P_{1}^{(2)}(\mathbf{y}, t)+O\left(\lambda^{4}\right) \tag{3.22}
\end{equation*}
$$

This is done in Appendix C.2.3, where we derive an expression for $P_{1}^{(2)}(\mathbf{y}, t)$ which can be used to compute expectation values of quantities such as the average particle displacement from the trap center, i.e.,

$$
\begin{equation*}
\langle\mathbf{Y}(t)\rangle=-v_{y} \lambda^{2} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} v(\mathbf{q}) e^{-T q^{2} /\left(2 \kappa_{y}\right)} \int_{-\infty}^{t} \mathrm{~d} t^{\prime} F_{\mathbf{q}}^{(z)}\left(t^{\prime}\right) e^{-\gamma_{y}\left(t-t^{\prime}\right)}+O\left(\lambda^{4}\right), \tag{3.23}
\end{equation*}
$$

where we introduced for brevity

$$
\begin{equation*}
v(\mathbf{q}) \equiv V_{q}^{(y)} V_{-q}^{(z)} . \tag{3.24}
\end{equation*}
$$

When a periodic external forcing is applied to the particle in $\mathbf{Z}(t)$, we expect the induced response of the particle in $\mathbf{Y}(t)$ to be in general nonlinear (as it is clear from Eq. (3.21)) and therefore anharmonic, but still periodic. This suggests to look for an expression of $\langle\mathbf{Y}(t)\rangle$ in the form of a Fourier series: this is done in Appendix C.2.3, where we compute, up to $O\left(\lambda^{2}\right)$, the cumulant generating function of the particle position

$$
\begin{equation*}
\log \left\langle e^{-i \mathbf{p} \cdot \mathbf{Y}(t)}\right\rangle=-\frac{T p^{2}}{2 \kappa_{y}}-v_{y} \lambda^{2} \sum_{n \in \mathbb{Z}}\left[\int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} e^{-\frac{T q^{2}}{2 \kappa y}} v(\mathbf{q}) a_{n}(\mathbf{q}) A_{n}(\mathbf{p} \cdot \mathbf{q})\right] e^{i n \Omega t} \tag{3.25}
\end{equation*}
$$

where $a_{n}(\mathbf{q})$ is the $n$-th Fourier coefficient of the function $F_{\mathbf{q}}^{(z)}(t)$ defined in Eq. (3.21), while $A_{n}(\mathbf{p} \cdot \mathbf{q})$ reads

$$
\begin{equation*}
A_{n}(\mathbf{p} \cdot \mathbf{q}) \equiv(\mathbf{p} \cdot \mathbf{q}) \int_{0}^{\infty} \mathrm{d} \tau \exp \left[-i n \Omega \tau-\gamma_{y} \tau-\frac{T}{\kappa_{y}}(\mathbf{p} \cdot \mathbf{q}) e^{-\gamma_{y} \tau}\right] . \tag{3.26}
\end{equation*}
$$

When a pure sinusoidal forcing is applied to the system as in Eq. (3.12), the expectation value that appears in Eq. (3.18) takes the simple form (see Appendices B. 1 and C.1)

$$
\begin{equation*}
\left\langle e^{i \mathbf{q} \cdot \mathbf{Z}(t)}\right\rangle_{0}=\exp \left\{-\frac{T q^{2}}{2 \kappa_{z}}+i \mathbf{q} \cdot\left[\Delta+\mathbf{A} \sin \left(\Omega t-\theta_{z}\right)\right]\right\} . \tag{3.27}
\end{equation*}
$$

For later convenience we have introduced the phase shift

$$
\begin{equation*}
\theta_{a}=\arctan \left(\Omega / \gamma_{a}\right), \tag{3.28}
\end{equation*}
$$

here with $a \equiv z$, which is a measure of the delay accumulated by the particle at point $\mathbf{Z}$ while following the motion of the center $\mathbf{z}_{F}(t)$ of its harmonic trap of finite strength $\kappa_{z}$. We can then use
the cumulant generating function in Eq. (3.25) to compute the expectation value of the position and the variance of the particle $\mathbf{Y}$, which read

$$
\begin{align*}
\langle\mathbf{Y}(t)\rangle & =\lambda^{2} \sum_{n \in \mathbb{Z}} \frac{-i v_{y} D}{\gamma_{y}+i n \Omega}\left[\int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{\mathbf{q} q^{\alpha} v(\mathbf{q}) J_{n}(\mathbf{q} \cdot \mathbf{A})}{\alpha_{q}+i n \Omega} e^{-T q^{2} /\left(2 k_{p}\right)+i \mathbf{q} \cdot \Delta}\right] e^{i n\left(\Omega t-\theta_{z}\right)}+O\left(\lambda^{4}\right),  \tag{3.29}\\
\left\langle Y_{j}^{2}(t)\right\rangle_{c} & =\frac{T}{\kappa_{y}}\left\{1-\lambda^{2} \sum_{n \in \mathbb{Z}} \frac{v_{y} D}{2 \gamma_{y}+i n \Omega}\left[\int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{q_{j}^{2} q^{\alpha} v(\mathbf{q}) J_{n}(\mathbf{q} \cdot \mathbf{A})}{\alpha_{q}+i n \Omega} e^{-\frac{T q^{2}}{2 k_{p}}+i \mathbf{q} \cdot \Delta}\right] e^{i n\left(\Omega t-\theta_{z}\right)}\right\}+O\left(\lambda^{4}\right), \tag{3.30}
\end{align*}
$$

where $J_{n}$ is the modified Bessel function of the first kind. In the expressions above we introduced $k_{p}$ such that $1 / k_{p}=1 / \kappa_{z}+1 / \kappa_{y}$; in the deterministic limit $\kappa_{z} \rightarrow \infty$, one has $k_{p} \rightarrow \kappa_{y}$ and $\theta_{z} \rightarrow 0$ (see Eq. (3.28)). One can also check that, since the integrand functions in Eqs. (3.29) and (3.30) have a definite parity in $\mathbf{q}$, then the resulting expressions are real-valued.

### 3.2.3 Effective field interpretation

The form of the master equation (3.15), obtained in the limit of small coupling $\lambda$, lends itself to a simple physical interpretation. The original problem consisted of two particles whose reciprocal interactions are mediated by the field $\phi$, and the strength of such interactions is controlled by the coupling $\lambda$. Applying a periodic driving of $O\left(\lambda^{0}\right)$ on the particle $\mathbf{Z}$ induces a displacement of $O\left(\lambda^{2}\right)$ on the particle $\mathbf{Y}$, as shown by Eqs. (3.29) and (3.30). By the same token, any feedback reaction of $\mathbf{Z}$ due to $\mathbf{Y}$ will be at least of $O\left(\lambda^{4}\right)$ and, as such, it will not contribute to the expressions discussed here, which are valid up to and including $O\left(\lambda^{2}\right)$. We also noted above that the motion of the particle $\mathbf{Z}$ does not affect the memory kernel in the master equation (3.15), whose presence is thus only to be ascribed to the self-interaction of the particle $\mathbf{Y}$, again mediated by the field $\phi$. Once this contribution has faded out and the long-time periodic state is reached (see the discussion in Appendix C.2.2), the particle $\mathbf{Y}$ is essentially moving within the mean effective field $\left\langle\phi^{\text {eff }}\right\rangle$ obtained by treating the particle $\mathbf{Z}$ as a source term, i.e.,

$$
\begin{equation*}
\left\langle\phi_{\mathbf{q}}^{\mathrm{eff}}(t)\right\rangle=\lambda \int_{-\infty}^{t} \mathrm{~d} s \chi_{q}(t-s) V_{q}^{(z)}\left\langle e^{-i \mathbf{q} \cdot \mathbf{Z}(s)}\right\rangle, \tag{3.31}
\end{equation*}
$$

where again $\chi_{q}(u)$ is the linear susceptibility of the field reported in Eq. (1.31). Indeed, we show in Appendix C. 3 how Eqs. (3.29) and (3.30) for the average displacement and variance of the particle $\mathbf{Y}$ can be retrieved by studying the dynamics of $\mathbf{Y}$ as if it were immersed into the mean effective field in Eq. (3.31), but in the absence of the second particle $\mathbf{Z}$.

We can build an analogy with Casimir force calculations [41], in which the Casimir energy in the presence of two surfaces can be computed by taking into account the multiple scatterings of the freely propagating field between the two surfaces - i.e., by first considering its free propagator, which propagates fluctuations from one surface to the other, and then summing over all possible numbers of round-trip reflections [106]. Our perturbative calculation up to $O\left(\lambda^{2}\right)$ corresponds to restricting this sum to the first scattering.

By extension, one can convince oneself that, within this weak-coupling expansion where multiple scatterings are neglected, the effect of the presence of any other particle within the same medium would simply add up to that of the particle $\mathbf{Z}$ in generating the effective field in Eq. (3.31). This is in contrast with other types of fluctuation-induced interactions such as Casimir forces [41], which have a non-additive nature. Although we have drawn here this conclusion on the basis of a weak-coupling expansion, we will in fact verify in Section 3.6 that this pairwise additivity persists beyond the perturbative regime.

### 3.2.4 A physical bound on the value of $\lambda$

The coupling constant $\lambda$ around which we constructed a perturbative expansion is not dimensionless - see Eq. (2.10). It is thus useful to clarify what we mean by weak coupling. Hereafter, let us choose for definiteness a Gaussian interaction potential $V^{(a)}(\mathbf{x})$ as in Eq. (2.4) for both particles; assume that they have the same radius $R$, so that $v(\mathbf{q})=\exp \left(-q^{2} R^{2}\right)$ (see Eq. (3.24)). In fact, the specific choice of the interaction potential is in general largely irrelevant [80,81] and what really matters is its characteristic length scale $R$, which sets a UV cutoff on the field fluctuations (see also Appendix C.5).

In order to obtain an upper bound on the value of the coupling constant $\lambda$ for which the perturbative expansion leads to reliable predictions, we may inspect the variance derived in Eq. (3.30) which, by definition, cannot become negative. A simple calculation (see Appendix E in Ref. [104]) shows that this requirement is always fulfilled if one chooses

$$
\begin{equation*}
\lambda^{2} \leq 2 d \kappa_{y}(2 \sqrt{\pi} \widetilde{R})^{d} \tag{3.32}
\end{equation*}
$$

where we introduced the effective particle radius

$$
\begin{equation*}
\widetilde{R}^{2} \equiv T /\left(2 k_{p}\right)+R^{2} \tag{3.33}
\end{equation*}
$$

Note that, in fact, this effective radius appears in Eq. (3.29) rather than $R$ or $T$ separately. This implies that the only effect of temperature on the average particle position $\langle\mathbf{Y}(t)\rangle$ is that of renormalizing the radius $R$ of the particle by the average mean square displacement of the particle in the trap alone, which follows from equipartition theorem as $\left\langle Y_{j}^{2}\right\rangle_{0} \sim T / k_{p}$.

### 3.3 Adiabatic approximation

Any adiabatic elimination scheme $[53,81]$ of the field degrees of freedom $\phi_{\mathbf{q}}(t)$ from the coupled equations of motion (3.4), (3.6), and (3.7) relies on the assumption that the motion of the two particles is much slower than the relaxation timescales of the field. Note that, due to critical slowing down, this is expected to happen only sufficiently far from criticality (we will make this statement more precise later). When this is the case, the field effectively equilibrates around the instantaneous positions of the two particles, hence distributing according to

$$
\begin{equation*}
\mathcal{P}_{\mathrm{st}}[\phi \mid \mathbf{Y}, \mathbf{Z}]=\frac{1}{\mathcal{Z}_{\mathrm{st}}(\mathbf{Y}, \mathbf{Z})} e^{-\beta\left(\mathcal{H}_{\phi}+\mathcal{H}_{\mathrm{int}}\right)} \tag{3.34}
\end{equation*}
$$

where $\mathcal{H}_{\phi}$ and $\mathcal{H}_{\text {int }}$ were given in Eqs. (1.16) and (3.3), respectively, and where we introduced the partition function

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{st}}(\mathbf{Y}, \mathbf{Z}) \equiv \int \mathcal{D} \phi e^{-\beta\left(\mathcal{H}_{\phi}+\mathcal{H}_{\mathrm{int}}\right)} \tag{3.35}
\end{equation*}
$$

An effective Hamiltonian $\mathcal{H}_{\text {eff }}(\mathbf{Y}, \mathbf{Z})$ describing the distribution of the particles alone can thus be obtained by marginalizing the equilibrium Boltzmann distribution in Eq. (3.10) over the field degrees of freedom, i.e.,

$$
\begin{equation*}
\mathcal{P}_{\mathrm{eq}}(\mathbf{Y}, \mathbf{Z}) \propto e^{-\beta \mathcal{H}_{\mathrm{eff}}(\mathbf{Y}, \mathbf{Z})} \equiv \int \mathcal{D} \phi e^{-\beta \mathcal{H}[\phi, \mathbf{Y}, \mathbf{Z}]}=e^{-\beta\left(\mathcal{U}_{y}+\mathcal{U}_{z}\right)} \int \mathcal{D} \phi e^{-\beta\left(\mathcal{H}_{\phi}+\mathcal{H}_{\mathrm{int}}\right)} \tag{3.36}
\end{equation*}
$$

where the last integral is nothing but $\mathcal{Z}_{\text {st }}(\mathbf{Y}, \mathbf{Z})$ in Eq. (3.35). From this partition function one can naturally derive the effective interaction potential $V_{c}(\mathbf{x})$ as

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{st}}(\mathbf{Y}, \mathbf{Z}) \propto e^{-\beta \lambda^{2} V_{c}(\mathbf{Z}-\mathbf{Y})} \tag{3.37}
\end{equation*}
$$

and therefore from Eq. (3.36) it follows that

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}(\mathbf{Y}, \mathbf{Z})=\mathcal{U}_{y}(\mathbf{Y})+\mathcal{U}_{z}(\mathbf{Z})+\lambda^{2} V_{c}(\mathbf{Z}-\mathbf{Y}) . \tag{3.38}
\end{equation*}
$$

The coupling to the field in the exponential of Eq. (3.35) is linear, so the Gaussian integral can be performed easily (see Appendix C.5), resulting in

$$
\begin{equation*}
V_{c}(\mathbf{x})=-\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{v(\mathbf{q})}{q^{2}+r} e^{i \mathbf{q} \cdot \mathbf{x}} . \tag{3.39}
\end{equation*}
$$

In this expression we have already subtracted the self-energy contributions, i.e., the energy needed to bring each of the two particles (separately) from an infinite distance into the field: as a result, $V_{c}(\mathbf{x} \rightarrow \infty)=0$. An analysis of the latter is presented in Appendix C. 5 for the case of particles with rotationally invariant interaction with the field. The effective potential $V_{c}(\mathbf{x})$ is plotted in Fig. 3.2a, together with the corresponding induced force $\mathbf{F}_{c}(\mathbf{x})=-\lambda^{2} \nabla_{\mathbf{x}} V_{c}(\mathbf{x})$, in one spatial dimension and for the choice of identical Gaussian interaction potentials $V^{(a)}(\mathbf{x})$ between the field and the particles. A similar qualitative behavior is observed in higher spatial dimensions and for different interaction potentials characterized by the same cutoff scale $R$. The induced force $\mathbf{F}_{c}(\mathbf{x})$ features a maximum at a distance $x_{\text {max }}$ implicitly defined by the condition in Eq. (C.68), while it decays to zero both for small and large values of $x=|\mathbf{x}|$. Both $V_{c}(\mathbf{x})$ and $\mathbf{F}_{c}(\mathbf{x})$ decay as $\exp (-x / \xi)$ when $x$ is large compared to the correlation length $\xi=r^{-1 / 2}$ (see Eq. (C.65)). One expects in general $V_{c}(\mathbf{x})$ and $\mathbf{F}_{c}(\mathbf{x})$ to exhibit an algebraic decay for $r=0$ (see Appendix C.5), but we will not explore this issue further since we will assume that the medium has a finite (although possibly very small) correlation length $\xi$.

The particle dynamics at the lowest order in the adiabatic approximation is then obtained by averaging the equations of motion (3.6) and (3.7) for $\mathbf{Y}(t)$ and $\mathbf{Z}(t)$ over the stationary distribution $\mathcal{P}_{\mathrm{st}}[\phi ; \mathbf{Y}, \mathbf{Z}]$ of the field $\phi$ for fixed $\mathbf{Y}$ and $\mathbf{Z}$, given in Eq. (3.34). The resulting effective adiabatic Langevin equation for the particle $\mathbf{Y}$ subject to the fixed trap, derived in Appendix C.6, is

$$
\begin{equation*}
\dot{\mathbf{Y}}(t)=-v_{y} \kappa_{y} \mathbf{Y}-v_{y} \lambda^{2} \nabla_{y} V_{c}(\mathbf{Z}-\mathbf{Y})+\xi^{(y)}=-v_{y} \nabla_{y}\left[\mathcal{U}_{y}(\mathbf{Y})+\lambda^{2} V_{c}(\mathbf{Z}-\mathbf{Y})\right]+\xi^{(y)} \tag{3.40}
\end{equation*}
$$



Figure 3.2: (a) Field-induced effective potential $V_{c}(x)$ and force $F_{c}(x)$ within the adiabatic approximation (in spatial dimension $d=1$ ), as a function of the "center-to-center" distance $x$ between the particles. They are plotted in units of the field correlation length $\xi=r^{-1 / 2}$ and rescaled by the $R$-dependent part of their asymptotic amplitude computed in Eq. (C.65). Here $R$ corresponds to the linear size of the particles which characterizes the interaction potentials $V^{(a)}(\mathbf{x})$, chosen to be Gaussian as in Eq. (2.4). The force shows a maximum at a distance $x_{\max }$ implicitly defined by the condition in Eq. (C.68), while it approaches zero for both small and large values of $x / \xi$. The parameters used in the plot are $R=0.5$ and $r=1$. (b) Equilibrium position of the particle $\mathbf{Y}$ in the fixed-traps limit (solid line), and temporal mean value of the average position $\langle Y(t)\rangle$ of the particle in the fixed trap (dashed line, indicated by $b_{0}$ and $c_{0}$ in, c.f., Section 3.3.3.1). The two curves refer to one spatial dimension, and show the behavior as a function of $r / r_{\Delta}=(\Delta / \xi)^{2}$ (see Eq. (3.44)). The position of the particle $\mathbf{Y}$ when it is only subject to the equilibrium attraction to the particle $\mathbf{Z}$ is described by Eq. (3.42). The temporal mean value $\langle Y(t)\rangle$ is the same in the adiabatic $\left(b_{0}\right)$ and in the dynamical response $\left(c_{0}\right)$, as predicted by Eq. (3.51), and it is $\Omega$-independent. The parameters used in the plot are $\gamma_{y}=1, D=10, \widetilde{R}=0.7, \Delta=3$, and $A=1$.
which (as expected) we recognize as an overdamped Langevin dynamics computed as if the two particles interact via the effective, field-independent Hamiltonian computed in Eq. (3.38). We will denote as $\mathbf{Y}_{\mathrm{ad}}(t)$ the solution of the Langevin equation (3.40), which reads, for small $\lambda$ (see the details in Appendix C.6),

$$
\begin{equation*}
\left\langle\mathbf{Y}_{\mathrm{ad}}(t)\right\rangle=-\lambda^{2} v_{y} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{i \mathbf{q} v(\mathbf{q})}{q^{2}+r} e^{-T q^{2} /\left(2 \kappa_{y}\right)} \int_{0}^{\infty} \mathrm{d} u e^{-\gamma_{y} u}\left\langle e^{i \mathbf{q} \cdot \mathbf{Z}(t-u)}\right\rangle_{0}+\mathcal{O}\left(\lambda^{4}\right) . \tag{3.41}
\end{equation*}
$$

This expression should be compared to the actual solution of the dynamics in Eq. (3.29). In Appendix C. 6.2 we show how we may recover this result starting from the dynamical expression in Eq. (3.23) and taking the formal limit $D \rightarrow \infty$ of extremely fast field relaxation, which however is only meaningful if we assume $q^{\alpha}\left(q^{2}+r\right) \neq 0$ (see Eq. (1.25)). Clearly this last condition is not fulfilled in the presence of slow modes: recalling the discussion about timescales in Section 1.3, these modes appear in model A at criticality, but also off-criticality in model B.

### 3.3.1 Fixed traps

In the absence of a time-dependent external forcing, both the dynamical expression in Eq. (3.23) and the adiabatic expression in Eq. (3.41) describe the simple equilibrium attraction between the two particles, mediated by the field. This can be seen explicitly by fixing the position of the particle in $\mathbf{Z}(t)$ to a constant value $\mathbf{Z} \equiv \Delta$ : in both equations, the time integral can be simply computed and we get

$$
\begin{equation*}
\langle\mathbf{Y}(t)\rangle,\left\langle\mathbf{Y}_{\mathrm{ad}}(t)\right\rangle \underset{\mathbf{Z}=\Delta}{\longrightarrow} \frac{\lambda^{2}}{\kappa_{y}} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{\mathbf{q} e^{-\tilde{R}^{2} q^{2}}}{q^{2}+r} \sin (\mathbf{q} \cdot \Delta), \tag{3.42}
\end{equation*}
$$

for both model A and B. This expression can be alternatively obtained (up to $O\left(\lambda^{2}\right)$ ) by requiring that the total force $\mathbf{F}_{\text {tot }}$ acting on the particle at position $\mathbf{Y}$ vanishes, i.e.,

$$
\begin{equation*}
\mathbf{F}_{\text {tot }}=-\kappa_{y} \mathbf{Y}-\lambda^{2} \nabla_{\mathbf{y}} V_{c}(\mathbf{Z}-\mathbf{Y}) \equiv 0, \tag{3.43}
\end{equation*}
$$

which corresponds to the condition of mechanical equilibrium reached when the force derived from the field-induced potential $V_{c}$ given in Eq. (3.39) counterbalances the restoring attraction of the harmonic trap of strength $\kappa_{y}$. In Fig. 3.2b we plot the resulting equilibrium position of the particle $\mathbf{Y}$ as a function of $r / r_{\Delta}=(\Delta / \xi)^{2}$, having defined

$$
\begin{equation*}
r_{\Delta} \equiv \Delta^{-2} \tag{3.44}
\end{equation*}
$$

The plot shows that the attraction is maximum at criticality and it decays monotonically as we increase the parameter $r$.

### 3.3.2 Periodic driving

Let us specialize Eq. (3.41) to the case in which a sinusoidal forcing is applied to one of the particles (Z) as in Eq. (3.12). As for the dynamical case, we expect the response of the other particle ( $\mathbf{Y}$, in the static trap) to be periodic, but not harmonic. We can then expand $\left\langle\mathbf{Y}_{\mathrm{ad}}(t)\right\rangle$ in Fourier series as

$$
\begin{equation*}
\left\langle\mathbf{Y}_{\mathrm{ad}}(t)\right\rangle=\sum_{n=-\infty}^{\infty} \mathbf{b}_{n} e^{i n \Omega t}=\mathbf{b}_{0}+2 \sum_{n=1}^{\infty}\left|\mathbf{b}_{n}\right| \cos \left(n \Omega t+\theta_{n}\right) \tag{3.45}
\end{equation*}
$$

where $\left|\mathbf{b}_{n}\right|$ and $\theta_{n}$ indicate the complex modulus and the phase, respectively, of the Fourier coefficients

$$
\begin{equation*}
\mathbf{b}_{n} \equiv \frac{\Omega}{2 \pi} \int_{0}^{\frac{2 \pi}{\Omega}} \mathrm{~d} t e^{-i n \Omega t}\left\langle\mathbf{Y}_{\mathrm{ad}}(t)\right\rangle \tag{3.46}
\end{equation*}
$$

with the property $\mathbf{b}_{-n}=\mathbf{b}_{n}^{*}$. These coefficients can be easily computed by means of Eqs. (3.27) and (C.41), yielding

$$
\begin{equation*}
\mathbf{b}_{n}=\frac{-i \lambda^{2} e^{-i n \theta_{z}}}{\kappa_{y}\left(1+i n \Omega / \gamma_{y}\right)} \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{\mathbf{q} J_{n}(\mathbf{q} \cdot \mathbf{A})}{q^{2}+r} e^{-q^{2} \widetilde{R}^{2}+i \mathbf{q} \cdot \Delta}, \tag{3.47}
\end{equation*}
$$

where $\widetilde{R}$ is the effective particle radius defined in Eq. (3.33). They are to be compared with the analogous coefficients $\mathbf{c}_{n}$ of the expansion of the dynamical response $\langle\mathbf{Y}(t)\rangle$ which we can read from Eq. (3.29), i.e.,

$$
\begin{equation*}
\mathbf{c}_{n}=\frac{-i \lambda^{2} D e^{-i n \theta_{z}}}{\kappa_{y}\left(1+i n \Omega / \gamma_{y}\right)} \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{\mathbf{q} q^{\alpha} J_{n}(\mathbf{q} \cdot \mathbf{A})}{\alpha_{q}+i n \Omega} e^{-q^{2} \widetilde{R}^{2}+i \mathbf{q} \cdot \Delta} . \tag{3.48}
\end{equation*}
$$

We discuss this comparison in Section 3.4, while we focus below on the adiabatic response. In the following, we will indicate for brevity $b_{n} \equiv\left\|\mathbf{b}_{n}\right\|, c_{n} \equiv\left\|\mathbf{c}_{n}\right\|$; however, one can check that their only nonzero component is the one along the direction of $\mathbf{A}$ and $\Delta$.

### 3.3.3 Analysis of the adiabatic response

We are interested here in studying the behavior of the adiabatic response in Eq. (3.41) as we vary the external driving frequency $\Omega$. To this end, it is useful to rewrite the corresponding Fourier coefficients $\mathbf{b}_{n}$ in Eq. (3.47) as

$$
\begin{equation*}
\mathbf{b}_{n}(\Omega)=\frac{\mathbf{b}_{n}(\Omega=0)}{1+i n \Omega / \gamma_{y}}, \tag{3.49}
\end{equation*}
$$

where $\mathbf{b}_{n}(\Omega=0)=-i \lambda^{2} e^{-i n \theta_{z}} \mathcal{I}_{n} / \kappa_{y}$, having defined

$$
\begin{equation*}
\mathcal{I}_{n} \equiv \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \mathbf{q} \frac{e^{-q^{2} \tilde{R}^{2}}}{q^{2}+r} J_{n}(\mathbf{q} \cdot \mathbf{A}) e^{i \mathbf{q} \cdot \Delta} . \tag{3.50}
\end{equation*}
$$

### 3.3.3.1 Mean value

The temporal mean value $\mathbf{b}_{0} \equiv \mathbf{b}_{0}(\Omega)=\mathbf{b}_{0}(\Omega=0)$ around which the oscillations occur is the same in the adiabatic and dynamical response, i.e., $\mathbf{c}_{0}=\mathbf{b}_{0}$ : from Eqs. (3.48) and (3.49), it reads

$$
\begin{equation*}
\mathbf{b}_{0}=\mathbf{c}_{0}=\frac{\lambda^{2}}{\kappa_{y}} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \mathbf{q} \frac{e^{-q^{2} \widetilde{R}^{2}}}{q^{2}+r} J_{0}(\mathbf{q} \cdot \mathbf{A}) \sin (\mathbf{q} \cdot \Delta) . \tag{3.51}
\end{equation*}
$$

This quantity is plotted in Fig. 3.2b as a function of the correlation length $\xi$ of the field: the average is maximum at criticality, $r=0$, and it decays monotonically as $\sim r^{-1}$ as one moves away from the critical point.

We note that the temporal mean value $\mathbf{b}_{0}$ of the (anharmonic) oscillations is $\Omega$-independent, but it does not coincide with the position of mechanical equilibrium in Eq. (3.42) as long as the driving amplitude A does not vanish. This is expected, since the field-induced attraction is nonlinear (see, c.f., Eq. (C.61) in Appendix C. 5 and Fig. 3.2a). Indeed, let us analyze a single oscillation in one spatial dimension, and consider the second derivative of the induced force $h \equiv$ $\left.\partial_{x}^{2} F_{c}(x)\right|_{x=x_{\mathrm{eq}}} \neq 0$ computed in correspondence of the equilibrium interparticle distance $x=x_{\mathrm{eq}}$ (see Eq. (3.43)). When the two particles approach each other, if $h<0(h>0)$, they experience a stronger (weaker) attraction which is not completely counterbalanced by a proportionally weaker (stronger) attraction felt while they are further away from each other. The net result is that they spend more (less) time close to one another than they would if the attraction were the same during the two phases of the oscillation (as it happens in a linear force gradient, for which $h=0$ ).


Figure 3.3: (a) Amplitude of the first three Fourier harmonics (indexed by $n$ ) of the adiabatic response in Eq. (3.47), in spatial dimension $d=1$ and for $\Omega=0$. This provides an indication on the ratio of their magnitudes also for $\Omega \neq 0$, see Eq. (3.52). They are plotted as a function of $r / r_{\Delta}=(\Delta / \xi)^{2}$ (see Eq. (3.44)). The adiabatic response is in general dominated by the first harmonic, but the latter is suppressed in correspondence of a specific value $r_{1}$ of $r$ (see the main text). The parameters used in the plot are $\gamma_{y}=1, \widetilde{R}=0.7, \Delta=3$, and $A=0.5$. (b) Amplitude $\left|\mathbf{b}_{1}\right|$ and relative phase $\delta \theta$ of the first Fourier harmonic in the adiabatic response, see Eq. (3.47). The amplitude is normalized by $\left|\mathbf{b}_{1}(\Omega=0)\right|$, see Eq. (3.52), and $\delta \theta$ is the phase difference with respect to the mean position of the driven particle $\langle\mathbf{Z}(t)\rangle_{0}$, see Eq. (3.56). The curves in this plot are then independent of all the other parameters.

In Appendix H of Ref. [104] we derive again, using linear response theory, the value of the temporal average of the oscillations for small driving amplitudes $\mathbf{A}$ : its expression is given in Eq. (H2) therein, and it does not coincide with the value of $\mathbf{b}_{0}$ in Eq. (3.51) if not for $\mathbf{A}=0$. Indeed, linear response theory cannot capture the effect of the dynamical perturbation on the mean value of the oscillations, which is quadratic in $\mathbf{A}$ (being $J_{0}(x) \simeq 1-x^{2} / 4$ for small $x$ in Eq. (3.51)).

### 3.3.3.2 Amplitude

The amplitude of the $n$-th harmonic of $\left\langle\mathbf{Y}_{\mathrm{ad}}\right\rangle$ is found by inspecting Eq. (3.49), and it reads

$$
\begin{equation*}
\left|\mathbf{b}_{n}(\Omega)\right|=\frac{\left|\mathbf{b}_{n}(\Omega=0)\right|}{\sqrt{1+\left(n \Omega / \gamma_{y}\right)^{2}}} \tag{3.52}
\end{equation*}
$$

It is interesting first to compare the relative magnitude of $\left|\mathbf{b}_{n}(\Omega=0)\right|$ for various $n$ : they are plotted in Fig. 3.3a as a function of the ratio $r / r_{\Delta}=(\Delta / \xi)^{2}$ (see Eq. (3.44)). For $r \simeq r_{\Delta}$ the amplitude of the first harmonic attains a maximum: this corresponds to the correlation length $\xi$ being of the same order as the average separation $\Delta$ between the two traps, i.e., $\xi \sim \Delta$.

In general, it appears from Fig. 3.3a that the adiabatic response is essentially and generically determined by its dominant first harmonic. Although higher harmonics become more relevant when the amplitude $A$ of the driving is much larger than the effective particle radius $\widetilde{R}$, they still remain small compared to the first harmonic as long as $A$ and $\widetilde{R} \ll \Delta$. As an exception, however,

Fig. 3.3a shows that the first harmonic is significantly reduced at a small value of $r$ which we denote by $r_{1}$. Expanding for small forcing amplitudes $\mathbf{A}$ the equation $\left|\left(\mathbf{b}_{1}\right)_{i}\right| \equiv 0$ that defines $r_{1}$, one finds

$$
\begin{equation*}
A^{j} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{e^{-q^{2} \widetilde{R}^{2}}}{q^{2}+r_{1}} q_{i} q_{j} e^{i \mathbf{q} \cdot \Delta} \equiv 0 \tag{3.53}
\end{equation*}
$$

This equation turns out to be the same as the condition in Eq. (C.55), which defines the distance $\mathbf{x}_{\max }$ at which the field-induced interparticle force $\mathbf{F}_{c}(\mathbf{x})$ is maximum (see Fig. 3.2a), as it is clear by identifying $\mathbf{x} \equiv \Delta$ and $v(\mathbf{q}) \equiv \exp \left(-q^{2} \widetilde{R}^{2}\right)$. The physical interpretation is the following: for $r=r_{1}$ and small $\mathbf{A}$, the average interparticle distance $\Delta$ actually coincides with the distance $\mathbf{x}=\mathbf{x}_{\max }$ at which the field-induced force $\mathbf{F}_{c}(\mathbf{x})$ is maximum. Expanding $\mathbf{F}_{c}(\mathbf{x})$ at the leading order around $\mathbf{x}=\mathbf{x}_{\max }$ gives a force gradient which is at least quadratic in $\left|\mathbf{x}-\mathbf{x}_{\max }\right|$, so that the response loses its linear component (i.e., the first harmonic in its Fourier expansion - for example, feeding $\sin (\Omega t)$ into a quadratic force gradient would render $\sin ^{2}(\Omega t)$, whose frequency is doubled). Note that the identification between Eqs. (3.53) and (C.55) is not accidentally due to the choice of a Gaussian interaction potential $V_{q}=\exp \left(-q^{2} R^{2} / 2\right)$ : the generalization to another interaction potential $V_{q}^{\prime}$ is straightforwardly obtained by replacing $\exp \left(-q^{2} \widetilde{R}^{2}\right) \mapsto\left|V_{q}^{\prime}\right|^{2} \exp \left(-q^{2} T / 2 \kappa_{p}\right)$ in Eq. (3.53) (see Eqs. (3.24) and (3.33)). In both cases, we see that the only effect of the temperature $T$ is to renormalize the parameter $R$ (which characterizes $V_{q}$ ) by the mean-square displacement of the particle in the trap; in the case in which $V_{q}$ is Gaussian, $R$ gets simply replaced by $\widetilde{R}$ defined in Eq. (3.33).

In Appendix C.6.3 we determine the value $r_{1}$ of $r$ at which this frequency doubling occurs for the case $d=1$ (see Eq. (C.84)). However, from the above discussion it emerges that a similar qualitative behavior holds also for $d>1$, as we check within linear response theory in Appendix H of Ref. [104]. Indeed, the occurrence of frequency doubling relies only on the existence of a local maximum in the induced force (see Fig. 3.2a), a feature which goes possibly beyond our particular choice of a Gaussian interaction potential $V(\mathbf{x})$ (see, for instance, the analysis of the theta-potential in Appendix C. 5 and that of the critical Casimir force in Ref. [107]). We anticipate here that frequency doubling is actually a feature of the adiabatic response which is observed in the full dynamical response only when the adiabatic approximation is applicable - this will be shown below in Section 3.4.1.

Finally, for any given value of $r$, Eq. (3.52) shows that the amplitude $\left|\mathbf{b}_{n}\right|$ is maximum at low driving frequencies $\Omega$, while it decays as $\sim \Omega^{-1}$ upon increasing $\Omega$ beyond values that are larger than $\tau_{y}^{-1} \equiv \gamma_{y}$ : this is shown in Fig. 3.3b, where the amplitude $\left|\mathbf{b}_{1}\right|$ of the first harmonic is plotted as a function of $\Omega / \gamma_{y}$. We recall that $\tau_{y}$ is the timescale that characterizes the relaxation of the particle $\mathbf{Y}$ in its harmonic trap.

### 3.3.3.3 Phase

When $r>r_{1}$ the adiabatic response is dominated by its first harmonic, which is completely characterized by its amplitude $\left|\mathbf{b}_{1}\right|$ studied above and by its phase $\theta_{1}$ (see Eq. (3.45)), which we
analyze here. This phase can be extracted from the complex Fourier coefficient $\mathbf{b}_{1}$ in Eq. (3.49) as

$$
\begin{equation*}
\theta_{1}=-\left(\theta_{y}+\theta_{z}+\pi / 2\right)+\pi \times \operatorname{sign}\left(\mathcal{I}_{1}\right), \tag{3.54}
\end{equation*}
$$

where $\theta_{a}$ is given in Eq. (3.28) and $\operatorname{sign}\left(\mathcal{I}_{1}\right)= \pm 1$, depending on the sign of $\boldsymbol{I}_{1}$ given in Eq. (3.50). In $d=1$ and for $r>r_{1}$, the integral $I_{1}$ is negative: this can be checked via a numerical evaluation of Eq. (3.50) within a range of parameters compatible with our physical setting in Fig. 3.1, i.e., $\Delta \gg A, \widetilde{R}$. We recall that the average motion of the driven particle is given, at lowest order in $\lambda$, by (see Appendix C.1)

$$
\begin{equation*}
\langle\mathbf{Z}(t)\rangle_{0}=\Delta+\mathbf{A} \cos \left(\Omega t-\theta_{z}-\pi / 2\right) \tag{3.55}
\end{equation*}
$$

where the average is computed over the independent $(\lambda=0)$ process. By comparing Eqs. (3.54) and (3.55) with Eq. (3.45), we can extract the actual phase difference $\delta \theta$ between $\langle\mathbf{Y}(t)\rangle$ and $\langle\mathbf{Z}(t)\rangle_{0}$, i.e.,

$$
\begin{equation*}
\delta \theta \equiv \theta_{1}-\left(-\theta_{z}-\pi / 2\right)=-\theta_{y}-\pi . \tag{3.56}
\end{equation*}
$$

In the slow-forcing limit $\Omega \ll \gamma_{y}$ it is $\theta_{y} \rightarrow 0$, and from Eq. (3.56) we deduce that the particle $\mathbf{Y}(t)$ moves in counterphase with respect to $\mathbf{Z}(t)$. This is physically expected, as the particle $\mathbf{Y}$ feels a stronger attraction when the particle $\mathbf{Z}$ is closer to it than when it is further apart. In the fast-forcing limit $\Omega \gg \gamma_{y}$, where $\theta_{y} \rightarrow \pi / 2$, we get instead $\delta \theta=-3 \pi / 2$ : the particle $\mathbf{Y}(t)$ develops a $\pi / 2$ phase shift with respect to the driven particle $\mathbf{Z}(t)$. The situation is depicted in Fig. 3.3b (inset), where we plot the phase difference $\delta \theta$ and we show that it varies smoothly by $\pi / 2$ over a scale determined by $\gamma_{y}$.

We mention that a richer phenomenology is expected in spatial dimension $d>1$, where the direction of the driving A could in principle be chosen to be orthogonal to that of the average separation $\Delta$ between the two traps. In this setup, one can check that the sign of the integral $\mathcal{I}_{1}$ in Eq. (3.50) is positive, so that Eq. (3.56) reads $\delta \theta=-\theta_{y}$. In the slow-forcing limit in which $\theta_{y} \rightarrow 0$, the two particles would then move in phase ( $\delta \theta=0$ ), as physically expected by arguing again that their attraction is stronger when they are spatially close to one another, than when they are further apart.

### 3.4 Analysis of the dynamical response

In this section we analyze the dynamical response $\langle\mathbf{Y}(t)\rangle$ of the particle in the fixed well, within the weak-coupling approximation given in Eq. (3.29). All the figures we present and discuss below refer for simplicity to the case $d=1$, but the main qualitative features of the response persist in higher spatial dimensions.

We start by focusing on the Fourier coefficients of the dynamical response given in Eq. (3.48) and by comparing them to those of the adiabatic response given in Eq. (3.47). First and not surprisingly, they coincide for a vanishing driving frequency, i.e., $\mathbf{c}_{n}(\Omega=0)=\mathbf{b}_{n}(\Omega=0)$ : their difference is only manifest in the dynamics. Secondly, a common factor $\left(1+i n \Omega / \gamma_{y}\right)^{-1}$ multiplies both sets of coefficients, and this is the only place where the relaxation timescale $\tau_{y}^{-1}=\gamma_{y}$ of the fixed trap appears. We have seen in Section 3.3.3 how it is this factor alone that determines


Figure 3.4: (a) Amplitude $\left|b_{1}\right|$ and $\left|c_{1}\right|$ of the first (and most relevant) Fourier components in the adiabatic and dynamical response for model $A$ and $B$, plotted as a function of $r / r_{\Delta}=(\Delta / \xi)^{2}$ (see Eq. (3.44)). The amplitudes of the oscillations in the two cases are particularly different upon decreasing $r$ for $r<r_{\Delta}$, where the adiabatic response reaches its maximum before decreasing towards zero (see also Fig. 3.3a and the discussion in Section 3.4.1). Here the amplitude is plotted for a driving frequency $\Omega<\Omega_{\text {peak }}$ (see discussion in Section 3.4.2.1). The parameters used in the plot are $\gamma_{y}=1, D=10, \widetilde{R}=0.7, \Delta=3, A=1$, and $\Omega=0.35$. (b) Values $r_{A, B}$ of the parameter $r$ such that, for a given value of the driving frequency $\Omega$, the amplitude of the dynamical response in model $A, B$ matches that of the adiabatic approximation (see the main text for further explanations). By scaling arguments, we expect $r_{A} \sim \Omega$ and $r_{B} \sim \sqrt{\Omega}$ (see Eq. (3.57)). The parameters used in the graph are $\gamma_{y}=1, D=100, \widetilde{R}=0.7, \Delta=3$, and $A=1$.
the properties of the adiabatic response as a function of $\Omega$, see Eq. (3.49); its qualitative features (amplitude, phase) are analogous to those of a low-pass filter in circuit electronics. Even though the dependence on $\Omega$ is more complicated in Eq. (3.48), this "filter" remains and it characterizes the dynamical response for frequencies $\Omega \geq \gamma_{y}$.

We noticed in Section 3.3.3.2 that, in general, the first Fourier harmonic dominates the adiabatic response (see Fig. 3.3a). One can check that this is also the case for the dynamical response, both at low $\Omega$ (which is not surprising, since for $\Omega=0$ the two sets of Fourier coefficients $\mathbf{b}_{n}$ and $\mathbf{c}_{n}$ coincide) and for higher driving frequencies because, for large $\Omega$, one has $\left|\mathbf{c}_{n}\right| \sim(n \Omega)^{-2}$ from Eq. (3.48). In the following, we will then focus mostly on the analysis of the first harmonic, bearing in mind that the zeroth harmonic, i.e., the average value around which the particle $\mathbf{Y}$ oscillates, is the same as that of the adiabatic approximation (see Eq. (3.51)), whose features have been described in Section 3.3.3.1.

### 3.4.1 Adiabatic limit

Let us first compare the dynamical response to the adiabatic one. Looking at Fig. 3.4a, which shows the amplitude of the first harmonic as a function of $r=\xi^{-2}$, it appears that for any fixed value of the driving frequency $\Omega$ there exists a threshold value $r_{A}$ or $r_{B}$ (depending on the model considered) such that for $r \geq r_{A, B}(\Omega)$ the system dynamics becomes effectively adiabatic. When
this happens, the amplitude of the dynamical response in model $A / B$ is very well approximated by that of the adiabatic response, and the corresponding curves in Fig. 3.4a coincide.

This can be understood in terms of the competition between the relaxation timescale $\tau_{\phi}$ of the field, which is given in Eq. (1.25), and the one set by the external periodic driving, i.e., $\tau_{\Omega} \sim \Omega^{-1}$. Typical field fluctuations are those with wavevector $q \sim \xi^{-1}$, where $\xi \sim r^{-1 / 2}$ is the field correlation length. We expect the adiabatic approximation to be accurate when the timescale $\tau_{\phi}^{\text {typ }}$ of these typical fluctuations is much shorter than $\tau_{\Omega}$, i.e., $\tau_{\phi}^{\text {typ }} \equiv \tau_{\phi}\left(q \sim \xi^{-1}\right) \ll \tau_{\Omega}$ : a simple calculation indicates that the threshold values $r_{A, B}$ are given by

$$
\begin{equation*}
r_{A} \sim \Omega / D, \quad r_{B} \sim \sqrt{\Omega / D} . \tag{3.57}
\end{equation*}
$$

This is verified in Fig. 3.4b, where we plot $r_{A}$ and $r_{B}$ as a function of the driving frequency $\Omega$. The symbols correspond to numerical estimates of $r_{A, B}$ obtained by inspecting plots analogous to that of Fig. 3.4a, while the solid lines correspond to Eq. (3.57).

Note that the timescale $\tau_{y} \sim \gamma_{y}^{-1}$, which characterizes the relaxation of the particle $\mathbf{Y}$ in its harmonic trap, does not affect this interplay between $\tau_{\Omega}$ and $\tau_{\phi}$. As anticipated above, it merely contributes a common scaling factor $\left[1+\left(\Omega / \gamma_{y}\right)^{2}\right]^{-1 / 2}$ to the amplitude of the first harmonic and results into a phase shift $\theta_{y}$ given by Eq. (3.28). This is in fact consistent with the effective field interpretation we gave in Section 3.2.3: the particle $\mathbf{Y}$ moves under the effect of the excitations generated on the field $\phi$ by the motion of the particle $\mathbf{Z}$. Any feedback of the particle $\mathbf{Y}$ on the field is neglected, because we are considering only the lowest nontrivial order in a perturbative expansion in the coupling $\lambda$. Accordingly, adiabaticity depends on how faithfully the field $\phi$ (which relaxes on a finite timescale) is able to transmit the excitation generated by the motion of the particle $\mathbf{Z}$ : the smaller the driving frequency $\Omega$, the more accurate this transmission becomes. What happens to the particle $\mathbf{Y}$ after the "message" is received will only eventually depend on its characteristic timescale $\tau_{y}$.

Outside the adiabatic regime, the adiabatic and dynamical responses are qualitatively different especially for $r<r_{\Delta}=\Delta^{-2}$, the latter being the value of $r$ around which the adiabatic response reaches its maximum (see Fig. 3.4a and the discussion in Section 3.3.3.2). This also marks the point at which the correlation length of the field becomes of the same order of magnitude as the average separation between the two traps, i.e., $\xi \sim \Delta$. In Section 3.3.3.2 we described the phenomenon of frequency doubling in the adiabatic response: the amplitude of its first harmonic decreases upon decreasing $r$ below $r_{\Delta}$, and vanishes at $r=r_{1}$ (see Fig. 3.3b). We can conclude that, in general, frequency doubling is not observed in the dynamical response, unless the adiabatic approximation is accurate (i.e., at small driving frequency $\Omega$ and large field mobility $D$, according to the discussion above).

### 3.4.2 Frequency dependence of the dynamical response

The behavior of the actual dynamical response in Eq. (3.29) as a function of the driving frequency $\Omega$ is richer than that of the adiabatic response. The limiting cases of slow and fast driving are analytically accessible, while for intermediate values of the driving frequency $\Omega$ we can evaluate


Figure 3.5: Amplitudes $\left|b_{1}\right|$ and $\left|c_{1}\right|$ of the first Fourier harmonic in the adiabatic and dynamical responses, respectively, shown as functions of the driving frequency $\Omega$ in $d=1$, for both models A and B. For large $\Omega$, the amplitude decays as $\Omega^{-1}$ for the adiabatic response and as $\Omega^{-2}$ in the dynamical case (see the inset in log-log scale, where we indicated the asymptotic behaviors with dotted lines). For small values of $\Omega$, the dynamical response is typically larger than the one predicted by the adiabatic approximation, and it is peaked around $\Omega_{\text {peak }}$ given in Eq. (3.59). Close to $\Omega \sim 0$, both responses collapse on their static amplitude given in Eq. (3.58); all the curves in this plot are normalized by this value. The parameters used in the graph are $v_{y}=1$, $\kappa_{y}=1, D=1, \widetilde{R}=0.7, \Delta=3, A=1$, and $r=10^{-4}$.
numerically the integrals that appear in Eq. (3.29). We can then use the insight we gained in Section 3.3.3 in order to rationalize the qualitative behavior observed in the plots.

In order to simplify the discussion by enforcing a separation of timescales, we consider in this Section a large value of the inverse timescale $\gamma_{y}=\tau_{y}^{-1}$. Indeed, as anticipated above, the amplitude of $\langle\mathbf{Y}(t)\rangle$ is significantly reduced at frequencies $\Omega \gg \gamma_{y}$ and this would make the features of the dynamical response hardly appreciable. Let us also set the parameter $r \ll r_{\Delta}$ (see Eq. (3.44)), a choice which we will motivate further below.

### 3.4.2.1 Amplitude

The main qualitative features of the dynamical response are displayed in Fig. 3.5, where we plot the amplitude $\left|\mathbf{c}_{1}\right|$ of the first Fourier harmonic (see Eq. (3.48)) as a function of $\Omega$ for models A and B, and we compare it to the amplitude of the adiabatic response. For vanishing $\Omega$ both responses collapse on a common quasi-static curve, which follows from Eqs. (3.45) and (3.47) to (3.50) as

$$
\begin{equation*}
2\left|\mathbf{b}_{1}(\Omega=0)\right|=2\left|\mathbf{c}_{1}(\Omega=0)\right|=2 \lambda^{2} I_{1} / \kappa_{y} . \tag{3.58}
\end{equation*}
$$

For small but nonzero $\Omega$, on the other hand, the dynamical response is typically larger than the one predicted within the adiabatic approximation. The former appears to be peaked around a frequency $\Omega_{\text {peak }}$ which can be identified as the inverse relaxation timescale of the field $\phi$ over a distance comparable with the average separation $\Delta$ between the two traps. This can be obtained
from Eq. (1.25) by setting $q \simeq 1 / \Delta$ : for $r \ll r_{\Delta}=\Delta^{-2}$, we find

$$
\begin{equation*}
\Omega_{\mathrm{peak}} \sim \tau_{\phi}^{-1}(q \simeq 1 / \Delta) \simeq D / \Delta^{z} \tag{3.59}
\end{equation*}
$$

where $z=2+\alpha$ is the dynamical critical exponent of the field $\phi$ (we recall that $\alpha=0$ and 2 for model A and B respectively [54]). Accordingly, $\Omega_{\text {peak }}$ is different for model A and model B dynamics.

Finally, for large $\Omega$, the amplitude of the dynamical response decays as $\Omega^{-2}$, at odds with the adiabatic response which decays as $\Omega^{-1}$, so that the former becomes eventually smaller than the latter. This is shown in the inset of Fig. 3.5, where the amplitude is plotted as a function of $\Omega$ in log-log scale, together with the asymptotic decays mentioned above.

Let us now motivate the choice $r \ll r_{\Delta}$. The argument we gave in Section 3.4.1 when discussing the adiabatic limit can be reversed: for every fixed value of the parameter $r$, there will be a driving frequency $\Omega_{A, B}(r)$ such that, when $\Omega \leq \Omega_{A, B}(r)$, the dynamics of the system is well approximated by the adiabatic one. Their value can be found by inverting Eq. (3.57), i.e.,

$$
\begin{equation*}
\Omega_{A} \sim D r, \quad \Omega_{B} \sim D r^{2} \tag{3.60}
\end{equation*}
$$

Since the characteristic frequency scale of the dynamical response is given by $\Omega_{\text {peak }}$ (see Fig. 3.5), in order to appreciate the difference with respect to the adiabatic response we must require $\Omega_{A, B}(r) \ll \Omega_{\text {peak }}$. By choosing $r \ll r_{\Delta}$ this requirement is automatically satisfied, as it can be checked by using the definition of $\Omega_{\text {peak }}$ in Eq. (3.59). If, on the contrary, one chooses $r \gtrsim r_{\Delta}$, then intermediate cases occur in which the peak shifts towards larger values of $\Omega$, while still remaining far from the adiabatic limit.

Similarly, in plotting the amplitude of the dynamical response as a function of $r$ in Fig. 3.4a we chose $\Omega \ll \Omega_{\text {peak. }}$. In fact, had we chosen instead $\Omega \gg \Omega_{\text {peak }}$, the dynamical amplitude would have been smaller than the adiabatic amplitude, and it would have approached the latter from below in correspondence of $r_{A, B}(\Omega)$.

### 3.4.2.2 Phase

In analogy with what we did for the adiabatic response discussed in Section 3.3.3.3, from the Fourier coefficient $\mathbf{c}_{1}$ in Eq. (3.48) one can determine the phase of the dynamical response which we indicate by $\varphi_{1}$, so as to distinguish it from the phase $\theta_{1}$ of the adiabatic response. In particular, one finds

$$
\begin{equation*}
\varphi_{1}=-\left(\theta_{y}+\theta_{z}+\pi / 2\right)+\arg \left(I_{1}\right) \tag{3.61}
\end{equation*}
$$

where $\arg \left(I_{1}\right)$ indicates the argument of the complex integral

$$
\begin{equation*}
I_{1} \equiv \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{q_{\|} q^{\alpha} J_{1}(\mathbf{q} \cdot \mathbf{A})}{\alpha_{q}+i \Omega} e^{-q^{2} \widetilde{R}^{2}+i \mathbf{q} \cdot \Delta} \tag{3.62}
\end{equation*}
$$

In the expression above $q_{\|}$indicates the component of $q$ along $A$ and $\Delta$. For $\Omega \rightarrow 0$, we note that $I_{1} \simeq \mathcal{I}_{1} / D$ (see Eq. (3.50)) and we recover the adiabatic limit with $\varphi_{1} \simeq \theta_{1}$. For $\Omega \rightarrow \infty$, instead, one finds

$$
\begin{equation*}
I_{1} \simeq \frac{1}{i \Omega} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} q_{\|} q^{\alpha} J_{1}(\mathbf{q} \cdot \mathbf{A}) e^{-q^{2} \widetilde{R}^{2}+i \mathbf{q} \cdot \Delta} \tag{3.63}
\end{equation*}
$$



Figure 3.6: (a) Phase of the adiabatic and dynamic responses, shown as a function of the driving frequency $\Omega$ in $d=1$. In both cases the relative phases $\delta \theta$ and $\delta \varphi$, respectively, are measured with respect to the motion of the driven particle $\langle\mathbf{Z}(t)\rangle_{0}$ (see Eqs. (3.56) and (3.64)). For large values of $\Omega$, the response in model A is in phase with the motion of the driven particle (i.e., $\delta \varphi \rightarrow 0$ ), while in model B it is in counterphase (i.e., $\delta \varphi \rightarrow-\pi$ ). They are both in contrast with the adiabatic approximation, which predicts a $\pi / 2$ phase shift $\delta \theta$. For sufficiently small $\Omega$, the three responses must coincide and we recover the physically familiar picture in which the motion is in counterphase with respect to $\langle\mathbf{Z}(t)\rangle_{0}$ with $\delta \varphi=\delta \theta=\pi$. For intermediate values of $\Omega$, the phase in the dynamical response varies rapidly and non-monotonically, if $\widetilde{R}<\Delta$, before reaching its asymptotic value. The parameters used in the plot are $\gamma_{y}=1, D=10^{-3}, \widetilde{R}=0.4$, $\Delta=3, A=0.1$, and $r=10^{-3}$. (b) Phase $\varphi_{1}$ of the dynamical response, shown as a function of the distance $\Delta$ between the two traps, for small values of the driving frequency $\Omega$ (see the main text). The behavior of $\varphi_{1}$ as a function of $\Delta$ is asymptotically linear, with a slope $\kappa$ which is independent of the spatial dimensionality $d$; for the case of model A, it is predicted by Eq. (3.66). The parameters used in the graph are $\gamma_{y}=1, D=0.1, \widetilde{R}=1, A=0.1$, and $r=10^{-3}$.

In analogy with Section 3.3.3.3, we focus on the phase difference $\delta \varphi$ with respect to the motion of the driven particle $\langle\mathbf{Z}(t)\rangle_{0}$, i.e.,

$$
\begin{equation*}
\delta \varphi \equiv \varphi_{1}-\left(-\theta_{z}-\pi / 2\right)=-\theta_{y}+\arg \left(I_{1}\right) . \tag{3.64}
\end{equation*}
$$

Recalling that $\theta_{y} \rightarrow \pi / 2$ for large $\Omega$, it follows from Eq. (3.63) that $\delta \varphi \simeq \pi / 2 \pm \pi / 2$, where the sign of the last term can be determined by performing the integration over $\mathbf{q}$ in Eq. (3.63) and it is in general different for model A or B (see Appendix C .7 - in $d=1$, the plus sign corresponds to model A, and the minus sign to model B). The motion of $\mathbf{Y}$ for large $\Omega$ is thus either in phase or in counterphase with the motion of the driven particle, depending on the model: in both cases, this is in sharp contrast with the adiabatic approximation, which predicts a $\pi / 2$ phase shift (see Fig. 3.3b in the same limit). However, the approximation we used to derive Eq. (3.63) can only be accurate if $\Omega$ is larger than all the physical frequencies involved in the problem. If we assume that the system is sufficiently close to criticality so that $\xi \gg \widetilde{R}$, then the effective particle radius $\widetilde{R}$ plays the role of a cutoff and the fastest timescale is represented by $\tau_{\phi}(q \sim 1 / \widetilde{R})$. Accordingly,
we expect the dynamical phase to reach its asymptotic value for

$$
\begin{equation*}
\Omega \gg \Omega_{\text {cutoff }} \equiv \tau_{\phi}^{-1}(q \sim 1 / \widetilde{R}) \sim D / \widetilde{R}^{z} . \tag{3.65}
\end{equation*}
$$

Recall that the amplitude $\left|\mathbf{c}_{1}\right|$ of the dynamical response starts decreasing for $\Omega \gg \Omega_{\text {peak }}$ (see Section 3.4.2.1 and Eq. (3.59)), and within our setup of Fig. 3.1 with $\widetilde{R} \ll \Delta$ it is $\Omega_{\text {cutoff }} \gg \Omega_{\text {peak }}$. As a result, the asymptotic value of $\varphi_{1}$ will not be reached in practice if not for vanishing values of the amplitude $\left|\mathbf{c}_{1}\right|$, and one observes instead a phase which is rapidly changing as a function of $\Omega$, different in general from the adiabatic phase $\theta_{1}$ (if not by coincidence). This can be seen in Fig. 3.6a, which compares the relative phase $\delta \varphi$ of the dynamical response to that of the adiabatic response, $\delta \theta$, as a function of $\Omega$.

Moreover, since $\widetilde{R}$ (which enters in $I_{1}$ defined in Eq. (3.62)) depends on the temperature $T$ via Eq. (3.33), an interesting outcome of the analysis presented above is that the phase $\varphi_{1}$ itself is $T$-dependent in our model. This was not the case for the phase $\theta_{1}$ within the adiabatic approximation, see Eq. (3.54).

Finally, in Fig. 3.6b we plot the phase $\varphi_{1}$ as a function of the average separation $\Delta$ between the traps and for small values of the driving frequency $\Omega$ : the dependence of $\varphi_{1}$ on $\Delta$ turns out to be linear for sufficiently large $\Delta$. The corresponding slope $k$ is independent of the spatial dimensionality $d$, and it can be extracted explicitly in the case of model A by using the method of steepest descent: this is done in Appendix C.7.2, where we show that

$$
\begin{equation*}
k \equiv-\frac{\partial \varphi_{1}}{\partial \Delta}=\left[r^{2}+(\Omega / D)^{2}\right]^{1 / 4} \sin \left(\frac{1}{2} \arctan \left(\frac{\Omega}{D r}\right)\right) . \tag{3.66}
\end{equation*}
$$

This fact suggests an interesting interpretation within the effective field picture presented in Section 3.2.3. Indeed, the response of the particle $\mathbf{Y}$ to a small sinusoidal perturbation generated by the particle $\mathbf{Z}$ at a distance $\Delta$ apart effectively reads

$$
\begin{equation*}
\langle\mathbf{Y}(t)\rangle \simeq \mathbf{R}(\Omega) \cos \left(\Omega t-k \Delta+\varphi_{k}\right), \tag{3.67}
\end{equation*}
$$

where the phase shift $\varphi_{k}$ and $\mathbf{R}(\Omega) \simeq\left|\mathbf{c}_{1}\right|$ (see Eq. (3.48)) depend in general on the various parameters of the problem. Equation (3.67) describes a wave propagating out of the source $\mathbf{Z}(t)$, and in this analogy the parameter $k$ plays the role of an effective wavenumber. This simplified picture does not apply when $\Omega$ becomes large compared to the other characteristic frequencies of the system, because then we have seen that $\varphi_{1}$ must saturate to a constant limiting value (which is, in particular, independent of $\Delta$ ). Moreover, albeit small, the contribution of higher harmonics will still modify the first harmonic contribution described by Eq. (3.67).

### 3.5 Numerical simulation

In this Section we investigate the validity of our analytical predictions, derived within the weakcoupling expansion, by direct integration of the coupled Langevin equations of motion of the field in Eq. (3.4), and of the two particles in Eqs. (3.6) and (3.7). To this end, we discretize the field $\phi$ over a lattice of side $L$ in $d=1$ or $d=2$ spatial dimensions, as described in Appendix C.8,


Figure 3.7: Average position $\langle Y(t)\rangle$ of the particle in the fixed trap, (a) in $d=1$, and (b) in $d=2$. The results of the numerical simulations (colored lines) are reported together with the analytical prediction in Eq. (3.29) (symbols), showing excellent agreement. The parameters used in both graphs are $v_{y}=1, D=1, \kappa_{y}=0.1, r=0.1, \lambda=0.5, \Delta=20, A=5, \Omega=2 \pi \times 10^{-3}$, lattice side $L=128$, and integration time step $\delta t=0.01$. In panel (a) we set $R=1.5, T=0.01$, and we averaged over $N=10^{5}$ realizations of the thermal noise appearing in Eqs. (3.4) and (3.6). In panel (b) the noise is absent (corresponding to $T=0$ ), and we take a single realization of the dynamics with the effective particle radius $\widetilde{R}=1.5165$ (see the main text), corresponding to the values of $R$ and $T$ considered in panel (a) and as obtained from Eq. (3.33).
and we assume periodic boundary conditions. We consider, for simplicity, the limit $\kappa_{z} \rightarrow \infty$ for the driven particle $\mathbf{Z}(t)$, which thus evolves deterministically according to Eq. (3.12), while the second particle $\mathbf{Y}(t)$ undergoes Brownian diffusion under the effects of its fixed trap.

We first simulate the system in $d=1$ in the presence of noise. Figure 3.7a compares the average over many realizations of the simulated trajectories of the particles with the analytical predictions in Eq. (3.29), showing a good agreement for both model A and model B. For this simulation we chose a set of parameters that poses model A close to the adiabatic regime, while model B is actually far from it. As a result, the curve corresponding to model A is (almost) in counterphase with respect to the external driving $\sim A \sin (\Omega t)$, while the curve corresponding to model B has a generic phase. We chose a large value of the driving amplitude $A$ so as to emphasize also the contribution of higher Fourier harmonics, although the first harmonic still dominates the response, as expected.

A further conclusion we can draw from this agreement between theoretical predictions and numerical simulations is the following. As we emphasized in Section 3.2.4, the prediction for $\langle\mathbf{Y}(t)\rangle$ in Eq. (3.29) does not distinguish the separate effects of having a larger particle radius $R$ from those of a higher temperature $T$, being them tangled into the effective radius $\widetilde{R}$ defined in Eq. (3.33). This observation actually simplifies the task of performing numerical simulations in higher spatial dimension $d$, where they become longer and more resource-demanding: we simply set $T=0$ and simulate the noiseless (i.e., deterministic) equations of motion, correcting $\widetilde{R}$ accordingly. Figure 3.7 b exemplifies this in $d=2$, for the same set of parameters as those used in Fig. 3.7a. The curves we observe are qualitatively similar to those in $d=1$, and again they
are in good agreement with the analytical prediction. In this second plot it appears even more evidently that the oscillations of the probe particle are not harmonic, as a result of the nonlinear interaction.

### 3.6 Extension to many particles

In Section 3.2 we noted that the contribution of any additional particle enters linearly in the master equation (3.15) which describes the one-point probability $P_{1}(\mathbf{y}, t)$ of the position $\mathbf{Y}(t)$ of the particle. In Section 3.2.3 we further commented that the effective field in which the particle $\mathbf{Y}$ evolves can be obtained by simply summing the contributions of all the other particles, which are acting as source terms for the field $\phi$. It would thus appear that multi-body effects are absent in our model, and that the induced interactions are indeed pairwise-additive, at odds with other types of fluctuation-induced interactions such as Casimir forces. Similar conclusions have been recently reached in Ref. [92], where it was shown that field-mediated forces between pointlike particles linearly coupled to a Gaussian field in equilibrium are indeed pairwise-additive, independently of the strength of the linear coupling. However, this is in principle not the case for nonequilibrium settings, such as the one considered in this Chapter. Since our analysis was based on a perturbative description valid for a small coupling $\lambda$, it is then natural at this point to ask whether pairwise-additivity holds beyond the perturbative regime. In order to answer this question, we now assume that $N$ particles $\left\{\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots, \mathbf{X}_{N}\right\}$ are in contact with the field $\phi$ as in Section 3.1, so that

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{\phi}+\sum_{a=1}^{N} \mathcal{U}_{a}\left(\mathbf{X}_{a}\right)+\mathcal{H}_{\mathrm{int}} \tag{3.68}
\end{equation*}
$$

where $\mathcal{U}_{a}$ are generic confining potentials, and

$$
\begin{equation*}
\mathcal{H}_{\mathrm{int}}=-\lambda \sum_{a=1}^{N} \int \mathrm{~d}^{d} \mathbf{x} \phi(\mathbf{x}) V^{(a)}\left(\mathbf{x}-\mathbf{X}_{a}\right) \tag{3.69}
\end{equation*}
$$

generalizes Eq. (3.3) to many particles. The field $\phi$ still evolves according to Eq. (3.4), while the particles follow

$$
\begin{equation*}
\dot{\mathbf{X}}_{a}(t)=\mathbf{F}_{a}\left(\mathbf{X}_{a}, t\right)+\lambda v_{a} \mathbf{f}_{a}\left(\mathbf{X}_{a}, \phi\right)+\boldsymbol{\xi}^{(a)}(t) \tag{3.70}
\end{equation*}
$$

where we denoted by $v_{a}$ the mobility coefficients, $\xi^{(a)}(t)$ are independent white Gaussian noises with the same variance as in Eq. (3.9), and $\mathbf{f}_{a}$ is defined as in Eq. (3.8). To make contact with Eq. (3.6) we can choose $\mathbf{F}_{a}\left(\mathbf{X}_{a}, t\right) \equiv-v_{a} \nabla_{X_{a}} \mathcal{U}_{a}\left(\mathbf{X}_{a}(t)\right)$, so as to describe the equilibrium fluctuations of the particles in their confining potentials $\mathcal{U}_{a}\left(\mathbf{X}_{a}\right)$ and in contact with the field. However, $\mathbf{F}_{a}\left(\mathbf{X}_{a}, t\right)$ can also be explicitly time-dependent (e.g., as in Eq. (3.7)), so that the problem is in general out of equilibrium (and similar to the one discussed above).

In order to study the dynamics induced by the set of Langevin equations (3.4) and (3.70), it is convenient to consider the corresponding Martin-Siggia-Rose [29, 70-72] dynamical functional $\mathcal{S}\left[\phi, \tilde{\phi},\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]$, as detailed in Appendix C.9. Here we indicated by $\tilde{\phi}(\mathbf{x}, t)$ and $\widetilde{\mathbf{X}}_{a}(t)$ the variables dynamically conjugate to $\phi(\mathbf{x}, t)$ and $\mathbf{X}_{a}(t)$, respectively. Integrating out the fields $\phi$ and
$\tilde{\phi}$ from the dynamical functional $\mathcal{S}$ formally yields an effective functional $\mathcal{S}_{\text {eff }}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]$ : any expectation value over the realization of the noises of quantities such as $O\left[\left\{\mathbf{X}_{a}\right\}\right]$, involving the particles but not the field, can then be expressed as

$$
\begin{equation*}
\left\langle\mathcal{O}\left[\left\{\mathbf{X}_{a}\right\}\right]\right\rangle=\int\left(\prod_{a=1}^{N} \mathcal{D} \mathbf{X}_{a} \mathcal{D} \widetilde{\mathbf{X}}_{a}\right) \mathcal{O}\left[\left\{\mathbf{X}_{a}\right\}\right] e^{-\mathcal{S}_{\mathrm{eff}}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]} \tag{3.71}
\end{equation*}
$$

where $\mathcal{D} \mathbf{X}_{a}$ indicates a path integral over the realizations of $\mathbf{X}_{a}$ (and similarly for $\mathcal{D} \widetilde{\mathbf{X}}_{a}$ ).
The integration over the fields $\phi$ and $\tilde{\phi}$ in the dynamical functional $\mathcal{S}$ given in Eq. (C.100) is possible for any value of $\lambda$, because the field Hamiltonian $\mathcal{H}_{\phi}$ in Eq. (1.16) is Gaussian and the field-particles coupling is linear. This results in the effective functional

$$
\begin{equation*}
\mathcal{S}_{\mathrm{eff}}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]=\mathcal{S}_{0}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]-\lambda^{2} \mathcal{S}_{\lambda}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right] \tag{3.72}
\end{equation*}
$$

where the free part $\mathcal{S}_{0}$ can be expressed as a sum of single-particle contributions (see Eq. (C.99)),

$$
\begin{equation*}
\mathcal{S}_{0}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]=\sum_{a=1}^{N} \mathcal{S}_{a}\left[\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right] \tag{3.73}
\end{equation*}
$$

while the interacting part $\mathcal{S}_{\lambda}$ contains a sum over two-particle contributions (see Eq. (C.109)),

$$
\begin{equation*}
\mathcal{S}_{\lambda}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]=\sum_{a, b=1}^{N} \mathcal{S}_{a b}\left[\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}, \mathbf{X}_{b}, \widetilde{\mathbf{X}}_{b}\right] \tag{3.74}
\end{equation*}
$$

where the explicit form of $\mathcal{S}_{a b}$ is provided in Eq. (C.109). The dynamical action in Eq. (3.72) is markedly pairwise additive, as it is only written in terms of one- and two-body terms. Moreover, it is exact for any value of the coupling $\lambda$. We can thus conclude that higher-order corrections which we have not included in our perturbative calculation will have the effect of renormalizing the (pairwise) interaction potential, but they will not introduce any additional multi-body interaction. In this respect, the conclusions of Ref. [92] readily extend also out of equilibrium.

### 3.7 Summary of this Chapter

In this Chapter we considered two Brownian particles interacting with the same fluctuating field, which are therefore subject to field-mediated forces: these can be used to induce synchronization when one of the two particles is externally driven. In equilibrium, these forces can be obtained by integrating out the field degrees of freedom from the system composed by the particles and the field: within this adiabatic approximation, the effective Langevin dynamics of the particles remains Markovian. The same holds if the medium is not instantaneously in equilibrium, but still characterized by a relaxation timescale which is short compared to that characterizing the motion of the particles. However, if the relaxation time of the medium becomes longer, then the adiabatic approximation fails and different techniques are needed to study the (nonequilibrium) dynamics of the particles.

We exemplified these facts by studying a simple, yet rich, model in which a scalar Gaussian field is linearly coupled to two overdamped Brownian particles kept spatially separated by two confining harmonic traps (Fig. 3.1). This is a natural extension of the model considered in Chapter 2 to the case of two particles. One of the two traps is driven periodically with a tunable frequency $\Omega$, which allows us to probe the dynamical response of the other particle over a range of frequencies which spans across the various timescales of the system. As the field approaches its critical point $r=0$, its relaxation timescale diverges and one observes a gradual departure from the condition of adiabatic response presented above. Within a weak-coupling expansion, we first derived the master equation (3.20) that describes the dynamics of the non-driven particle in the nonequilibrium periodic state attained by the system at long times. This can be used to determine the cumulant generating function of the particle position reported in Eq. (3.25), from which one can deduce, inter alia, the average and variance of the actual dynamical response of the particle given in Eqs. (3.29) and (3.30), respectively.

The latter has to be compared to the adiabatic response in Eq. (3.41), which we derived in Section 3.3 under the assumption of fast field relaxation. Its behavior as a function of the driving frequency $\Omega$ is trivially analogous to that of a low-pass filter in circuit electronics (Fig. 3.3b), and therefore we focus on its dependence on the field correlation length $\xi=r^{-1 / 2}$ (Fig. 3.3a): the amplitude of the oscillations induced on the particle in the fixed trap features a peak when $\xi \sim \Delta$, being $\Delta$ the average separation between the two traps, while it decays to zero for both larger and smaller values of $\xi$. Observing the response of such a particle then becomes a way to probe the equilibrium effective potential $V_{c}(\mathbf{x})$ induced between the two particles by the presence of the field, see Eq. (3.39) and Fig. 3.2a. Being $V_{c}(\mathbf{x})$ nonlinear, interesting phenomena such as frequency doubling can occur under periodic driving (see Section 3.3.3.2).

Conversely, the behavior of the actual dynamical response as a function of $\Omega$ is significantly richer and it is determined by the interplay between the various timescales characterizing the system. In particular, these are the relaxation time of the particle in its trap (see Eq. (3.11)), the timescale set by the external driving with frequency $\Omega$, and the relaxation times of the field (see Eq. (1.25)) across the typical length scales of the system: the field correlation length $\xi$, the average separation $\Delta$ between the two traps, the radius $R$ and the mean square displacement of the particle in the trap (see Eq. (3.33)). In Section 3.4 we studied in detail the amplitude (Figs. 3.4a and 3.5) and the phase (Figs. 3.6a and 3.6b) of this dynamical response. In particular, the amplitude of the oscillations displays a peak when the driving frequency $\Omega$ matches the relaxation timescale of the field over a length scale of the order of $\Delta$ (see Fig. 3.5). Moreover, for sufficiently slow driving, the phase $\varphi_{1}$ displays a linear dependence on $\Delta$ (see Fig. 3.6b and Eq. (3.66)). Both these features are not captured by the adiabatic response, whose amplitude decays monotonically upon increasing $\Omega$, and whose phase $\theta_{1}$ is $\Delta$-independent. Finally, in the limit of fast driving (i.e., large $\Omega$ ) the dynamical response predicts a $\pi / 2$ phase shift with respect to the adiabatic approximation (see Fig. 3.6a), which is a clear effect of retardation.

In passing, we interpreted these results in terms of the effective field (see Section 3.2.3): within the weak-coupling approximation, one can study the dynamics of a tracer particle as if it were immersed in the effective field generated by the motion of all the other particles coupled to the
same field, which can be treated as source terms. In fact, it turns out that the excitations generated by each of these moving particles contribute additively to the average effective field given in Eq. (3.31). This feature persists beyond the perturbative regime, as we verified in Section 3.6 by determining the dynamical functional that describes the many-particle dynamics for any value of the coupling constant $\lambda$, and checking that it does not give rise to genuine many-body effects.

We finally tested the accuracy of the perturbative approach by comparing its analytical predictions with the results of the numerical integration of the coupled equations of motion of the particles and the field, finding in general a good agreement (see Fig. 3.7). We conclude by noting that not only the kind of systems investigated here are well within the reach of current experiments [36], but a similar setup has in fact already been studied in Ref. [35], where the motion of silica particles immersed in a near-critical binary liquid mixture was observed by digital video-microscopy, and synchronization of their motion under external driving was reported upon approaching the critical point.

# Stochastic Thermodynamics and OSCILLATING MODES IN CORRELATED MEDIA 

In this Chapter we elaborate further on the model discussed in the previous ones, and focus on the problem of a particle dragged at constant velocity through a correlated medium. The action of an external "agent", which pumps energy into the system by driving the particle, is expected to produce nontrivial energetic and entropic flows both within the medium, and between the medium and the particle. However, standard stochastic thermodynamics does not allow to describe such flows, because it relies on the assumption of a spatially structureless bath whose equilibrium is not perturbed by the presence of a driven probe. As we noted in the previous Chapters, these assumptions are generically violated in a medium that presents macroscopic spatio-temporal correlations.

In the first part of this Chapter (from Section 4.1 to Section 4.3) we thus extend the framework of stochastic thermodynamics $[108,109]$ to include the case in which the medium displays spatiotemporal correlations. We will discuss their implications on the statistics of the work injected in the system, and on the spatially-resolved heat dissipation density. Our construction naturally renders the standard stochastic thermodynamics for a probe in a white thermal bath upon setting $\lambda=0$, where $\lambda$ is the coupling between the probe and the fluctuating order parameter. With these new tools in hand, we will be in a position to analyze the problem of a particle dragged at constant velocity through the medium by a harmonic trap, which is a setup commonly used to study friction and viscosity in (active) microrheology ${ }^{1}$ experiments [46, 111, 112], and is prototypical in stochastic thermodynamics.

In the second part of this Chapter (from Section 4.4 to Section 4.6) we characterize further the particle statistics in the nonequilibrium steady state attained at long times in the driven trap. In particular, we will focus on the evolution of the average particle position after a small perturbation, and demonstrate that it can sustain oscillating modes due to the underlying correlated medium. This behavior is generically ruled out in Markovian overdamped systems, while it is reminiscent of recent observations with colloidal particles in viscoelastic media [47].

The content of this Chapter has been published in the preprints: "D. Venturelli and A. Gambassi, Memory-induced oscillations of a driven particle in a dissipative correlated medium, 2023 New J. Phys. 25093025 " [113], and "D. Venturelli, S. A. M. Loos, B. Walter, É. Roldán, and A. Gambassi, Stochastic thermodynamics of a probe in a fluctuating correlated field, arXiv: 2305.16235" [114].

[^8]
### 4.1 Stochastic thermodynamics in a correlated medium

Stochastic thermodynamics provides a conceptual framework to investigate the entropic and energetic properties of fluctuating systems coupled to thermal baths, even far from equilibrium [108, 109, 115-118]. A crucial result in this context is the quantitative relation between the time-reversal asymmetry of the system fluctuations on the one hand, and the heat dissipated to the environment (and associated entropy production) on the other [119-122]. Most of the previous work relied on the assumption that the bath is at all times in equilibrium or in a nonequilibrium steady state, and displays no dynamical spatio-temporal correlations. In various contexts, however, the dynamics crucially hinges on spatio-temporal correlations of the environment - this is the case, e.g., for inclusions in lipid membranes [17-20], microemulsions [22-25], or defects in ferromagnetic systems [26-31]. As discussed in the previous Chapters, these correlations become long-ranged and particularly relevant when the environment is close to a critical point, as in the case, e.g., of colloidal particles in binary liquid mixtures [32-37]. Moreover, the simplified assumption of a structureless environment implies that all the information about local energy and entropy flows occurring within the environment is not taken into account. To generalize this paradigm, there is growing interest in extending concepts from stochastic thermodynamics towards systems with spatially extended correlations, such as pattern-forming statistical systems [123-126] or critical media [127-130]. Furthermore, a line of recent works discusses the irreversibility of active many-particle systems described by hydrodynamic field theories [126, 130-133]. These theoretical advances are driven by state-of-the-art experiments involving optical trapping, ultra-fast video-microscopy, or active particles [134-138].

In the following, we investigate the stochastic thermodynamics of a system consisting of a mesoscopic, externally driven probe coupled to a fluctuating medium. The latter is here represented by a scalar field obeying non-conserved or conserved dynamics [59], and the whole system (composed by the probe and the field) is immersed in a homogeneous heat bath at a fixed temperature $T$ that induces thermal fluctuations. We provide suitable definitions for the heat, work and entropy exchanges between the probe, the field and the thermal bath, which are consistent with the first and second laws of stochastic thermodynamics. This approach is simpler than addressing a fully microscopic model, while it goes beyond a description based on a generalized Langevin equation [139-144] — which may capture temporal, but not spatial correlations of the environment (see Eq. (1.36)). Notably, our framework is particularly powerful when dealing with a fluctuating medium that is close to a critical point, where one can replace a complex microscopic dynamics with the simplest model belonging to the same universality class $[6,59]$. Within the approach developed here, one can investigate the interplay between the probe, the spatio-temporal correlated field, and the heat bath under the light of stochastic thermodynamics. We illustrate the theory for the minimal yet insightful example in which the medium is represented by a fluctuating Gaussian field, as in Chapters 2 and 3.

Our starting point is a reference model similar to the one introduced in the previous Chapters: we consider a system formed by a mesoscopic probe located at $\mathbf{Y}(t) \in \mathbb{R}^{d}$ in $d$ spatial dimensions and a scalar field, whose value at position $\mathbf{x} \in \mathbb{R}^{d}$ and time $t$ is denoted by $\phi(\mathbf{x}, t) \in \mathbb{R}$. The


Figure 4.1: (a) Sketch of a probe particle dragged by a trap with velocity $\mathbf{v}$ through a correlated field (red surface). (b) Cartoon of the particle at position $\mathbf{Y}$, the modes of the field $\phi$ (red waves), and the particle-field interaction (blue box), which can store elastic energy $\mathcal{H}^{\text {int }}$. Particle and field exchange heats $\mathrm{d} Q_{y}$ and $\mathrm{d} Q_{\phi}$, respectively, with a bath at temperature $T$. An external agent exerts work $đ W$ on the particle. Particle and field may exchange energies $đ W_{y}^{\text {int }}$ and $đ W_{\phi}^{\text {int }}$, respectively, via their interaction. For clarity we do not indicate work exchanges between field modes. Heat fluxes are considered positive when they are supplied to the system.

Hamiltonian of the system is given by

$$
\begin{equation*}
\mathcal{H}[\phi, \mathbf{Y}, t]=\mathcal{H}_{\phi}[\phi]+\mathcal{H}^{\text {int }}[\phi, \mathbf{Y}]+\mathcal{U}(\mathbf{Y}, t) \tag{4.1}
\end{equation*}
$$

where $\mathcal{H}_{\phi}$ denotes the energy of the field, $\mathcal{U}$ is an external potential acting only on the probe, and $\mathcal{H}^{\text {int }}$ encodes the interaction between the probe and the field. Notably, at this stage $\mathcal{H}_{\phi}$ needs not be Gaussian. The probe is assumed to follow the overdamped Langevin equation

$$
\begin{equation*}
\gamma_{y} \dot{\mathbf{Y}}=-\nabla_{\mathbf{Y}} \mathcal{H}+\mathbf{F}_{\mathrm{ext}}+\xi \tag{4.2}
\end{equation*}
$$

where $\mathbf{F}_{\text {ext }}(\mathbf{Y}, t)$ accounts for non-conservative external forces. Similarly, the scalar field is assumed to evolve as discussed in Section 1.3, i.e.,

$$
\begin{equation*}
\gamma_{\phi} \dot{\phi}=-(i \nabla)^{\alpha} \frac{\delta \mathcal{H}}{\delta \phi}+\eta=-\left(-\nabla^{2}\right)^{\alpha / 2} \frac{\delta \mathcal{H}}{\delta \phi}+\eta \tag{4.3}
\end{equation*}
$$

with $\alpha=0$ or 2 for locally non-conserved or conserved dynamics [54,59]. Here $\gamma_{y, \phi}$ are friction coefficients, while $\eta$ and $\xi$ are independent Gaussian white noises satisfying the fluctuationdissipation relations $\left\langle\xi_{i}(t) \xi_{j}\left(t^{\prime}\right)\right\rangle=2 \gamma_{y} T \delta_{i j} \delta\left(t-t^{\prime}\right)$ and $\left\langle\eta(\mathbf{x}, t) \eta\left(\mathbf{x}^{\prime}, t^{\prime}\right)\right\rangle=2 \gamma_{\phi} T\left(-\nabla^{2}\right)^{\alpha / 2} \delta^{d}(\mathbf{x}-$ $\left.\mathbf{x}^{\prime}\right) \delta\left(t-t^{\prime}\right)$, where $\langle\ldots\rangle$ denotes the average over various noise realizations. Accordingly, in the absence of external driving (i.e., for $\mathbf{F}_{\text {ext }}=0$ and time-independent $\mathcal{U}$ ), the system reaches a state of thermal equilibrium. Figure $4.1(a)$ is a sketch of the model with a harmonic potential $\mathcal{U}$.

Note that the model described above generalizes the one introduced in Section 2.1 and adopted throughout Chapters 2 and 3 to the case in which $\mathcal{H}_{\phi}$ and $\mathcal{U}$ are not necessarily quadratic, and $\mathcal{H}^{\text {int }}$ is not yet specified. Here we made explicit use of the friction coefficients $\gamma_{\phi}$ and $\gamma_{y}$, as customary in stochastic thermodynamics. To make contact with the notation used in the previous Chapters, one needs to rescale $\eta \rightarrow \gamma_{\phi} \eta, \xi \rightarrow \gamma_{y} \xi$, and connect the field/probe friction coefficients to their respective mobilities as $\gamma_{\phi}=1 / D, \gamma_{y}=1 / v$.

### 4.2 Thermodynamic laws for the particle and the field

To investigate the thermodynamic properties of the system, we need to introduce suitable definitions of the energy flows and entropy changes associated with their stochastic dynamics. To this end, we utilize ideas from the framework of stochastic thermodynamics [108], and generalize them to the present case. In addition to the equations of motion, given by Eqs. (4.2) and (4.3), the only assumption we make is energy conservation for both the probe and field dynamics. We use Stratonovich stochastic calculus throughout [11]. The fluxes of energy and entropy between particle, field and thermal bath described below are summarized in Fig. 4.1(b).

First, we assume that the only systematic energy input into the system is due to the work done on the probe by the action of an external agent. This can either result from changing in time the potential $\mathcal{U}(\mathbf{Y}, t)$ - thereby increasing the potential energy of the probe - or from the application of an external force $\mathbf{F}_{\text {ext }}$. In agreement with classical mechanics, the work $đ W$ done on the probe within the time interval $[t, t+\mathrm{d} t]$ is simply given by [109]

$$
\begin{equation*}
\mathrm{d} W=\frac{\partial \mathcal{U}(\mathbf{Y}, t)}{\partial t} \mathrm{~d} t+\mathbf{F}_{\mathrm{ext}} \circ \mathrm{~d} \mathbf{Y} \tag{4.4}
\end{equation*}
$$

where đ denotes non-exact differentials, and $\circ$ indicates the usage of Stratonovich calculus throughout [109]. The total work $W$ along a certain stochastic trajectory $\{\mathbf{Y}(t), \phi(\mathbf{x}, t)\}_{t_{\mathrm{i}}}^{t_{f}}$ in the configuration space of the field and probe, from time $t_{\mathrm{i}}$ to $t_{\mathrm{f}}$, is obtained by integrating over the infinitesimal increments, i.e., $W\left[\{\mathbf{Y}, \phi\}_{t_{\mathrm{i}}}^{t_{f}}\right]=\int_{\{\mathbf{Y}, \phi\}_{t_{\mathrm{i}}}^{t_{t_{2}}}} đ W$.

Next, we consider the total energy $\mathcal{U}+\mathcal{H}_{\phi}+\mathcal{H}^{\text {int }}$ of the system and how it may change, in order to identify all possible types of energy (ex-)changes within the system. First, the probe can store potential energy $\mathcal{U}(\mathbf{Y}, t)$. The latter can change due to a probe displacement, i.e., a change of $\mathbf{Y}$, or due to a variation of the confining potential itself, giving rise to the differential

$$
\begin{equation*}
\mathrm{d} \mathcal{U}(\mathbf{Y}, t)=\nabla_{\mathbf{Y}} \mathcal{U}(\mathbf{Y}, t) \circ \mathrm{d} \mathbf{Y}+\frac{\partial \mathcal{U}(\mathbf{Y}, t)}{\partial t} \mathrm{~d} t \tag{4.5}
\end{equation*}
$$

Note that the last term on the r.h.s. of this equation can be expressed, via Eq. (4.4), in terms of the work $đ W$ as $\left(\AA W-\mathbf{F}_{\text {ext }} \circ \mathrm{d} \mathbf{Y}\right)$. This fact will be used further below in Sec. 4.2.1.
Second, the field can store energy $\mathcal{H}_{\phi}$ in its configuration, characterized by its local energy density $h_{\phi}(\mathbf{x})$, such that $\mathcal{H}_{\phi}=\int \mathrm{d}^{d} \mathbf{x} h_{\phi}(\mathbf{x})$. Since we assume that $\mathcal{H}_{\phi}$ is not explicitly time-dependent, the total change $\mathrm{d} \mathcal{H}_{\phi}$ of the internal energy is accordingly given by

$$
\begin{equation*}
\mathrm{d} \mathcal{H}_{\phi}=\int \mathrm{d}^{d} \mathbf{x} \mathrm{~d} h_{\phi}(\mathbf{x}), \quad \text { with } \quad \mathrm{d} h_{\phi}(\mathbf{x})=\frac{\delta \mathcal{H}_{\phi}}{\delta \phi(\mathbf{x})} \circ \mathrm{d} \phi(\mathbf{x}) . \tag{4.6}
\end{equation*}
$$

Here $\mathrm{d} h_{\phi}(\mathbf{x})$ denotes the local change of internal energy of the field. Notably, depending on the choice of $\mathcal{H}_{\phi}$, the change $\mathrm{d} h_{\phi}(\mathbf{x})$ may contain contributions from the neighboring points $\phi\left(\mathbf{x}^{\prime} \neq \mathbf{x}\right)$. For example, for the Gaussian Hamiltonian given in Eq. (1.16), the Laplacian term induces energy exchanges between neighboring locations, as one realizes by discretizing space on a lattice.
Third, the interaction $\mathcal{H}^{\text {int }}$ between field and probe can store elastic energy. Again, one can define
the density $h^{\text {int }}(\mathbf{x})$ of interaction energy such that $\mathcal{H}^{\text {int }}=\int \mathrm{d}^{d} \mathbf{x} h^{\text {int }}(\mathbf{x})$, while the differential of $\mathcal{H}^{\text {int }}$ reads

$$
\begin{equation*}
\mathrm{d} \mathcal{H}^{\mathrm{int}}(\mathbf{x}, t)=-\mathrm{d} W_{y}^{\mathrm{int}}-\int \mathrm{d}^{d} \mathbf{x} \mathrm{~d} W_{\phi}^{\mathrm{int}}(\mathbf{x}), \tag{4.7}
\end{equation*}
$$

with

$$
\begin{align*}
\mathrm{d} W_{y}^{\mathrm{int}} & :=-\nabla_{\mathbf{Y}} \mathcal{H}^{\mathrm{int}} \circ \mathrm{~d} \mathbf{Y},  \tag{4.8}\\
\mathrm{~d} W_{\phi}^{\mathrm{int}}(\mathbf{x}) & :=-\frac{\delta \mathcal{H}^{\mathrm{int}}}{\delta \phi(\mathbf{x})} \circ \mathrm{d} \phi(\mathbf{x}) . \tag{4.9}
\end{align*}
$$

Here, we have defined $đ W_{y}^{\mathrm{int}}$ and $đ W_{\phi}^{\mathrm{int}}(\mathbf{x})$ - the latter being a density, or field - as the infinitesimal changes of the interaction energy due to the fluctuations of $\mathbf{Y}$ or $\phi(\mathbf{x})$, respectively. We interpret these energy flows as the work done by $\mathbf{Y}$ and $\phi$, respectively. From Eq. (4.7) it follows that, in general, $\mathrm{d} W_{y}^{\text {int }} \neq-\int \mathrm{d}^{d} \mathbf{x} đ W_{\phi}^{\text {int }}(\mathbf{x})$, because $\mathcal{H}^{\text {int }}$ itself can store energy.

### 4.2.1 First law of stochastic thermodynamics

As a final step, we connect the various energy flows, thereby obtaining the balance equations and the appropriate expressions for the heat. We start with $\mathrm{d} \mathcal{U}(\mathbf{Y}, t)$ given in Eq. (4.5): using Eq. (4.4) and then Eq. (4.2), one finds

$$
\begin{align*}
\mathrm{d} \mathcal{U}(\mathbf{Y}, t) & =\left[\nabla_{\mathbf{Y}} \mathcal{U}(\mathbf{Y}, t)-\mathbf{F}_{\mathrm{ext}}\right] \circ \mathrm{d} \mathbf{Y}+\mathrm{d} W=\left(\xi-\gamma_{y} \dot{\mathbf{Y}}+\nabla_{\mathbf{Y}} \mathcal{H}^{\mathrm{int}}\right) \circ \mathrm{d} \mathbf{Y}+\mathrm{d} W \\
& =\left(\xi-\gamma_{y} \dot{\mathbf{Y}}\right) \circ \mathrm{d} \mathbf{Y}+\mathrm{d} W_{y}^{\mathrm{int}}+\mathrm{d} W \tag{4.10}
\end{align*}
$$

where in the last line we identified $đ W_{y}^{\text {int }}$ given by Eq. (4.8). Since we assume energy conservation for the probe dynamics, all the work $đ W_{y}^{\text {int }}+đ W$ done on the system that is not used to increase the potential energy of the probe (by an amount $\mathrm{d} \mathcal{U}$ ) must be dissipated into the heat bath in the form of the heat $-\mathrm{d} Q_{y}$. Thus, it follows from Eq. (4.10) that the first law for the probe reads

$$
\begin{equation*}
\mathrm{d} \mathcal{U}=\mathrm{d} Q_{y}+\mathrm{d} W_{y}^{\mathrm{int}}+\mathrm{d} W \tag{4.11}
\end{equation*}
$$

with the heat flow $đ Q_{y}$ defined by

$$
\begin{equation*}
\mathrm{d} Q_{y}=\left(\xi-\gamma_{y} \dot{\mathbf{Y}}\right) \circ \mathrm{d} \mathbf{Y} . \tag{4.12}
\end{equation*}
$$

Note that the latter is identical to the Sekimoto expression [115] for a single particle in a heat bath (i.e., with $\mathcal{H}^{\text {int }}=0$ ).

We now turn to the energetics of the field. We start with $\mathrm{d} h_{\phi}(\mathbf{x})$ given in Eq. (4.6) and we insert the equation of motion (4.3) of the field, finding

$$
\begin{align*}
\mathrm{d} h_{\phi}(\mathbf{x}) & =\frac{\delta \mathcal{H}_{\phi}}{\delta \phi(\mathbf{x})} \circ \mathrm{d} \phi(\mathbf{x})=\left\{\left(-\nabla^{-2}\right)^{\alpha / 2}\left[\eta(\mathbf{x})-\gamma_{\phi} \dot{\phi}(\mathbf{x})\right]+\frac{\delta \mathcal{H}^{\mathrm{int}}}{\delta \phi}\right\} \circ \mathrm{d} \phi(\mathbf{x}) \\
& =\left\{\left(-\nabla^{-2}\right)^{\alpha / 2}\left[\eta(\mathbf{x})-\gamma_{\phi} \dot{\phi}(\mathbf{x})\right]\right\} \circ \mathrm{d} \phi(\mathbf{x})+\mathrm{d} W_{\phi}^{\mathrm{int}}(\mathbf{x}) \tag{4.13}
\end{align*}
$$

where in the last step we recognized $đ W_{\phi}^{\text {int }}$ given in Eq. (4.9). Again, energy conservation requires that all the work $đ W_{\phi}^{\text {int }}$ that is locally done on the field is either stored in the field configuration
in the form of a $\mathrm{d} h_{\phi}(\mathbf{x})$ (its "bending"), or otherwise it is dissipated by the field in the form of heat $-\mathrm{d} Q_{\phi}(\mathbf{x}, t)$. Accordingly, the (local) first law for the field, valid at any point in space, reads

$$
\begin{equation*}
\mathrm{d} h_{\phi}(\mathbf{x})=\mathrm{d} Q_{\phi}(\mathbf{x})+\mathrm{d} W_{\phi}^{\mathrm{int}}(\mathbf{x}) . \tag{4.14}
\end{equation*}
$$

We note that the l.h.s. of the previous equation describes the total change of internal energy of the field at a given point $\mathbf{x}$, which generally also contains nonlocal contributions, as mentioned after Eq. (4.6). These terms can be interpreted as the energy exchanges within the field, i.e., between $\phi$ at different points in space. The integral form of Eq. (4.14) follows as

$$
\begin{equation*}
\mathrm{d} \mathcal{H}_{\phi}=\int \mathrm{d}^{d} \mathbf{x}\left[\mathrm{~d} Q_{\phi}(\mathbf{x})+\mathrm{d} W_{\phi}^{\mathrm{int}}(\mathbf{x})\right] . \tag{4.15}
\end{equation*}
$$

This first law allows us to identify from Eqs. (4.3) and (4.13) the local heat dissipation density (or field) of $\phi$ as

$$
\begin{equation*}
\mathrm{d} Q_{\phi}(\mathbf{x})=\left\{\left(-\nabla^{-2}\right)^{\alpha / 2}\left[\eta(\mathbf{x})-\gamma_{\phi} \dot{\phi}(\mathbf{x})\right]\right\} \circ \mathrm{d} \phi(\mathbf{x}) \tag{4.16}
\end{equation*}
$$

which generalizes the Sekimoto expression [109]. For $\alpha=0$, Eq. (4.16) formally resembles the heat exchange of a single particle. For conserved dynamics $(\alpha=2)$, the differential operator further introduces terms that are nonlocal in space.

### 4.2.2 Second law of stochastic thermodynamics

In accordance with the framework of stochastic thermodynamics for a finite number of degrees of freedom coupled to a heat bath, and with the framework of irreversibility for fields [131, 132], we define the total entropy production along a trajectory $\{\mathbf{Y}(t), \phi(\mathbf{x}, t)\}_{t=t_{\mathrm{i}}}^{t_{\mathrm{f}}}$ of the system from time $t_{\mathrm{i}}$ to $t_{\mathrm{f}}$ as [109]

$$
\begin{equation*}
\Delta S_{\text {tot }}\left[\{\mathbf{Y}, \phi\}_{t_{\mathrm{i}}}^{t_{\mathrm{f}}}\right]=\ln \frac{\mathcal{P}\left[\{\mathbf{Y}, \phi\}_{t_{\mathrm{i}}}^{t_{\mathrm{f}}}\right]}{\mathcal{P}^{\mathrm{R}}\left[\left\{\mathbf{Y}^{\mathrm{R}}, \phi^{\mathrm{R}}\right\}_{t_{\mathrm{i}}}^{t_{\mathrm{i}}}\right]} . \tag{4.17}
\end{equation*}
$$

Here $\mathcal{P}$ denotes the path probability of the forward path of the joint trajectory of field and probe, starting from the probability density field $\rho_{\mathbf{Y}, \phi}\left[\mathbf{Y}\left(t_{\mathrm{i}}\right), \phi\left(\mathbf{x}, t_{\mathrm{i}}\right)\right]$, while $\mathcal{P}^{\mathrm{R}}$ denotes the probability of the corresponding backward path in the time-reversed process, initialized with $\rho_{\mathbf{Y}, \phi}\left[\mathbf{Y}\left(t_{\mathrm{f}}\right), \phi\left(\mathbf{x}, t_{\mathrm{f}}\right)\right]$. In the time-reversed process, the time-dependent external driving protocols $\mathcal{U}(\mathbf{x}, t)+\mathbf{F}_{\text {ext }}(t)$ are reversed in time. The path probabilities are interpreted within the OnsagerMachlup formalism (see Ref. [69] and Section 1.5); by construction, the second law $\left\langle\Delta S_{\text {tot }}\right\rangle \geq 0$ holds, as detailed in Appendix D.1.

A central result, which is proved in Appendix D.1, is that the irreversibility $\Delta S_{\text {tot }}$ defined in Eq. (4.17) is equivalent to the total thermodynamic entropy production

$$
\begin{equation*}
\Delta S_{\mathrm{tot}}=-\frac{Q_{y}}{T}-\int \mathrm{d}^{d} \mathbf{x} \frac{Q_{\phi}(\mathbf{x})}{T}+\Delta S_{y, \phi^{\prime}}^{\mathrm{sh}} \tag{4.18}
\end{equation*}
$$

with the heat dissipation $Q_{y}$ and $Q_{\phi}$ defined in Eqs. (4.12) and (4.16), respectively - indicating the thermodynamic consistency of our framework. Here $\Delta S_{y, \phi}^{\text {sh }}$ denotes the change of the Shannon
entropy, $S_{y, \phi}^{\text {sh }} \propto-\ln \rho_{\mathbf{Y}, \phi}$, which is the entropy associated with the choice of the initial/final condition, and thus quantifies the entropy production due to configurational changes of the system. In contrast, the contributions $Q_{y}$ and $Q_{\phi}(\mathbf{x})$ depend on the entire trajectory, and thus quantify the entropy production in the medium associated with heat dissipation [145].

### 4.2.3 Steady states

If the system admits a steady state, then $\left\langle\mathrm{d} \mathcal{H}^{\text {int }}\right\rangle,\left\langle\mathrm{d} \mathcal{H}_{\phi}\right\rangle$, and $\langle\mathrm{d} \mathcal{U}\rangle$ vanish. Thus, the first laws for the probe and field given in Eqs. (4.11) and (4.14), respectively, simplify to

$$
\begin{equation*}
\langle\mathrm{d} W\rangle=-\left\langle\mathrm{d} Q_{y}\right\rangle-\left\langle\mathrm{d} W_{y}^{\mathrm{int}}\right\rangle, \quad \text { and } \quad\left\langle\mathrm{d} Q_{\phi}(\mathbf{x})\right\rangle=-\left\langle\mathrm{d} W_{\phi}^{\mathrm{int}}(\mathbf{x})\right\rangle \tag{4.19}
\end{equation*}
$$

Further, from Eq. (4.7), we find

$$
\begin{equation*}
\left\langle\int \mathrm{d}^{d} \mathbf{x} \mathrm{~d} W_{\phi}^{\mathrm{int}}(\mathbf{x})\right\rangle=-\left\langle\mathrm{d} W_{y}^{\mathrm{int}}\right\rangle . \tag{4.20}
\end{equation*}
$$

This equation implies, by using Eq. (4.19), that the total dissipation of the entire process is given by the work applied to the probe, i.e.,

$$
\begin{equation*}
\langle\dot{W}\rangle=-\left\langle\dot{Q}_{y}\right\rangle-\int \mathrm{d}^{d} \mathbf{x}\left\langle\dot{Q}_{\phi}(\mathbf{x})\right\rangle=T\left\langle\Delta \dot{S}_{\text {tot }}\right\rangle \geq 0 \tag{4.21}
\end{equation*}
$$

with $\dot{Q}:=\mathrm{d} Q / \mathrm{d} t, \dot{W}:=\mathrm{d} W / \mathrm{d} t$, and $\Delta \dot{S}_{\text {tot }} \simeq \Delta S_{\text {tot }} /\left(t_{\mathrm{f}}-t_{\mathrm{i}}\right)$. (Indeed, in steady states the Shannon entropy $S_{y, \phi}^{\text {sh }}$ is on average a conserved quantity, so $\left\langle\Delta S_{y, \phi}^{\text {sh }}\right\rangle=0$.) Accordingly, in steady states, $\left\langle\Delta \dot{S}_{\text {tot }}\right\rangle$ is proportional to the average power $\langle\dot{W}\rangle$ injected into the system, which indicates the physical consistency of our approach.

### 4.3 The case of a particle dragged through a Gaussian field

Within the framework developed above, we consider the typical setup [46] in which a probe particle is dragged at constant velocity $\mathbf{v}$ by a harmonic trap of stiffness $\kappa$. The corresponding potential is $\mathcal{U}(\mathbf{Y}, t)=\kappa(\mathbf{Y}-\mathbf{v} t)^{2} / 2$, and the dissipation rate follows from Eq. (4.4) as

$$
\begin{equation*}
\dot{W}=-\kappa \mathbf{v} \cdot(\mathbf{Y}-\mathbf{v} t) \tag{4.22}
\end{equation*}
$$

In the long-time limit, the system reaches a steady state in the comoving reference frame with velocity $\mathbf{v}$. As a minimal model for a near-critical medium - and as the simplest approximation of various complex systems - we consider a Gaussian field with Hamiltonian as in Eq. (1.16), as we already did in Chapters 2 and 3. We model the particle-field interaction $\mathcal{H}^{\text {int }}$ as in Eq. (2.3), in which the interaction potential $V(\mathbf{x})$ is as usual characterized by a single length scale $R$, representing the size of the particle.

### 4.3.1 Steady state in the comoving frame

To make contact with the notation introduced in Section 2.1 and adopted throughout Chapters 2 and 3, in the following we rescale $\eta \rightarrow \gamma_{\phi} \eta, \xi \rightarrow \gamma_{y} \xi$, and rename $\gamma_{\phi}=1 / D, \gamma_{y}=1 / v$. We will also use $\gamma=v \kappa$ for brevity, as in the previous Chapters.

We start by measuring the position $\mathbf{Z} \equiv \mathbf{Y}-\mathbf{v} t+\mathbf{v} / \gamma$ of the particle in the reference frame that is comoving with the harmonic trap. In terms of the coordinate $\mathbf{Z}$, the equations of motion (4.2) and (4.3) become

$$
\begin{align*}
& \dot{\mathbf{Z}}=-\gamma \mathbf{Z}-v \mathbf{\nabla}_{Z} \mathcal{H}_{\text {int }}[\varphi, \mathbf{Z}]+\boldsymbol{\xi},  \tag{4.23}\\
& \left(\partial_{t}-\mathbf{v} \cdot \boldsymbol{\nabla}\right) \varphi(\mathbf{x}, t)=-D(i \boldsymbol{\nabla})^{\alpha} \frac{\delta \mathcal{H}[\varphi, \mathbf{Z}]}{\delta \varphi(\mathbf{x}, t)}+\eta(\mathbf{x}, t), \tag{4.24}
\end{align*}
$$

where we introduced the translated field $\varphi(\mathbf{x}, t) \equiv \phi(\mathbf{x}+\mathbf{v} t-\mathbf{v} / \gamma, t)$. Note that $\mathcal{H}_{\phi}[\varphi]=\mathcal{H}_{\phi}[\phi]$ and $\mathcal{H}_{\text {int }}[\varphi, \mathbf{Z}]=\mathcal{H}_{\text {int }}[\phi, \mathbf{Y}]$, by translational invariance (which applies also to the white noises $\xi$ and $\eta$ ). In Fourier space, these equations can be written as

$$
\begin{align*}
& \dot{\mathbf{Z}}=-\gamma \mathbf{Z}+\lambda v \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} V_{-q} \varphi_{\mathbf{q}} e^{i \mathbf{q} \cdot \mathbf{Z}}+\xi  \tag{4.25}\\
& \left(\partial_{t}-i \mathbf{q} \cdot \mathbf{v}+\alpha_{q}\right) \varphi_{\mathbf{q}}=\lambda D q^{\alpha} V_{q} e^{-i \mathbf{q} \cdot \mathbf{Z}}+\eta_{\mathbf{q}} \tag{4.26}
\end{align*}
$$

with $\alpha_{q}$ given in Eq. (1.25). Note that, for $\lambda=0$, the evolution equation (4.26) for $\varphi_{\mathbf{q}}$ (with $\mathbf{v} \neq \mathbf{0}$ ) is formally the same as that for $\phi_{\mathbf{q}}$ in a fixed reference frame (i.e., with $\mathbf{v}=\mathbf{0}$ - see Eq. (1.23)), up to a shift $\alpha_{q} \mapsto\left(\alpha_{q}-i \mathbf{q} \cdot \mathbf{v}\right)$. Accordingly, its solution in the steady state is the same as in equilibrium (see Section 1.3), upon replacing the free-field equilibrium correlator $C_{q}(t)$, propagator $G_{q}(t)$,, and susceptibility $\chi_{q}(t)$ with

$$
\begin{align*}
& C_{\mathbf{q}}^{(\mathbf{v})}(t)=\frac{T}{q^{2}+r} e^{-\left(\alpha_{q}-i \mathbf{q} \cdot \mathbf{v}\right)|t|} \equiv e^{i \boldsymbol{q} \cdot \mathbf{v}|t|} C_{q}(t),  \tag{4.27}\\
& G_{\mathbf{q}}^{(\mathbf{v})}(t)=e^{-\left(\alpha_{q}-i \mathbf{q} \cdot \mathbf{v}\right) t} \Theta(t)=e^{i \mathbf{q} \cdot \mathbf{v t}} G_{q}(t), \tag{4.28}
\end{align*}
$$

and similarly $\chi_{\mathbf{q}}^{(\mathbf{v})}(t)=D q^{\alpha} G_{\mathbf{q}}^{(\mathbf{v})}(t)$. We will make use of these expressions in what follows.
At long times, we expect the system to reach a stationary state with $\langle\dot{\mathbf{Z}}\rangle_{\mathrm{ss}}=0$ and $\left\langle\partial_{t} \varphi_{\mathbf{q}}\right\rangle_{\mathrm{ss}}=0$ in which, according to Eqs. (4.25) and (4.26),

$$
\begin{equation*}
\langle\mathbf{Z}\rangle_{\mathrm{ss}}=\frac{\lambda}{\kappa} \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} V_{-q}\left\langle\varphi_{\mathbf{q}} \mathrm{e}^{i \mathbf{q} \cdot \mathbf{Z}}\right\rangle_{\mathrm{ss}}, \quad\left\langle\varphi_{\mathbf{q}}\right\rangle_{\mathrm{ss}}=\frac{\lambda D q^{\alpha} V_{q}\left\langle e^{-i \mathbf{q} \cdot \mathbf{Z}}\right\rangle_{\mathrm{ss}}}{\alpha_{q}-i \mathbf{q} \cdot \mathbf{v}} . \tag{4.29}
\end{equation*}
$$

Note that $\mathbf{Z}=0$ is the mean steady-state position for $\lambda=0$.
Due to the coupling between the field $\varphi_{\mathbf{q}}$ and the particle coordinates $\mathbf{Z}$, it is difficult in general to evaluate the terms $\left\langle\varphi_{\mathbf{q}} e^{i \mathbf{q} \cdot \mathbf{Z}}\right\rangle_{\mathrm{ss}}$ and $\left\langle e^{-i \mathbf{q} \cdot \mathbf{Z}}\right\rangle_{\mathrm{ss}}$ which appear in Eq. (4.29). In Refs. [80, 81, 104] and in the previous Chapters, this has been achieved by a perturbative expansion in increasing powers of the weak coupling $\lambda$ : following the same approach and using numerical simulations, in the following sections we will investigate quantitatively the properties of the nonequilibrium stationary state of the system. However, we anticipate here some of the qualitative features that emerge from such analysis, because they are useful to gain a physical insight into the problem.


Figure 4.2: Sketch of the system in its nonequilibrium steady state, attained at long times in the comoving frame of reference with $\mathbf{Z}=\mathbf{Y}-\mathbf{v} t+\mathbf{v} / \gamma$. The field rearranges around the particle forming a shadow (see Eq. (4.29)), represented here in spatial dimensionality $d=1$ (green line). The particle is subject to the attractive force $\mathbf{F}_{\lambda}(\mathbf{Z})$ directed towards the shadow (and due to the field, see Eq. (4.25)), to the friction force which is, on average, $\left\langle\mathbf{F}_{v}\right\rangle=-\mathbf{v} / v$, and to the restoring force $\mathbf{F}_{\kappa}=-\kappa \mathbf{Z}$ due to the harmonic trap (red parabola). The steady-state position of the particle (see Eq. (4.29)) results from the balance $\left\langle\mathbf{F}_{\kappa}\right\rangle=\left\langle\mathbf{F}_{v}\right\rangle+\left\langle\mathbf{F}_{\lambda}\right\rangle$. For $\lambda=0$ the field and the particle are decoupled, so that $\mathbf{F}_{\lambda}=0$ and the steady-state position reduces to $\langle\mathbf{Z}\rangle=\mathbf{0}$.

In the steady state, the average field profile $\langle\varphi(\mathbf{x})\rangle_{\mathrm{ss}}$ — obtained from the inverse Fourier transform of $\left\langle\varphi_{\mathbf{q}}\right\rangle_{\text {ss }}$, see Appendix D.4.1 - turns out to be enhanced in correspondence of the particle position, and is stretched in the direction opposite to the particle motion: we will refer to this field configuration as the shadow, and we represent it schematically in Fig. 4.2. Note that, by using Eq. (2.3), the term $\propto \lambda$ on the r.h.s. of Eq. (4.23) can be written as $\lambda v \int \mathrm{~d}^{d} \mathbf{z} \nabla \varphi(\mathbf{z}) V(\mathbf{z}-\mathbf{Z})$. Accordingly, for $\lambda \neq 0$, the particle is subject to a force which pushes it towards the maximum of the shadow. In the stationary state, this force adds up to the friction force in counterbalancing the restoring force exerted by the harmonic trap. Using perturbative arguments, in Section 4.3 .3 we will deduce that in general the field is responsible for the emergence of an additional (non-linear) friction acting on the dragged particle. Accordingly, the equilibrium position of the particle is further displaced to the left with respect to the value $\langle\mathbf{Z}\rangle=0$ it would have in the absence of the field (i.e., for $\lambda=0$ - see Eq. (4.29)). Note that the formation of the shadow is due to the response of the field to the passage of the particle, an aspect which is usually neglected in models used to describe the passive advection of a particle by a fluid flow [146, 147].

### 4.3.2 Heat dissipation field

The first thermodynamic quantity we analyze is the spatially resolved heat dissipation $Q_{\varphi}$ in the comoving reference frame. In Fig. 4.3 we show numerical results for $\left\langle\dot{Q}_{\varphi}\right\rangle$ of a field in $d=2$ with $\alpha=0$ (see the details in Appendix D.5). For small values of the correlation length $\xi$ [see panel (a)], we observe that $\left\langle\dot{Q}_{\varphi}\right\rangle$ is essentially negligible (within numerical uncertainties) and displays no discernible spatial structure. In contrast, if $\xi$ grows and becomes comparable to the particle size $R$ [panel (b)], regions of average heat dissipation $\left(\left\langle\dot{Q}_{\varphi}\right\rangle<0\right)$ or absorption $\left(\left\langle\dot{Q}_{\varphi}\right\rangle>0\right)$ start


Figure 4.3: Average local heat dissipation rate $\left\langle\dot{Q}_{\varphi}(\mathbf{z})\right\rangle$ by the field into the bath, in a frame comoving at velocity $\mathbf{v}$ with the harmonic trap (see Fig. 4.1). These results of numerical simulations (see Appendix D.5) refer to a Gaussian field in $d=2$ with non-conserved dynamics and, from (a) to (c), increasing values of $\xi / R$, where $\xi$ is the correlation length and $R$ the probe size (indicated with dash-dotted circles). Panel (d) shows $\left\langle\dot{Q}_{\varphi}(\mathbf{z})\right\rangle$ along the drag direction $z_{\|}$, for $z_{\perp}=0$ and the values of $\xi$ considered in (a-c). We used $L=128, \Delta t=10^{-2}, \lambda=5, v=5$, a Gaussian potential $V$ with variance $R=4$, and set all the other parameters to unity.
developing. Close to criticality, with $\xi \gg R$ [panel (c)], a dissipation dipole forms, with a region of heat absorption in front of the particle, whose spatial extent is approximately given by $\xi$. Hence, surprisingly, in front of the particle the heat bath supplies net energy as if it was coupled to a cooler object. Note that the second law [see Eq. (4.21)] implies $\left\langle\dot{Q}_{y}\right\rangle+\int \mathrm{d}^{d} \mathbf{x}\left\langle\dot{Q}_{\varphi}(\mathbf{x})\right\rangle<0$, but it does not preclude local heat absorption, i.e., $\left\langle\dot{Q}_{\varphi}(\mathbf{x})\right\rangle>0$ for some $\mathbf{x}$. To further elucidate the origin of this effect, below we analytically investigate the statistics of particle and field for various values of $v=|\mathbf{v}|$ and $\xi$, and the dissipated power.

### 4.3.3 Particle statistics and bending of the field

We now assume $\lambda$ to be small, and use it as a perturbative parameter [64, 80, 81, 104, 113]. From Eq. (4.26) we can calculate the mean stationary profile $\left\langle\varphi_{\mathbf{p}}\right\rangle_{\mathrm{st}^{\prime}}$ i.e., the shadow described above — this is detailed in Appendix D.4.1. The shadow is shown in Fig. 4.4(a) for a field in $d=1$ with $\alpha=0$ : the field is strongly bent around the particle, while $\langle\varphi(z)\rangle_{\mathrm{st}} \propto \exp \left(-|z| / \ell_{ \pm}\right)$for $z \rightarrow \pm \infty$,
with (see Appendix D.4.1)

$$
\begin{equation*}
\ell_{ \pm}=\xi\left[\sqrt{1+\left(\frac{\xi v}{2 D}\right)^{2}} \mp\left(\frac{\xi v}{2 D}\right)\right] \tag{4.30}
\end{equation*}
$$

Far from criticality $(\xi \rightarrow 0$, see inset), the shadow vanishes, rationalizing the corresponding vanishing of $\left\langle\dot{Q}_{\varphi}(\mathbf{z})\right\rangle$ in Fig. 4.3(a).

Via a perturbative approach, we can investigate the particle fluctuations analytically. The moment generating function $g(\mathbf{q}) \equiv\langle\exp (-i \mathbf{q} \cdot \mathbf{Z})\rangle$ of the particle position at the lowest nontrivial order in $\lambda$ reads (see Appendix D.3)

$$
\begin{equation*}
\ln g(\mathbf{q})=-\frac{q^{2} T}{2 \kappa}+\frac{i \lambda^{2}}{\kappa} \int_{0}^{\infty} \frac{\mathrm{d} u}{\sigma_{2}^{2}(u)} \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \frac{(\mathbf{p} \cdot \mathbf{v})}{p^{2}+r}\left|V_{p}\right|^{2} G_{\mathbf{p}}^{(\mathbf{v})}(u) e^{-p^{2} \sigma_{2}^{2}(u)}\left[1-e^{-(\mathbf{p} \cdot \mathbf{q}) \sigma_{2}^{2}(u)}\right] \tag{4.31}
\end{equation*}
$$

with $\sigma_{2}^{2}(u) \equiv T\left(1-e^{-\gamma u}\right) / \kappa$, and $G_{\mathbf{p}}^{(\mathbf{v})}(u)$ as in Eq. (4.25). Interestingly, Eq. (4.31) predicts a nonGaussian statistics of the particle position. In addition, the variance $\left\langle Z_{l} Z_{m}\right\rangle_{c} \propto \delta_{l m}$ changes anisotropically compared to the case $\mathbf{v}=\mathbf{0}$, so that the position distribution is elongated in the direction parallel to $\mathbf{v}$ [148]. Furthermore, $\left.i \nabla_{\mathbf{q}} g\right|_{\mathbf{q}=\mathbf{0}}$ gives the average displacement

$$
\begin{equation*}
\langle\mathbf{Z}\rangle=-\frac{\lambda^{2}}{\kappa} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \frac{\mathbf{p}(\mathbf{p} \cdot \mathbf{v})}{p^{2}+r}\left|V_{p}\right|^{2} \int_{0}^{\infty} \mathrm{d} u G_{\mathbf{p}}^{(\mathbf{v})}(u) e^{-p^{2} \sigma_{2}^{2}(u)} \tag{4.32}
\end{equation*}
$$

which turns out to be directed along $-\mathbf{v}$; hence, the field induces a shift of the probability density of the particle position, which lags behind the average stationary value in the absence of the field [see the inset of Fig. 4.4(b)]. Such a lag is the footprint of an underlying additional source of dissipation, which we analyze next.

### 4.3.4 Power fluctuations

From the generating function in Eq. (4.31), we can access the distribution of the dissipated power. Indeed, rewriting Eq. (4.22) in terms of $\mathbf{Z}$ gives $\dot{W}=v^{-1} v^{2}-\kappa \mathbf{v} \cdot \mathbf{Z}$, and thus

$$
\begin{equation*}
\ln \langle\exp (-i \mu \dot{W})\rangle=-i \mu v^{-1} v^{2}+\ln g(-\mu \kappa \mathbf{v}) \tag{4.33}
\end{equation*}
$$

encoding all moments of the dissipated power. To study the impact of the field, we focus on the average power

$$
\begin{equation*}
\langle\dot{W}\rangle=v^{-1} v^{2}-\kappa \mathbf{v} \cdot\langle\mathbf{Z}\rangle \equiv\langle\dot{W}\rangle_{0}+\langle\dot{W}\rangle_{\lambda} \tag{4.34}
\end{equation*}
$$

where we identify the dissipation rate $\langle\dot{W}\rangle_{0}=v^{-1} v^{2} \geq 0$ in the absence of the field, while $\langle\dot{W}\rangle_{\lambda}=-\kappa \mathbf{v} \cdot\langle\mathbf{Z}\rangle \geq 0$ encodes the additional dissipation due to the field. According to Eq. (4.21), these are further equal to the entropy production at $\lambda=0$ and $\lambda>0$, i.e., $\langle\dot{W}\rangle_{0}=T\left\langle\dot{S}_{\text {tot }}\right\rangle_{0}$ and $\langle\dot{W}\rangle_{\lambda}=T\left\langle\dot{S}_{\text {tot }}\right\rangle_{\lambda}$, respectively. In Fig. $4.4(\mathrm{~b})$ we show the perturbative prediction for $\langle\dot{W}\rangle_{\lambda}$ as a function of $v$, and the corresponding numerical data from simulations (see Appendix D.5), which are in good agreement. We find that $\langle\dot{W}\rangle_{\lambda}$ generally displays three distinct regimes ${ }^{2}$ upon
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Figure 4.4: (a) Steady-state expectation value $\langle\varphi(z)\rangle_{s t}$ of the field in the comoving frame, for various drag velocities $v>0$, in $d=1$ and with non-conserved dynamics. The shadow $\langle\varphi(z)\rangle_{\text {st }}$ flattens upon increasing $v$ (at fixed correlation length $\xi=10$, main plot) or upon decreasing $\xi$ (at fixed $v=5$, inset). $\langle\varphi(z)\rangle_{\text {st }}$ decays exponentially upon increasing $|z|$ with different decay lengths $\ell_{ \pm}$in front of or behind the particle - see Eq. (4.30). We used $V_{q}=\exp \left(-q^{2} R^{2} / 2\right)$ and $R^{2}+T / \kappa=1$, while the other parameters were set to unity. (b) Additional dissipation rate [see Eq. (4.34)] as a function of $v$, for various values of $\xi$ (with $T=0.1$, while the other parameters were set to one). Symbols correspond to simulations. Inset: scaled correction $-\langle Z\rangle / \lambda^{2}$ to the average particle position [see Eq. (4.32)].
increasing $v$ : first, $|\langle Z\rangle|$ grows linearly [see Fig. 4.4(b), inset], so that $\langle\dot{W}\rangle_{\lambda} \propto v^{2}$, as it would be the case for usual Stokes friction. After a crossover, in the second regime $|\langle Z\rangle| \propto 1 / v$, and therefore $\langle\dot{W}\rangle_{\lambda}$ plateaus at intermediate $v$, which indicates a constant energetic cost associated with the particle-field interaction. Finally, in the third regime, $|\langle Z\rangle|$ saturates and thus $\langle\dot{W}\rangle_{\lambda} \propto v$. We remark that the second and third non-Stokesian regimes cannot be captured by a linear GLE - see Appendix D.2.

We present a thorough analysis of these regimes in Appendix D.4.1, for the case $\alpha=0$, and summarize it here. First, by inserting into Eq. (4.25) the formal solution of Eq. (4.26) for $\varphi_{\mathbf{p}}(t)$, an effective equation for $\mathbf{Z}(t)$ can be obtained, which is non-Markovian and nonlinear. However, in the limit of small $v$, the field is sufficiently fast to equilibrate around the particle at each instant in time $[64,104]$. Conversely, for large $v$, the evolution of the field is so slow that the particle encounters an effectively static field configuration. Accordingly, the first two regimes can be quantitatively captured by adiabatically replacing the field $\varphi_{\mathbf{p}}(t)$ in Eq. (4.25) with its mean (comoving) profile $\left\langle\varphi_{\mathrm{p}}\right\rangle_{\mathrm{st}}$, i.e., with the shadow shown in Fig. 4.4(a), resulting in an approximately Markovian evolution of $\mathbf{Z}(t)$. In contrast, at intermediate values of $v$, the timescales of the particle dynamics are comparable with

$$
\begin{equation*}
\tau_{\xi} \equiv 1 /(D r)=\xi^{2} / D, \tag{4.35}
\end{equation*}
$$

which quantifies the relaxation timescale of the field $\varphi$ over its correlation length $\xi=r^{-1 / 2}$ (see Eq. (1.25) with $q \simeq \xi^{-1}$ and $z=2$ ). As a result, the adiabatic approximation is no longer accurate: the particle dynamics within the crossover between the first two regimes is dominated by the memory effects caused by the mutual influence of the particle and the field. Finally, in the third
regime, the shadow becomes negligible compared to the (critical) fluctuations of the field, and the particle effectively encounters a rough landscape resulting from them. Notably, as the field approaches criticality $(\xi \rightarrow \infty)$, the amplitude of its fluctuations diverges [54], and thus the last (non-Stokesian) regime extends to small values of $v$.

### 4.4 Memory-induced oscillations

Having developed a stochastic thermodynamics framework for a probe in a correlated medium, which we exemplified for a dragged particle, we now turn to the study of the dynamics of the latter, and we analyze an intriguing analogy with the dynamics of a probe in a viscoelastic medium. In general, the storage and dissipation of energy within the complex microstructure of viscoelastic fluids translate into a macroscopically long stress-relaxation time, which gives rise to non-Newtonian behavior [16]. Dragging a colloidal particle through such a fluid - as it is typically done in active microrheology experiments [76, 111, 149-152] - thus drives the medium out of equilibrium, unlike the case of Brownian motion. In turn, this affects the statistics of the particle position [153]. At a coarse-grained level, the resulting particle dynamics is often phenomenologically described by an overdamped generalized Langevin equation (GLE, see Section 1.4): here the effect of the interaction between the particle and the medium is encoded in a friction kernel $\mathcal{K}(t)$ acting on the particle velocity as $\int_{-\infty}^{t} \mathrm{~d} u \mathcal{K}(t-u) \dot{X}(u)=F(X, t)+\zeta(t)$, where $F$ includes the forces exerted on the particle at position $X$, while $\zeta$ is a colored Gaussian noise.

Recently, it has been experimentally shown that viscoelasticity can give rise to oscillating modes in the overdamped motion of colloidal particles driven through the medium [47]. This is somehow unexpected and noteworthy, because oscillations (which typically occur in systems with underdamped dynamics) are strictly forbidden at equilibrium, as shown, e.g., in Ref. [47]. Heuristically, one may note that integrating by parts the retarded friction in the GLE above formally renders a term $\int_{-\infty}^{t} \mathrm{~d} u \mathcal{M}(t-u) \ddot{X}(u)$, where $\mathcal{M}(t) \sim \int^{t} \mathrm{~d} u \mathcal{K}(u)$ can be readily interpreted (if positive) as a memory-induced inertia [7], which is generally absent from the description of Markovian overdamped systems.

Memory terms in the effective evolution equation of a particle actually appear quite naturally in many physical systems, after integrating the slow degrees of freedom out of the original, microscopic dynamics in which they are coupled to those describing the tracer particle [8, 154, 155]. For example, above and in the previous Chapters we formulated a minimal model for diffusion in a thermally fluctuating correlated medium in terms of the joint overdamped dynamics of a particle and a scalar Gaussian field $\phi(\mathbf{x}, t)$, the latter being characterized by a correlation length $\xi$ and a finite relaxation time. If the coupling between the field and the particle is chosen to be linear, then the field can be integrated out exactly, resulting into an effective evolution equation for the particle - see, c.f., Eq. (4.63). This equation provides insights on the connection between the emerging memory kernel and the features of the original microscopic model, as we will show in the following.


Figure 4.5: Setup of the problem. A particle is spatially confined by a harmonic potential, the center of which is dragged at constant velocity $\mathbf{v}$. The particle interacts with a thermally fluctuating order parameter $\phi$ (red background) according to the Hamiltonian in Eq. (1.16). The particle position $\mathbf{X}(t)$ is measured in a comoving frame of reference, chosen so that $\langle\mathbf{X}\rangle=0$ in the steady state (see Section 4.5 for details). At time $t=0$ the particle is suddenly displaced by a small amount $\mathbf{X}_{0}$ from its current position, and the ensuing relaxation is observed.

In this context, it is natural to ask whether the memory kernel in the effective evolution equation of the tracer particle, which originates from the spatio-temporal correlations of the field, may give rise to oscillating modes similar to those observed in viscoelastic fluids [47] - which, instead, are primarily due to the mechanical response of the medium. To address this question, we consider again the setting of a particle driven at constant velocity through a fluctuating Gaussian field, as discussed in Section 4.3. We first integrate out the field degrees of freedom, thus obtaining an effective (non-linear) equation which describes the motion of the particle in the steady state reached by the system at long times. By linearizing this equation and inspecting the analytic structure of the field-induced memory kernel, we demonstrate that damped oscillations are indeed displayed by the particle during the relaxation that occurs after it has been displaced from its steady-state position. These oscillations are confirmed via numerical simulations of the model. The simplicity of our model allows us to study in detail how the interplay between the various timescales of the system dictates the emergence of the particle oscillations, and to determine their frequency and typical decay time.

In the following, we will be primarily interested in exploring the effect of the field when the coupling $\lambda$ is relatively strong, and thus we will adopt a different approach compared to the perturbative one used in the previous sections. In particular, in Section 4.5 we first analyze the relaxation of a particle initially displaced from its steady-state position, under the assumption that thermal fluctuations are negligible. This allows one to determine an analytic expression of the particle trajectory $\mathbf{X}(t)$ for generic values of $\lambda$. The effect of thermal noise when $T \neq 0$ is then assessed in Section 4.6, where we also compare our analytical predictions with numerical simulations.

### 4.5 Noiseless limit

In this Section we will focus on the noiseless limit of the dynamics, i.e., the limit in which the amplitude $T$ of the stochastic noises $\xi(t)$ and $\eta(\mathbf{x}, t)$ is set to zero. In the absence of thermal noise,
the equations of motion (4.25) and (4.26) become deterministic and no fluctuations occur. Accordingly, $\langle\mathbf{Z}\rangle_{\mathrm{ss}}=\mathbf{Z}^{(\mathrm{ss})},\left\langle\varphi_{\mathbf{q}}\right\rangle_{\mathrm{ss}}=\varphi_{\mathbf{q}}^{(\mathrm{ss})}$, while $\left\langle\varphi_{\mathbf{q}} e^{i \mathbf{q} \cdot \mathbf{Z}}\right\rangle_{\mathrm{ss}}=\varphi_{\mathbf{q}}^{(\mathrm{ss})} e^{i \mathbf{q} \cdot \mathbf{Z}^{(\mathrm{ss})}}$ and $\left\langle e^{-i \mathbf{q} \cdot \mathbf{Z}}\right\rangle_{\mathrm{ss}}=e^{-i \mathbf{q} \cdot \mathbf{Z}^{(\mathrm{ss})}}$. Then, by using Eq. (4.29) in the steady state, one readily finds that

$$
\begin{align*}
& \mathbf{Z}^{(\mathrm{ss})}=\frac{\lambda^{2} D}{\kappa} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} \frac{q^{\alpha}\left|V_{q}\right|^{2}}{\alpha_{q}-i \mathbf{q} \cdot \mathbf{v}^{\prime}}  \tag{4.36}\\
& \varphi_{\mathbf{q}}^{(\mathrm{ss})}=\frac{\lambda D q^{\alpha} V_{q} \exp \left[-i \mathbf{q} \cdot \mathbf{Z}^{(\mathrm{ss})}\right]}{\alpha_{q}-i \mathbf{q} \cdot \mathbf{v}} \tag{4.37}
\end{align*}
$$

Equation (4.37) provides the expression of the shadow in the absence of thermal noise. As anticipated in Section 4.4, we aim to describe the motion of the particle after it is suddenly displaced, at time $t=t_{0}$, from the position it assumes in the stationary state - a schematic representation is provided in Fig. 4.5. In order to do this, one can solve Eq. (4.26) (where $\eta_{q}=0$ in the limit we are interested in) by assuming that the field configuration at time $t=t_{0}$ is the one of the stationary state - i.e., $\varphi_{\mathbf{q}}\left(t=t_{0}\right)=\varphi_{\mathbf{q}}^{(\mathrm{ss})}$ is used as the initial condition of the dynamics. The resulting evolution of the field thus reads

$$
\begin{equation*}
\varphi_{\mathbf{q}}(t)=G_{\mathbf{q}}^{(\mathbf{v})}\left(t-t_{0}\right) \varphi_{\mathbf{q}}^{(\mathrm{ss})}+\lambda V_{q} \int_{t_{0}}^{t} \mathrm{~d} s \chi_{\mathbf{q}}^{(\mathbf{v})}(t-s) e^{-i \mathbf{q} \cdot \mathbf{Z}(s)} \tag{4.38}
\end{equation*}
$$

Equation (4.36) suggests the natural change of reference frame, in which the origin of the coordinate system corresponds to $\mathbf{Z}^{(\mathrm{ss})}$. Accordingly, we introduce $\mathbf{X} \equiv \mathbf{Z}-\mathbf{Z}^{(\mathrm{ss})}$, so that the resting position of the particle is $\mathbf{X}=0$ in the stationary state (as depicted in Fig. 4.5). By substituting $\varphi_{\mathbf{q}}(t)$ found in Eq. (4.38) into Eq. (4.25) with $\boldsymbol{\xi}=\mathbf{0}$, we obtain the (noiseless) effective equation

$$
\begin{align*}
\dot{\mathbf{X}}(t)= & -\gamma\left[\mathbf{X}(t)+\mathbf{Z}^{(\mathrm{ss})}\right]+\lambda^{2} v \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{i \mathbf{q}\left|V_{q}\right|^{2}}{\alpha_{q}-i \mathbf{q} \cdot \mathbf{v}} \chi_{\mathbf{q}}^{(\mathbf{v})}\left(t-t_{0}\right) e^{i \mathbf{q} \cdot \mathbf{X}(t)} \\
& +\lambda^{2} v \int_{t_{0}}^{t} \mathrm{~d} u \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} i \mathbf{q}\left|V_{q}\right|^{2} \chi_{\mathbf{q}}^{(\mathbf{v})}(t-u) e^{i \mathbf{q} \cdot[\mathbf{X}(t)-\mathbf{X}(u)]} \tag{4.39}
\end{align*}
$$

This non-linear equation with memory cannot be generically solved. However, further analytical progress can be made by assuming that the particle is actually perturbed by a small, sudden displacement $\boldsymbol{X}_{0}$ away from its resting position, as sketched in Fig. 4.5. Under this assumption, it is possible to linearize Eq. (4.39) around $\boldsymbol{X}=0$, which leads (upon using Eq. (4.36)) to

$$
\begin{equation*}
\dot{X}_{j}(t)=-X_{j}(t)\left[\gamma+\lambda^{2} v D \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{q_{j}^{2} q^{\alpha}\left|V_{q}\right|^{2}}{\alpha_{q}-i \mathbf{q} \cdot \mathbf{v}}\right]+\lambda^{2} v \int_{t_{0}}^{t} \mathrm{~d} u \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} q_{j}^{2}\left|V_{q}\right|^{2} \chi_{\mathbf{q}}^{(\mathbf{v})}(t-u) X_{j}(u) \tag{4.40}
\end{equation*}
$$

for $j=1, \ldots, d$. Let us now introduce the memory kernel

$$
\begin{equation*}
\Gamma_{j}(t) \equiv \lambda^{2} v \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} q_{j}^{2}\left|V_{q}\right|^{2} \chi_{q}(t) \tag{4.41}
\end{equation*}
$$

and its Laplace transform $\hat{\Gamma}_{j}(s)=\int_{0}^{\infty} \mathrm{d} t e^{-s t} \Gamma_{j}(t)$; in terms of these quantities, the linearized equation of motion (4.40) can be written in the compact form

$$
\begin{equation*}
\dot{X}_{j}(t)=-X_{j}(t)\left[\gamma+\hat{\Gamma}_{j}(0)\right]+\int_{t_{0}}^{t} \mathrm{~d} u \Gamma_{j}(t-u) X_{j}(u) \tag{4.42}
\end{equation*}
$$

We recognize Eq. (4.42) as the noiseless limit of an overdamped generalized Langevin equation - see Section 1.4. By setting $t_{0}=0$, the solution of the latter equation with initial condition $X_{j}(t=0)=X_{0}$ can be conveniently expressed in Laplace space as

$$
\begin{equation*}
\hat{X}_{j}(s)=\frac{X_{0}}{s+\gamma-\left[\hat{\Gamma}_{j}(s)-\hat{\Gamma}_{j}(0)\right]}, \tag{4.43}
\end{equation*}
$$

where, as in the case of $\hat{\Gamma}_{j}$ after Eq. (4.41), $\hat{X}_{j}(s)$ stands for the Laplace transform of $X_{j}(t)$.

### 4.5.1 The memory kernel $\Gamma(t)$

The dynamics of $X_{j}(t)$ is determined by the analytic structure of the function $\hat{\Gamma}_{j}(s)$ in the complex plane, which we discuss here. For later convenience, we introduce the following timescales:

$$
\begin{align*}
\tau_{R} & \equiv R^{z} / D,  \tag{4.44}\\
\tau_{v} & \equiv R / v . \tag{4.45}
\end{align*}
$$

The first timescale $\tau_{R}$ is the time taken by a critical field in order to relax over a distance of order $R$ : this can be seen by using Eq. (1.25) with $r=0, q \simeq 1 / R$, and $z \equiv 2+\alpha$. We recall that $R$ enters as a length scale in $V(\mathbf{x})$, and plays the role of the radius of the particle described by $V(\mathbf{x})$; in the following, we will often choose an exponentially decaying potential

$$
\begin{equation*}
V(\mathbf{x})=\frac{1}{\Omega_{d} \Gamma_{E}(d) R^{d}} \exp (-\|\mathbf{x}\| / R) \tag{4.46}
\end{equation*}
$$

where $\Omega_{d}$ is the $d$-dimensional solid angle, and $\Gamma_{E}(z)$ is the Euler gamma function. The second timescale $\tau_{v}$ in Eq. (4.45) represents, instead, the time taken by the moving trap to cover a distance of order $R$; equivalently, $\tau_{v}^{-1}$ estimates the shear rate near the driven particle [47].

By rescaling momenta as $p=q R$ in Eq. (4.41) and evaluating the Laplace transform, we obtain

$$
\begin{equation*}
\hat{\Gamma}_{j}(s)=\frac{\lambda^{2} v}{R^{d}} f\left(s ; \tau_{R}, \tau_{v}, R, \xi\right)=\frac{\lambda^{2} v}{R^{d}} \tilde{f}\left(s \tau_{R}, \tau_{R} / \tau_{v}, R / \xi\right), \tag{4.47}
\end{equation*}
$$

where the prefactor $\lambda^{2} v / R^{d}$ has the physical dimensions of an inverse time, while $\tilde{f}$ is a dimensionless scaling function defined as

$$
\begin{equation*}
\tilde{f}\left(\theta_{1}, \theta_{2}, \theta_{3}\right)=\int \frac{\mathrm{d}^{d} y}{(2 \pi)^{d}} \frac{y_{j}^{2} y^{\alpha}\left|V_{y / R}\right|^{2}}{\theta_{1}+y^{\alpha}\left(y^{2}+\theta_{3}^{2}\right)-i \theta_{2} \mathbf{y} \cdot \mathbf{v}} . \tag{4.48}
\end{equation*}
$$

Note that $V_{y / R}$ is in fact $R$-independent by construction (see, e.g., Eq. (4.46)). Moreover, the timescale $\tau_{\kappa}$ (see Eq. (1.12)) which determines the relaxation time of the particle (decoupled from the field) in the harmonic trap does not enter the memory kernel, which thus describes solely the interaction between the medium and the particle. By substituting Eq. (4.47) into Eq. (4.43), one eventually finds

$$
\begin{equation*}
\hat{X}_{j}(s)=\frac{X_{0} / \gamma}{1+s / \gamma-g[f(s)-f(0)]^{\prime}} \tag{4.49}
\end{equation*}
$$

where we introduced the dimensionless coupling constant

$$
\begin{equation*}
g \equiv \frac{\lambda^{2}}{\kappa R^{d}}, \tag{4.50}
\end{equation*}
$$

and where we simplified the notation by explicitly indicating only the dependence on $s$ of $f$ introduced in Eq. (4.47). The coupling constant $g$ can be used to quantify the effect of the interaction with the medium on the particle dynamics. We note that $\hat{X}(s)$ in Eq. (4.49) satisfies the initial value theorem for Laplace transforms [156], i.e.,

$$
\begin{equation*}
\lim _{s \rightarrow \infty} s \hat{X}(s)=X\left(t=0^{+}\right)=X_{0} \tag{4.51}
\end{equation*}
$$

as expected - indeed, one can check that $f(s) \sim 1 / s$ for large $s$.
In order to get physical insight into the dynamics of the particle, it is convenient to consider the case in which the timescales $\tau_{R}$ and $\tau_{\kappa}$, which $\hat{X}_{j}$ depends on via $f$, are well separated. This is actually achieved in the strong-confinement limit [148], defined as the limit in which $\tau_{\kappa}$, determined by the harmonic trap, is shorter than the typical relaxation time $\tau_{R}$ of the field, i.e., $\tau_{R} \gg \tau_{\kappa}$ or, equivalently,

$$
\begin{equation*}
\rho \equiv \tau_{R} / \tau_{\kappa}=\gamma \tau_{R} \gg 1 \tag{4.52}
\end{equation*}
$$

In this limit we will focus on the dynamics for times $t \gg \tau_{\kappa}$, so that $\tau_{\kappa}$ is indeed the smallest timescale in the problem. A convenient way of singling out the behavior in this temporal regime is to consider, in Eq. (4.43), the formal limit $\gamma \rightarrow \infty$ and thus

$$
\begin{equation*}
\hat{X}^{(\mathrm{sc})}(s) \equiv \lim _{\gamma \rightarrow \infty} \gamma \hat{X}(s)=\frac{X_{0}}{1-g[f(s)-f(0)]^{\prime}}, \tag{4.53}
\end{equation*}
$$

the analysis of which is simplified by the fact that $\hat{X}^{(s c)}(s)$ depends on $s$ only via the function $f(s)$. As a drawback of this approach, $\hat{X}^{(s c)}(s)$ defined above no longer satisfies the initial value theorem and, as a consequence, its inverse Laplace transform $X^{(s c)}(t)$ diverges in the initial temporal region $t \leq \tau_{\kappa}$. Beyond this initial regime, however, the functions $X^{(s c)}(t)$ and $\gamma X(t)$ are expected to agree quantitatively (as discussed in, c.f., Section 4.5.3).

### 4.5.2 The case of model A

To make further progress with our analysis, we focus here on the one-dimensional case $d=1$, with the field poised at its critical point $r=0$ (further below we consider also the case $r>0$ ). In addition, we choose an exponential interaction potential as in Eq. (4.54), which takes a particularly simple form in Fourier space, namely

$$
\begin{equation*}
V_{q}=\left(1+q^{2} R^{2}\right)^{-1} . \tag{4.54}
\end{equation*}
$$

This choice renders the expressions below more amenable to analytical manipulation. In fact, the resulting memory kernel in Eq. (4.47) becomes

$$
\begin{equation*}
\hat{\Gamma}(s)=\frac{\lambda^{2} v}{R} \int_{\mathbb{R}} \frac{\mathrm{d} q}{2 \pi} \frac{q^{z}}{\left(1+q^{2}\right)^{2}\left(q^{z}-i q \tau_{R} / \tau_{v}+s \tau_{R}\right)}, \tag{4.55}
\end{equation*}
$$



Figure 4.6: Evolution of the particle position $X(t)$ as a function of time $t$, in the noiseless limit. At $t=0$ the particle is released from the position $X\left(t=0^{+}\right)=X_{0}$ away from the steady-state position $X=0$. The displayed symbols are obtained from the numerical Laplace inversion of $\hat{X}^{(s c)}(s)$ in Eq. (4.53), corresponding to the strong-confinement limit. The plot refers to model A at criticality in spatial dimensionality $d=1$ (see Section 4.5.2), and was obtained by fixing the Weissenberg number $w=0.75$ (see Eq. (4.57)), while varying the coupling strength $g$ (see Eq. (4.50)), with $X_{0}=1$. The so-obtained $X^{(s c)}(t)$ differs from the actual $\gamma X(t)$ only at short times $t<\tau_{\kappa}$, where the former diverges (while the latter tends to $\gamma X_{0}$ - see Eq. (4.51)).
where we dropped the subscript $j$ from $\hat{\Gamma}_{j}(s)$ since we are considering $d=1$. In the Gaussian model A, the dynamical exponent $z$ equals 2 , so that the integrand in $\hat{\Gamma}(s)$ presents two simple poles in $q= \pm i$ and two additional poles in

$$
\begin{equation*}
q_{ \pm}=i\left[\frac{\tau_{R}}{2 \tau_{v}} \pm \sqrt{s \tau_{R}+\left(\frac{\tau_{R}}{2 \tau_{v}}\right)^{2}}\right] \equiv i[w \pm \beta(s)] . \tag{4.56}
\end{equation*}
$$

For later convenience, we parameterized these latter two poles as indicated above, with

$$
\begin{equation*}
w \equiv \frac{\tau_{R}}{2 \tau_{v}}=\frac{v R^{z-1}}{2 D} \tag{4.57}
\end{equation*}
$$

(see Eqs. (4.44) and (4.45)), and $\beta(s) \equiv \sqrt{s \tau_{R}+w^{2}}$. In the context of microrheology experiments conducted in viscoelastic media, one usually identifies the Weissenberg number $\mathrm{Wi} \equiv \tau_{s} /\left(2 \tau_{v}\right)$, where $\tau_{s}$ is the typical relaxation timescale of the medium. For a critical field this timescale is actually provided by $\tau_{R}$ (see Eq. (4.44)), and therefore the parameter $w$ introduced in Eq. (4.57) above is readily identified with the Weissenberg number Wi of the system under investigation here. By using complex integration, one then finds that $\hat{\Gamma}(s)$ in Eq. (4.55) can be expressed as

$$
\begin{equation*}
\hat{\Gamma}(s)=\frac{\lambda^{2} v}{R} \frac{\beta(s)[1+\beta(s)]^{2}-w^{2}[2+\beta(s)]}{4 \beta(s)[1+\beta(s)+w]^{2}[1+\beta(s)-w]^{2}} . \tag{4.58}
\end{equation*}
$$

This expression implies $\hat{\Gamma}(s=0)=\lambda^{2} v /\left[4 R(1+2 w)^{2}\right]$, which can be inserted into Eq. (4.43) together with $\hat{\Gamma}(s)$ given above in order to obtain an analytical expression for $\hat{X}(s)$. The latter can then be inverted numerically to determine $X(t)$. An example of the resulting $X(t)$ is shown in Fig. 4.6, which refers to the strong-confinement limit, while a comparison with numerical
simulations is presented in, c.f., Section 4.6.2. The oscillatory character of this $X(t)$ is clearly visible from the figure and it can be amplified by increasing the coupling strength $g$ (a systematic analysis of this dependence is presented in the next subsection).

By inspecting Eqs. (4.47) and (4.48), we finally note that the expression of $\hat{\Gamma}(s)$ for model A away from criticality (i.e., with $r>0$ ) can be obtained from Eq. (4.58) by means of the substitution

$$
\begin{equation*}
s \mapsto s+\tau_{\xi}^{-1} \tag{4.59}
\end{equation*}
$$

where $\tau_{\xi}=1 /(D r)=\xi^{2} / D$ (see Eq. (4.35)).

### 4.5.3 Relaxation in the strong-confinement limit

In the strong-confinement limit introduced in Eq. (4.53), the analytic properties of $\hat{X}^{(s c)}(s)$ are completely determined by those of the memory $\operatorname{kernel} \hat{\Gamma}(s)$ and, in particular, of the associated function $f(s)$ introduced in Eq. (4.47). This kernel was specialized in Eq. (4.58) to the case of model A at criticality ( $r=0$ ), while for $r>0$ one can use the change of variable indicated in Eq. (4.59). The latter implies $\hat{X}_{r}^{(\text {sc })}(s)=\hat{X}_{r=0}^{(\text {sc) }}(s+D r)$, and therefore

$$
\begin{equation*}
X_{r}^{(\mathrm{sc})}(t)=\int_{c-i \infty}^{c+i \infty} \frac{\mathrm{~d} s}{2 \pi i} e^{s t} \hat{X}_{r}^{(\mathrm{sc})}(s)=e^{-D r t} X_{r=0}^{(\mathrm{sc})}(t) \tag{4.60}
\end{equation*}
$$

Above we highlighted the dependence of $X^{(\mathrm{sc})}(t)$ on $r$ via a subscript. The inverse Laplace transform of $\hat{X}^{(s c)}(s)$ in the previous expression is obtained, as usual, by performing the Bromwich integral along a vertical line that is on the left of the leftmost pole of the integrand in the complex plane. Accordingly, in model A, the dynamical properties of $X^{(s c)}(t)$ in the off-critical case $r \neq 0$ are the same as in the critical case $r=0$, up to an additional exponential decay factor $\exp \left(-t / \tau_{\xi}\right)$ (see Eq. (4.35)).

A second remarkable feature of $\hat{X}^{(s c)}(s)$ is that it depends on $s$ only via the combination $s \tau_{R}$ — see Eqs. (4.47) and (4.48), and the definition of $\tau_{R}$ in Eq. (4.44). Taking the inverse Laplace transform of $\hat{X}^{(s c)}(s)$ as in Eq. (4.60) and changing the integration variable as $s^{\prime} \equiv s \tau_{R}$, it follows that $X^{(\mathrm{sc})}(t)=\tau_{R}^{-1} X^{(\mathrm{sc})}\left(t / \tau_{R}\right)$. We deduce that rescaling $s \tau_{R} \mapsto s$ in $\hat{X}^{(\mathrm{sc})}(s)$ simply corresponds to measuring time $t$ in units of $\tau_{R}$. At criticality ( $\xi \rightarrow \infty$ ), the explicit dependence on $R$ of $\hat{\Gamma}(s)$, which occurs in Eq. (4.47) only via $R / \xi$, is therefore lost. Accordingly, the resulting $\hat{X}^{(s c)}(s)$ eventually depends only on the pair of parameters $(w, g)$ - see Eqs. (4.50) and (4.56) to (4.58).

Let us then focus on the analytic structure of $\hat{X}^{(s c)}(s)$ in the complex plane $s \in \mathbb{C}$, for $r=0$ and with $\tau_{R} \equiv 1$. First, from Eq. (4.56) we infer the presence of a branch cut along the real axis for $\operatorname{Re}\{s\}<-w$, as shown in Fig. 4.7(a). The exact position of the poles of $\hat{X}^{(\mathrm{sc})}(s)$ in Eq. (4.53) cannot be determined analytically; however, they are easily found numerically. Indeed, the plot of $\operatorname{Re}\{\hat{X}(s)\}$ in the complex plane, shown in Fig. 4.7(a) as a colormap, reveals the presence of a pair of complex conjugate poles in $s_{ \pm}=-\delta \pm i \Omega$, with $\Omega \geq 0$. The red dashed line in the plot indicates the trajectory of these poles upon varying $g$ at fixed $w<1$. The poles appear for a small $g=g^{*}>0$, in the vicinity of the origin $s=-w$ of the branch cut, and have a vanishing imaginary part $\Omega=0$; upon increasing $g$, they depart from the branch cut and acquire a nonzero


Figure 4.7: Analytic structure of the Laplace transform $\hat{X}(s)$ of $X(t)$ in the complex plane $s \in \mathbb{C}$, for model A in spatial dimension $d=1$, at criticality $r=0$, and in the strong-confinement limit (see Section 4.5.3). (a) Plot of $\operatorname{Re}\{\hat{X}(s)\}$, which shows the presence of a branch cut for $\operatorname{Re}\{s\}<-w$, and a pair of complex conjugate poles $s_{ \pm}=-\delta \pm i \Omega$ with nonzero imaginary part $\Omega>0$. The latter determines the oscillatory frequency $\Omega$ of $X(t)$ after a short initial transient (see also Fig. 4.6). The plot corresponds to $w=0.7$, and the red dashed lines indicate the trajectories of the poles in the complex plane, which emerge out of the branch cut and move away from it upon increasing the values of $g \in[0.32,17]$. (b) Imaginary part $\Omega$ of the upper pole $s_{+}$as a function of $w$ and $g$. Oscillations develop for any value of $g$ as soon as $w \gtrsim 1$, while they are absent within the white region, where there are no poles and the decay is controlled by the branch cut. The frequency $\Omega$ is measured in units of $\tau_{R}^{-1}$ - see Eq. (4.44). (c) Real part $\delta$ of the poles (which controls the rate of the exponential damping of the oscillation amplitude) as a function of $w$ and $g$. Oscillations turn out to be increasingly damped upon increasing the value of $w$. As in panel (b), no poles emerge within the white region in this plane.
imaginary part $\Omega>0$. As $g$ is further increased, the two poles eventually move to the right of the branching point (i.e., $|\delta|<|w|)$, and thus they become the dominant singularities. The presence of a dominant complex pole in the analytic structure of $\hat{X}^{(s c)}(s)$ implies the emergence of an oscillatory behavior of $X^{(s c)}(t)$ at long times, with frequency $\Omega$ (see Appendix D. 6 for additional details). These are the oscillations featured in Fig. 4.6, where we plotted $X^{(\mathrm{sc})}(t)$ (obtained via numerical inversion of the analytical solution for $\left.\hat{X}^{(s c)}(s)\right)$ for increasing values of the coupling strength $g$, while keeping $w$ fixed.

Figure 4.7(b) shows the oscillation frequency $\Omega$ as a function of the values of the parameters $(w, g)$. Within the white region of the plot there are no poles, and thus no oscillations occur. Even for small values of $g$, instead, complex poles appear and oscillations are seen to develop as soon as $w \gtrsim 1$; moreover, $\Omega$ is in general an increasing function of $w$, for any fixed value of $g$. We recall that $w=$ Wi measures the ratio between the relaxation time of the medium and the timescale $\tau_{v}$ set by the moving trap (see Eq. (4.57)). This suggests a way to rationalize the "dynamical phase diagram" in Fig. 4.7(b). Indeed, for small $g$ and sufficiently large values of the dragging speed $v \propto w$ (see Eqs. (4.45) and (4.57)), the field is no longer able to quickly rearrange around the instantaneous position assumed by the particle at a given time: the non-Markovian interplay between the dynamics of the particle and the shadow is then at the origin of the complex oscillatory behavior of $X(t)$. The effects of this interplay become increasingly prominent upon
increasing the coupling strength $g$, so that at large $g$ one observes an oscillatory behavior even for $w \lesssim 1$.

Conversely, these oscillations are increasingly damped upon increasing the dragging speed, i.e., for $w \gg 1$. This is shown in Fig. 4.7(c), where we plot the real part $\delta$ of the dominant pole as a function of $(w, g)$ - indeed, the latter controls the long-time exponential decay of $X(t)$ (see Appendix D.6). To understand the damping at large $w \propto v$, we first note that the shape of the shadow $\varphi^{(\mathrm{ss})}(\mathbf{x})$ is given by the Fourier transform of $\varphi_{\mathbf{q}}^{(\mathrm{ss})}$ in Eq. (4.29): upon inspection, the latter shows that the amplitude of the shadow itself decreases upon increasing $v$ (see Fig. 4.4(a)). This is expected, since the finite relaxation time of the field $\varphi$ does not allow $\varphi$ to react instantaneously to the passage of the particle, and thus at a very large speed $v$ the shadow cannot build up at all. The damping of the oscillations at large values of $w$ thus simply reflects these facts.

We emphasize that no poles emerge in $\hat{X}(s)$ within the white region in the $(w, g)$-plane in Fig. 4.7(b,c). Correspondingly, the long-time behavior of $X(t)$ in that region is determined solely by the branch cut (see Fig. 4.7(a)): as we recall in Appendix D.6, this generically implies that $X(t)$ decays monotonically as $X(t) \sim t^{-a} \exp (-b t)$, for some positive constants $a$ and $b$ (see Eq. (D.62)). Conversely, upon increasing $g$ far beyond the values that Fig. 4.7(a) refers to, the real part $-\delta$ of the poles $s_{ \pm}$eventually becomes positive. This would imply an unbounded (oscillatory) growth of $X(t)$ at long times (see Appendix D. 6 for details), and thus it signals the breakdown of the linear-response approximation within which such solution has been derived.

Beyond the strong-confinement limit discussed so far, i.e., upon decreasing the value of $\gamma$, new poles eventually appear in the complex-s plane shown in Fig. 4.7(a). Although the precise value of $\Omega$ at a certain point $(w, g)$ of the plane is in general modified compared to the value it has in the strong-confinement limit $\rho \gg 1$ (see Eq. (4.52)), we find that the oscillatory nature of the solution $X(t)$ persists, within the same range of values as in Fig. 4.7(b), down to $\rho \gtrsim 1$. Note that, after rescaling $s^{\prime} \equiv s \tau_{R}$ in Eq. (4.49), the latter reads

$$
\begin{equation*}
\hat{X}_{j}\left(s^{\prime} / \tau_{R}\right)=\frac{X_{0} / \gamma}{1+s^{\prime} / \rho-g\left[f\left(s^{\prime} / \tau_{R}\right)-f(0)\right]^{\prime}} \tag{4.61}
\end{equation*}
$$

showing (as expected) that the strong-confinement limit becomes increasingly accurate as $\rho \gg 1$ — compare with Eq. (4.53). Moreover, Figs. 4.6 and 4.7 (together with the numerical simulations presented in, c.f., Section 4.6.2) show that $X(t)$ typically decays to zero on a scale of a few tens of $\tau_{R}$. As a result, even for $\rho \lesssim 1$, the strong-confinement limit well approximates the behavior of $X(t)$ at times $t>\tau_{\kappa}=\gamma^{-1}$. Indeed, by taking the inverse Laplace transform of $\hat{X}_{j}(s)$ in Eq. (4.49) and calling $z \equiv s t$, one obtains

$$
\begin{equation*}
X_{j}(t)=(\gamma t)^{-1} \int_{B} \frac{\mathrm{~d} z}{2 \pi i} \frac{e^{z} X_{0}}{1+z /(\gamma t)-g[f(z / t)-f(0)]^{\prime}}, \tag{4.62}
\end{equation*}
$$

where the integration is intended along the Bromwich contour as in Eq. (4.60). The term $z /(\gamma t)$ at the denominator can be safely neglected as soon as $\gamma t \gg 1$, yielding in fact $X_{j}(t) \simeq X_{j}^{(\text {sc })}(t) / \gamma$ (see Eq. (4.53)).

Away from the critical point (i.e., for $r>0$ ), the damped oscillations of $X(t)$ persist, but they are additionally suppressed by the exponential factor $\exp (-D r t)=\exp \left(-t / \tau_{\xi}\right)$ (see Eqs. (4.35)
and (4.60)). Taking into account all the trends highlighted above, we expect that the oscillatory behavior of $X(t)$ is maximally amplified within the timescale window $\tau_{\kappa}<\tau_{R}<\tau_{\xi}$, where the second inequality corresponds to requiring $\xi>R$ (see Eqs. (4.35) and (4.44)). Note that increasing the trap strength $\kappa$ has the effect of both increasing $\gamma$ (thus pushing the system further into the strong-confinement regime), and decreasing the effective coupling $g$ and therefore decreasing the amplitude of the oscillations (see Fig. 4.7(b,c)). Accordingly, oscillations generically develop at intermediate values of $\kappa$, while they vanish both at very large and very small values of $\kappa$. This was also the case in experiments performed on colloidal particles dragged in viscoelastic media (see Ref. [47] and Fig. 5 therein).

Figure 4.7 additionally confirms that no oscillations occur if the trap is not dragged, i.e., for $v=0$ (hence $w=0$ ). This was also the case in the experiments of Ref. [47] involving a viscoelastic medium (see Fig. 3 therein). This fact also agrees with the analytical and numerical results of Chapter 2, where the relaxation towards equilibrium of a trapped particle in contact with a near-critical Gaussian field was investigated perturbatively in the coupling $\lambda$ [81]. In particular, we had found that $\langle X(t)\rangle$ decreases algebraically upon increasing time $t$ for model A at criticality, and generically for model B. For completeness, in Appendix D. 7 we reconsider this problem within the noiseless but non-perturbative approach presented in this Section, and we re-derive the exponents of the long-time algebraic decay of $\langle X(t)\rangle$ reported in Eqs. (2.16) and (2.17).

Finally, we note that in Ref. [47] an analogy with a stochastic underdamped harmonic oscillator was suggested, as it was shown that such a simplified model (with a positive, memoryinduced mass term) is able to reproduce quantitatively the oscillations observed at long times in the dragged colloidal particle. While such an analogy turns out to be inappropriate in our case due to the non-analytic behavior of the memory kernel, in Appendix D. 8 we discuss in detail its comparison with the theoretical model for viscoelastic fluids used in Ref. [47]. In particular, the memory kernels $\Gamma(t)$ emerging in the present case and in viscoelastic media appear to be both negative at long times $t$, confirming that the negative response of the surrounding medium (whose origin in our model has been clarified in the previous Sections) is responsible for the emergence of the oscillating modes exhibited by the overdamped particle.

### 4.6 Effects of thermal fluctuations

Thermal fluctuations act on the field and the particle, via the noise terms $\xi(t)$ and $\eta_{q}(t)$ in Eqs. (4.25) and (4.26), whenever $T \neq 0$. The presence of the thermal noise represents an obstacle to the analytical derivation of the time-dependent relaxation of the particle, because it modifies the steady-state average of both the position $\langle\mathbf{Z}\rangle_{\mathrm{ss}}$ of the particle and the field $\left\langle\varphi_{\mathbf{q}}\right\rangle_{\mathrm{ss}}$ in Eq. (4.29). Once incorporated into the effective equation of motion of the particle, the field-induced fluctuations turn out to be non-Gaussian, as we will verify shortly; in order to account for them, we shall resort below to a perturbative expansion in the coupling constant $\lambda$. We emphasize that the (noiseless) effective equation (4.39) is actually non-perturbative in $\lambda$, and so is its solution in Eq. (4.49). Expanding the dynamics for small $\lambda$ is just a computational tool to take fluctuations into account analytically, but the qualitative conclusions we reach are valid beyond the
perturbative regime, as we confirm in Section 4.6 .2 by using numerical simulations.

### 4.6.1 Weak-coupling approximation

The effective equation (4.39) in Section 4.5 was determined first by choosing the shadow state in Eq. (4.37) as the initial condition for the field $\varphi$ at time $t=t_{0}$, and then by moving to a reference frame in which the resting position of the particle corresponds to $\mathbf{X}=0$. In this Section we adopt a different strategy: instead of explicitly determining the stationary shadow configuration (which is difficult in the presence of thermal fluctuations), we first solve for $\varphi_{\mathbf{q}}(t)$ as we did in Eq. (4.38), but we impose the flat initial condition $\varphi_{\mathbf{q}}\left(t=t_{0}\right)=0$ at the initial time $t_{0}$ and we take into account the contributions due to the noise. Plugging the result into Eq. (4.25) then yields

$$
\begin{equation*}
\dot{\mathbf{Z}}(t)=-\gamma \mathbf{Z}(t)+\boldsymbol{\xi}(t)+\lambda v \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} V_{-q} e^{i \mathbf{q} \cdot \mathbf{Z}(t)}\left[\zeta_{\mathbf{q}}(t)+\lambda V_{q} \int_{-\infty}^{t} \mathrm{~d} s \chi_{\mathbf{q}}^{(\mathbf{v})}(t-s) e^{-i \mathbf{q} \cdot \mathbf{Z}(s)}\right], \tag{4.63}
\end{equation*}
$$

where we introduced the colored Gaussian noise

$$
\begin{equation*}
\zeta_{\mathbf{q}}(t) \equiv \int_{-\infty}^{t} \mathrm{~d} s G_{\mathbf{q}}^{(\mathbf{v})}(t-s) \eta_{\mathbf{q}}(s), \tag{4.64}
\end{equation*}
$$

which has zero mean and the correlator $C_{\mathbf{q}}^{(\mathbf{v})}(t)$ [see Eq. (4.27)]. Although we did not specify the stationary shadow configuration of the field (see Fig. 4.2) as the initial condition of its evolution, one can convince oneself that such a configuration is inevitably recovered by taking the limit $t_{0} \rightarrow-\infty$, since it coincides with the nonequilibrium steady state of the system. The leading correction to the average particle position $\langle\mathbf{Z}\rangle$, due to thermal fluctuations, can in principle be accessed by first taking the average of Eq. (4.63), and then setting $\partial_{t}\langle\mathbf{Z}\rangle=0$ to find the steadystate result $\langle\mathbf{Z}\rangle_{\mathrm{ss}}$ - see Appendix D.4.1. In fact, however, we have already calculated $\langle\mathbf{Z}\rangle_{\mathrm{ss}}$ in Eq. (4.32). In analogy with the derivation in Section 4.5, we now change reference frame to $\mathbf{X} \equiv \mathbf{Z}-\langle\mathbf{Z}\rangle_{\mathrm{ss}}$ in Eq. (4.63), we take the average over thermal fluctuations, and we linearize the resulting equation. This way we find the evolution of the average position $\langle\mathbf{X}(t)\rangle$ to be given by

$$
\begin{equation*}
\partial_{t}\left\langle X_{j}(t)\right\rangle=-\left\langle X_{j}(t)\right\rangle\left[\gamma+\hat{\Gamma}_{j}(s=0)\right]+\int_{-\infty}^{t} \mathrm{~d} u \Gamma_{j}(t-u)\left\langle X_{j}(u)\right\rangle, \tag{4.65}
\end{equation*}
$$

which is formally the same as Eq. (4.42), but where $X_{j}(t)$ is replaced by $\left\langle X_{j}(t)\right\rangle$, the initial time $t_{0}$ is set to $-\infty$, and the memory kernel is replaced by

$$
\begin{equation*}
\Gamma_{j}(t) \equiv \lambda^{2} v \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} q_{j}^{2}\left|V_{q}\right|^{2} e^{-q^{2} \sigma_{2}^{2}(t)}\left[\chi_{\mathbf{q}}^{(\mathbf{v})}(t)+v q^{2} e^{-\gamma t} C_{\mathbf{q}}^{(\mathbf{v})}(t)\right] \tag{4.66}
\end{equation*}
$$

As expected, compared to the memory kernel for the noiseless case in Eq. (4.41), which includes only the first term on the r.h.s. of Eq. (4.66), the present one includes a second term $\propto C_{\mathbf{q}}^{(\mathbf{v})}(t)$ due to thermal fluctuations. Note that the integration in the variable $u$ in Eq. (4.65) runs from $-\infty$, and this fact prevents a direct solution of the equation of motion by using the Laplace transform [157]. However, in order to determine the response of the average particle position to a sudden displacement $\mathbf{X}_{0}$ imposed at time $t=0$ from its stationary value $\langle\boldsymbol{X}\rangle=0$, one can look for a
solution $\langle\mathbf{X}(t)\rangle$ of Eq. (4.66) with $\langle\mathbf{X}(t)\rangle \equiv 0$ for $t<0$, and $\langle\mathbf{X}(t)\rangle=\mathbf{X}_{0}$ at $t=0$. In this way, $\langle\mathbf{X}(t)\rangle$ for $t>0$ follows immediately from a Laplace transform as in Eq. (4.43), with $\left\langle\hat{X}_{j}(s)\right\rangle$ in place of $\hat{X}_{j}(s)$, and with the memory kernel $\Gamma_{j}(t)$ given by the new expression in Eq. (4.66). In this case, an expression of the function $\hat{\Gamma}_{j}(s)$ in closed form (such as the one found in Section 4.5.2 in the noiseless limit) cannot be obtained. In spite of this complication, studying the strongconfinement limit provides already valuable information concerning the main effects of thermal fluctuations. In fact, in Section 4.5.3 it was shown that this limit actually captures the particle evolution for times $t>\tau_{\kappa}$. Proceeding as in Eq. (4.53), we then inspect the formal limit $\gamma \rightarrow \infty$, which has the effect of suppressing the term proportional to the field correlator $C_{\mathbf{q}}^{(\mathbf{v})}(t)$ in the memory kernel given in Eq. (4.66). Accordingly, this results into

$$
\begin{equation*}
\left\langle\hat{X}^{(\mathrm{sc})}(s)\right\rangle=\frac{X_{0}}{1-g[f(s)-f(0)]^{\prime}} \tag{4.67}
\end{equation*}
$$

where the function $f(s)$ is the same as in Eq. (4.48) upon replacing $V_{q}$ with $\widetilde{V}_{q} \equiv V_{q} e^{-T q^{2} /(2 \kappa)}$. Since the role of $V_{q}$ is essentially that of providing a large-momentum cutoff for $q \gtrsim 1 / R[81$, 104], we conclude that $\widetilde{V}_{q}$ represents an effective renormalization of the particle radius $R$, which is replaced by a combination of $R$ and the thermal length

$$
\begin{equation*}
l=\sqrt{T /(2 \kappa)} \tag{4.68}
\end{equation*}
$$

Note that $l$ coincides with the mean squared displacement of the particle in its harmonic trap due solely to thermal fluctuations. For instance, a choice of $V_{q}$ as in Eqs. (4.46) and (4.54) yields $\left|V_{q}\right|^{2} \simeq 1-2 q^{2} R^{2}$ for small $q$, so that $\left|\widetilde{V}_{q}\right|^{2} \simeq 1-2 q^{2}\left(R^{2}+l^{2}\right)$, and therefore $R$ is effectively renormalized as $R \mapsto \sqrt{R^{2}+l^{2}}$.

### 4.6.2 Numerical simulations

In this section we present and discuss the results of numerical simulations of the system in one spatial dimension, which confirm our analytical predictions, also beyond the noiseless limit presented in Section 4.5 and the perturbation theory discussed in Section 4.6. In particular, the numerical data are obtained via a direct integration of the Langevin equations for the particle and the field, similarly to Section 2.4, but using the stochastic Runge-Kutta algorithm described in Ref. [158] (which is suited for investigating also cases with an explicitly time-dependent external drag). The field is initially prepared, at time $t=-\mathcal{T}$, in the flat configuration $\phi(\mathbf{x}, t=-\mathcal{T})=0$; the harmonic potential which traps the particle is dragged for a certain time $\mathcal{T}$ until the system reaches its steady state, in which the average particle position stops evolving in the comoving frame of reference. At time $t=0$, the particle coordinate is suddenly displaced by an amount $X_{0}$ and its relaxation is recorded. Since the actual position of the particle at time $t=0^{-}$depends on the realization of the noise, it fluctuates. Accordingly, the result of this displacement is equivalent to extracting the initial particle position at time $t=0^{+}$from a distribution that is the same as the one in the steady state, but shifted in space by an amount $X_{0}$. We repeat the whole process (including thermalization) several times, and we finally take the average over the


Figure 4.8: Evolution of the average position $\langle X(t)\rangle$ of the particle, after a small displacement $X_{0}$ from its position in the steady state - see Fig. 4.5. (a) Critical model A in spatial dimension $d=1$. The data obtained from numerical simulations (solid lines, see the main text) are compared with the analytical prediction (symbols) calculated via the numerical inversion of the Laplace transform in Eqs. (4.49) and (4.58), showing good agreement. In the simulations, the interaction potential $V_{q}$ was chosen to be exponential as in Eq. (4.54). We used the parameters $\lambda=5$, $L=2500, r=0, R=5, v=5, \kappa=0.2, D=25$, and $v \in[4,8]$, corresponding to $g=25$, $\rho=1$, and $w$ as indicated in the legend. (b) Non-critical model B in spatial dimension $d=1$. In this case an analytical prediction in closed form is not available, and therefore we report only the curves obtained from numerical simulations: the qualitative behavior of the resulting evolution is similar to that of model A in panel (a). In particular, the frequency $\Omega$ of the damped oscillations increases upon increasing $w$. In this simulation the interaction potential was chosen to be Gaussian, i.e., $V_{q}=\exp \left(-q^{2} R^{2} / 2\right)$. We also set $R, v, \kappa$, and $D$ to unity, while we chose $\lambda=6, L=1024, r=0.25$, and $v \in[0.8,1.6]$, corresponding to $g=36$ with $w$ and $\rho$ as in panel (a). In both panels (a) and (b), we chose $X_{0}=1, T=10^{-2}$, an integration time step $\Delta t=10^{-2}$, and we averaged over $10^{4}$ realizations of the dynamics.
various realizations. Simulations are performed with periodic boundary conditions in order to approximate the behavior of the particle in the bulk. The lattice extension $L$ is chosen sufficiently large so as to avoid stirring effects: in fact, a particle dragged along a ring of finite length $L$ soon generates spurious field currents, which in general modify the particle statistics. The value of the particle displacement $X_{0}$ is chosen within the linear-response regime, which is verified a posteriori by comparing simulations performed for various (small) values of $X_{0}$, checking that the corresponding average particle trajectories $\langle X(t)\rangle$ collapse onto each other after their amplitude is rescaled by $X_{0}$.

Figure 4.8 presents the results of the numerical simulations described above. In particular, Fig. 4.8a corresponds to the case of critical model A, which we studied analytically in Section 4.5.2. For various values of the the drag velocity $v$ (which determines the value of the Weissenberg number $w$ indicated in the plot, see Eq. (4.57)), we plot $\langle X(t)\rangle$ (solid line) of a particle that is initially displaced from its steady-state position by an amount $X_{0}$, as a function of the time $t$ elapsed from the displacement. These numerical curves are compared with our analytical prediction (symbols), which is obtained by numerical Laplace inversion of Eqs. (4.49) and (4.58),
and in which the particle radius $R$ is replaced by the effective radius $\left(R^{2}+l^{2}\right)^{1 / 2}$ to account for thermal fluctuations (see discussion at the end of Section 4.6.1). The plots show an overall agreement within the entire time range, including the fast initial decay displayed at short times. In general, this decay develops over a timescale $t \sim \tau_{\kappa}$, followed by an oscillating behavior which persists over a few tens of $\tau_{R}$. Following our discussion at the end of Section 4.5.3, the latter region $t>\tau_{\kappa}$ in Fig. 4.8a is essentially described by the strong-confinement limit. This limit turns out to describe accurately the numerical data even when the choice of parameters is not strictly into the strong-confinement regime $\rho \gg 1$, as shown in Fig. 4.8a (see caption), which corresponds to $\tau_{\kappa}=\gamma^{-1}=1, \tau_{R}=1$, and therefore $\rho=1$. This fact confirms the expectation that the phenomenology described by the dynamical phase diagram presented in Fig. 4.7 actually carries over moderately beyond the strong-confinement limit.

Our previous discussion in Section 4.5 revealed that the behavior of the noiseless model is completely determined by fixing the dimensionless numbers $g=\lambda^{2} /(\kappa R), \rho=\gamma R^{2} / D$, and $w=R v /(2 D)$-see Eqs. (4.50), (4.52) and (4.57), here specialized for model A in spatial dimension $d=1$. Thermal fluctuations are, instead, perturbatively quantified by the ratio $l / R$ of the thermal length $l$ (see Eq. (4.68)) to the particle radius $R$ - see Section 4.6.1. Note that the effective particle dynamics at criticality $r=0$ has been written in the previous Sections in terms of $n=10$ physical variables (i.e., $X, t, \kappa, R, v, \lambda, D, v, X_{0}$, and $T$ ), but only $k=4$ distinct physical units (i.e., mass, length, time and temperature). The physics of the model is thus actually captured by the mutual dependence of the $n-k=6$ dimensionless parameters

$$
\begin{equation*}
\frac{X}{X_{0}}=F\left(\frac{t}{\tau_{R}} ; w, \rho, g, \frac{l}{R}\right), \tag{4.69}
\end{equation*}
$$

as suggested by dimensional analysis [159]. In the simulations, we chose $\rho=1$ and a large effective coupling $g \simeq 25$, while we varied the Weissenberg number $w$ within the range $0<w \lesssim 1$. We finally added thermal fluctuations of moderate strength by tuning the noise temperature $T$ so that $l / R \simeq 10^{-1}-10^{-2}$. This choice facilitates the numerical computation and no significant qualitative change occurred at higher temperatures.

In Fig. 4.8b we show the results of simulations analogous to those presented in Fig. 4.8a, but for a field that evolves according to the conserved dynamics prescribed by model B. In addition, we chose here a finite correlation length $\xi \simeq 2 R$, so that the system is off criticality. Although analytical predictions cannot be derived in closed form for model B, the simulations show a behavior similar to that of model A . This is interesting in view of possible experimental investigations of the effects qualitatively predicted in this Chapter, because off-critical model B more realistically represents, e.g., the case of colloidal particles immersed in a binary liquid mixture [34-36] (still assuming that hydrodynamics effects are negligible). Note that the parameters $w$, $\rho$ and the ratio $l / R$ used above are not far from those realistically achievable in experiments (see Appendix D.5.1); the magnitude of $g$ depends, instead, on the specific mechanism that couples the medium with the particle and, from our discussion, one expects the overall effect to be enhanced if $g$ can be made large in an experimental realization. Note also that the interaction potential $V(\mathbf{x})$ in Fig. 4.8b is chosen to be Gaussian with variance $R$, rather than exponential as


Figure 4.9: Evolution of the average position $\langle X(t)\rangle$ of the particle which is suddenly displaced at time $t=0$ by an amount $\pm X_{0}$ from its actual position in the steady state. The solid lines in both the main panel and the inset are obtained from the numerical simulation of the system with model A dynamics in spatial dimension $d=1$. The inset refers to the case $X_{0}=1$, so that the corresponding behavior is captured by the linear-response prediction in Eqs. (4.49) and (4.58) - the symbols correspond to its numerical Laplace inversion, and the scales on the axes are the same as in the main plot. This implies, inter alia, that $\langle X(t)\rangle$ starting from $+X_{0}$ is the opposite of $\langle X(t)\rangle$ starting from $-X_{0}$. The main plot, instead, refers to $X_{0}=10$, which turns out to be beyond the linear regime. In fact, the relaxation occurring from the initial values $+X_{0}$ and $-X_{0}$ are no longer related by the symmetry highlighted above. The remaining simulation parameters are the same as in Fig. 4.8a, with $w=0.6$.
in Eq. (4.46). The overall qualitative behavior is thus shown to be robust against changing the details of $V(\mathbf{x})$, as expected [81].

Finally, we can use the numerical simulations to explore qualitative features that are not captured by the linear-response analysis. In particular, our analytical solution in Eq. (4.43) depends linearly on the initial particle displacement $X_{0}$, meaning that the evolution of $\langle X(t)\rangle$ after displacing the particle in the steady state by $+X_{0}$ is expected to be the opposite of that of $\langle X(t)\rangle$ after a displacement $-X_{0}$. This is indeed the case in our numerical simulations performed at small $X_{0}$, as we show in the inset of Fig. 4.9 (it is also mostly the case in the experiments of Ref. [47] - see Fig. 3 therein). However, the asymmetry between the two evolutions is expected to emerge upon increasing $X_{0}$, as it is clearly shown in Fig. 4.9. This asymmetry is a consequence of the non-linearity of the field-particle coupling, and therefore of the effective evolution equation for the particle position.

### 4.7 Summary of this Chapter

In this Chapter we characterized the effective dynamics and the stochastic thermodynamics of a probe in a spatio-temporally correlated medium, focusing on the case in which an external injection of work (exerted on the probe) drives the system into a nonequilibrium steady state.

First, in Section 4.2 we developed a thermodynamically consistent framework to study the energetic and entropic flows for a probe in a fluctuating medium with spatio-temporal correlations,
modeled here by a scalar field in contact with a heat bath. We showed that the mutual influence of the probe and the correlated environment leads to unusual thermodynamic properties, even for the simple example of a particle dragged by a harmonic trap through a Gaussian field, which we analyzed in Section 4.3. We showed that, close to criticality, a dipolar structure develops in the local heat dissipation of the field, with systematic heat absorption in front of the particle, and whose extent is determined by the spatial correlation length $\xi$ of the field (see Fig. 4.3). Furthermore, in Section 4.3 .4 we computed the cumulant generating function of the power needed to drag the particle - see Eqs. (4.31) and (4.33). In particular, we found that the additional power dissipated due to the presence of the field features three regimes with distinct scaling as a function of the drag speed $v$ (see Fig. 4.4(b)), among which are two non-Stokesian regimes a feature that cannot be captured by a linear GLE. Far from criticality $(\xi \rightarrow 0)$, the medium is only weakly correlated, and indeed both the heat dipole and the additional dissipation vanish.

Next, in Section 4.4 we demonstrated that, when displaced from its steady-state position in the driven trap, the average position of the particle can exhibit oscillations during relaxation, in spite of the system dynamics being overdamped. This is reminiscent of the oscillatory modes recently observed with colloidal particles dragged through a viscoelastic fluid [47], except that the medium considered here is not viscoelastic. Accordingly, we have shown that oscillating modes can be found in overdamped media characterized by spatial and temporal correlations, which is typically the case for systems close to a second-order phase transition.

In particular, in Section 4.5 we first neglected thermal fluctuations and we derived an analytic solution of the effective equation of motion for the coordinate $X(t)$ of the particle, within the linear-response approximation, and when the particle is suddenly displaced at time $t=0$ from its steady-state position - see Eq. (4.43). This approximation involves the field-induced memory kernel $\Gamma(t)$ which appears into the effective equation (4.42) of the particle, once the field has been integrated out. We then focused on the case $d=1$ of model A dynamics, and we characterized the analytic structure of the memory kernel $\hat{\Gamma}(s)$ in Laplace space (see Eq. (4.58) and Fig. 4.7), and its implications for the dynamics of $X(t)$. In particular, it turns out that $\langle X(t)\rangle$ generally exhibits oscillations if the relaxation timescale of the field $\tau_{R}$ - over distances of the order of the particle size $R$, see Eq. (4.44) - exceeds the typical timescale $\tau_{\kappa}$ set by the harmonic trap (see Section 4.5.3). These oscillations are damped (and eventually vanish) at large values of the trap strength $\mathcal{K}$ and whenever the correlation length of the field $\xi$ is much smaller than the particle radius $R$. Thermal fluctuations are then reinstated into the problem by using a perturbative expansion in the field-particle coupling $\lambda$ - see Section 4.6. Their main effect on the late-time particle dynamics is a renormalization of the particle radius $R$ by its thermal mean squared displacement $l$ in the harmonic trap, while the qualitative features of $\langle X(t)\rangle$ remain the same as in the absence of the noise.

The accuracy of our analytic predictions was tested via numerical simulations in Sections 4.3.3 and 4.6.2, finding good agreement (see Figs. 4.4(b) and 4.8). However, simulations can also be used to explore the range of parameters that are in principle out of reach of our analytical predictions. For example, in Fig. 4.8 b we show that the qualitative features of $\langle X(t)\rangle$ obtained by using a conserved field dynamics, i.e., model B, are similar to those of model A. Moreover,
such features are robust against changing the particular shape of the field-particle interaction potential $V(\mathbf{x})$ (see Eq. (2.3)), as expected. In addition, by choosing a sufficiently large value of the initial particle displacement $X_{0}$, we can go beyond the linear-response approximation under which our analytical predictions were derived. In Fig. 4.9, the actual non-linearity of the field-particle coupling causes an asymmetry between the response of the system to a $+X_{0}$ or $-X_{0}$ initial particle displacement.

Finally, we note that other interesting features displayed by viscoelastic fluids - such as those observed in the recoil experiments performed in Ref. [150] - are found to emerge also within the minimal model for correlated (but not viscoelastic) media studied here. Other possible extensions and future perspectives will be described in the Conclusions.

# The effects of boundaries: A TRACER in A CONFINED CORRELATED MEDIUM 

As discussed in the previous Chapters, determining effective equations of motion of a complex interacting system is a classic problem in statistical mechanics [11, 160-163]. A typical scenario of this kind is encountered when a tracer particle is immersed in a rapidly fluctuating medium. When there exists a clear separation between time scales, the fast degrees of freedom (medium) can be integrated out and subsumed into a reduced set of equations of motion for the slow degrees of freedom (particle). Several schemes have been proposed in the past to achieve this goal, generally starting form a set of (stochastic) differential equations which are phenomenologically assumed to describe the coupled system composed by the particle and its bath. Most of these schemes are based on the projection operator formalism [7, $8,154,155]$ or on the eigenfunction expansion of the Fokker-Planck equation corresponding to the original set of Langevin equations [ $9,53,84,85]$.

In the previous Chapters we have focused on the case in which the tracer particle moves in a medium endowed with long-range correlations and large relaxation times. Theoretical descriptions of this type of systems (such as the one adopted above) often feature a scalar order parameter field $\phi(\mathbf{x})$; a possible enhancement or suppression of the field or its correlations at the tracer location $\mathbf{X}(t)$ (representing, e.g., critical adsorption [100]) can be modeled by including in the Hamiltonian terms proportional to $\phi(\mathbf{X})$ or $\phi^{2}(\mathbf{X})$, respectively, or derivatives thereof [28].

In order to obtain the effective dynamics of the tracer, a systematic method for the elimination of the field degrees of freedom coupled to $\mathbf{X}(t)$ from the dynamics is required - particularly in the case in which the field relaxation is fast (compared to the scale of the particle diffusion), but not instantaneous. The general problem of the elimination of $N$ (non-interacting) fast variables from a system of $(N+M)$ stochastic differential equations is of course not new. The eigenfunction expansion method $[9,84,85]$ has been successfully applied to the case in which the field-particle coupling is linear, both in a confined geometry $[64,164]$ and in the continuum - see the discussion in Section 2.3. In this setting, the fast variables correspond to the Fourier modes of the field, while the $d$-dimensional coordinates of the particle are the slow variables. The case of a coupling with the particle that is quadratic in the field has hitherto not been addressed within the above formalism: notably, the underlying hypothesis that the $N$ fast variables are non-interacting is generally violated, because the quadratic coupling introduces an interaction between the Fourier modes of the field. Other methods $[11,165]$ require the specification of a steady-state distribution around which to construct a perturbative series in small powers of an appropriate adiabaticity parameter $\chi$; however, such steady-state distribution is generally not known a priori when the
system is out of equilibrium.
In this Chapter we present an adiabatic elimination method for a tracer particle with linear or quadratic couplings to a stochastic background field subject to spatial confinement. The method consists in a systematic expansion in powers of a small adiabaticity parameter $\chi$, which encodes the ratio of the field relaxation timescale to that of the particle diffusion. The procedure is transparent as it is based on a multiple-time-scale (or Chapman-Enskog-like) approach, where we project the dynamics over the moments of the joint probability distribution $P(\mathbf{X}, \phi, t)$ : this way we obtain a hierarchy of equations for the various moments, which can be truncated by noting that the higher moments relax faster than the lower ones [166-168]. Notably, no assumption is made a priori about the equilibrium distribution of the tracer particle: the steady-state distribution is instead obtained from the method itself. As a result, the latter can be applied to systems violating detailed balance between tracer and field degrees of freedom. The main outcome of this method is an effective Fokker-Planck equation for the tracer position $\mathbf{X}(t)$, characterized by space-dependent drift and diffusion coefficients.

In the following, we will consider a point-like particle in contact with a scalar field $\phi(\mathbf{x}, t)$, whose Hamiltonian is Gaussian (but of various types, see below), and which undergoes a Langevin relaxational dynamics with or without local conservation. We consider a box with periodic boundary conditions (BCs) for the field and the tracer in all but the $z$-direction, which has size $L$. In our actual calculations, we will mostly focus on a one-dimensional box of size $L$ in order to arrive at analytically tractable expressions. The field is spatially confined by suitable boundary conditions at $z=0, L ;$ a Brownian particle is allowed to diffuse within the box (subject to reflective BCs at $z=0, L$ ), while coupled either linearly or quadratically to $\phi(\mathbf{X}, t)$, or to its derivatives $\nabla^{n} \phi(\mathbf{X}, t)$. The backreaction of the particle on the evolution of the field may or may not be taken into account. In the former case the tracer is termed reactive, and it can be viewed as a model for a colloidal particle in a critical fluid; detailed balance is satisfied along its evolution, so that the system reaches equilibrium by relaxing to the Gibbs state. Conversely, in the latter case, a passive tracer is carried by the medium without influencing it: it can be seen as an active particle driven by temporally correlated noise [64].

The rest of the presentation is organized as follows. In Section 5.1 we introduce the model and set the notation. In Section 5.2 we cast the dynamics in terms of the field eigenfunctions expansion, and we exemplify some choices of Hamiltonians and field-particle couplings by pointing out their significance in physical applications. In Section 5.3 we develop the adiabatic elimination method, carrying out the derivation for a reactive or a passive tracer separately. As an example, in Section 5.4 we apply the method to a few simple models, and we point out its qualitative predictions. Our results are summarized in Section 5.5.

The content of this Chapter has been published as "D. Venturelli and M. Gross, Tracer particle in a confined correlated medium: an adiabatic elimination method, J. Stat. Mech. (2022) 123210" [65].

### 5.1 The model

We consider the joint dynamics of a point-like tracer particle at position $\mathbf{X}(t)$ coupled to a fluctuating order parameter scalar Gaussian field $\phi(\mathbf{x}, t)$. The system is described by the Hamiltonian

$$
\begin{equation*}
\mathcal{H}(\mathbf{X},[\phi]) \equiv \mathcal{H}_{\phi}[\phi]+\mathcal{H}_{X}(\phi(\mathbf{X})) \tag{5.1}
\end{equation*}
$$

with

$$
\begin{align*}
& \mathcal{H}_{X}(\phi(\mathbf{X})) \equiv \frac{c}{2}\left(\mathcal{K}_{2} \phi(\mathbf{X})\right)^{2}-h \mathcal{K}_{1} \phi(\mathbf{X}), \\
& \mathcal{H}_{\phi}[\phi] \equiv \int_{V} \mathrm{~d}^{d} x\left\{\frac{1}{2} \phi(\mathbf{x}) \Delta(\mathbf{x}) \phi(\mathbf{x})-h_{1} \phi(\mathbf{x})[\delta(z)+\delta(L-z)]\right\} \tag{5.2}
\end{align*}
$$

where we take $\mathcal{K}_{1}, \mathcal{K}_{2}, \Delta$ to be generic self-adjoint differential operators (see Section 5.2 .3 below for concrete examples), and the $\delta$-functions are assumed to be located inside the volume $V$. The system is confined in the $z$-direction, i.e., $z \in[0, L]$, and the field is required to fulfill one of the following boundary conditions (BCs):

$$
\begin{align*}
\text { Dirichlet: } & \phi\left(\left\{\mathbf{x}_{\|}, z \in\{0, L\}\right\}\right)=0,  \tag{5.3a}\\
\text { Neumann: } & \left.\partial_{z} \phi\left(\mathbf{x}_{\|}, z\right)\right|_{z \in\{0, L\}}=0,  \tag{5.3b}\\
\text { capillary: } & \left.\partial_{z}\left\langle\phi\left(\left\{\mathbf{x}_{\|}, z\right\}\right)\right\rangle\right|_{z \in\{0, L\}}=\mp h_{1}, \tag{5.3c}
\end{align*}
$$

where $\mathbf{x}=\left\{\mathbf{x}_{\|}, z\right\}$. The terms proportional to the boundary fields $h_{1}$ in Eq. (5.2) induce capillary BCs on the mean field [64].

Both the field and the particle are subject to a relaxational dynamics, ruled by the Langevin equations [29-31]

$$
\begin{align*}
\dot{\mathbf{X}}(t) & =-\gamma_{x} \nabla_{\mathbf{X}} \mathcal{H}+\sqrt{\gamma_{x}} \boldsymbol{\eta}(t),  \tag{5.4a}\\
\dot{\phi}(\mathbf{x}, t) & =-\gamma_{\phi} \Lambda \frac{\delta}{\delta \phi(\mathbf{x})}\left[\mathcal{H}_{\phi}[\phi]+\zeta \mathcal{H}_{X}(\phi(\mathbf{X}))\right]+\sqrt{\gamma_{\phi}} \xi(\mathbf{x}, t), \tag{5.4b}
\end{align*}
$$

where $\Lambda(\mathbf{x})$ is another self-adjoint differential operator, and the noise terms represent two independent Gaussian stochastic processes with zero average and variances

$$
\begin{align*}
\left\langle\eta_{\alpha}(t) \eta_{\beta}\left(t^{\prime}\right)\right\rangle & =2 T_{x} \delta_{\alpha \beta} \delta\left(t-t^{\prime}\right),  \tag{5.5}\\
\left\langle\xi(\mathbf{x}, t) \xi\left(\mathbf{x}^{\prime}, t^{\prime}\right)\right\rangle & =2 T_{\phi} \Lambda(\mathbf{x}) \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \delta\left(t-t^{\prime}\right) . \tag{5.6}
\end{align*}
$$

The Fokker-Planck equation associated with Eq. (5.4) is given by [11]

$$
\begin{equation*}
\partial_{t} P=\int_{V} \mathrm{~d}^{d} x \frac{\delta}{\delta \phi(\mathbf{x})}\left[\gamma_{\phi} \Lambda(\mathbf{x}) \frac{\delta \mathcal{H}}{\delta \phi(\mathbf{x})}+T_{\phi} \gamma_{\phi} \Lambda(\mathbf{x}) \frac{\delta}{\delta \phi(\mathbf{x})}\right] P+\gamma_{x} \nabla_{\mathbf{X}} \cdot\left(\nabla_{\mathbf{X}} \mathcal{H}\right) P+T_{x} \gamma_{x} \nabla_{\mathbf{x}}^{2} P \tag{5.7}
\end{equation*}
$$

where we denoted for brevity $P \equiv P(\mathbf{X},[\phi], t)$. Equation (5.4a) describes the dynamics of the particle under the influence of the field $\phi(\mathbf{X}, t)$. The parameter $\zeta$ in Eq. (5.4b) controls the backreaction of the particle on the field: when $\zeta=0$ the field dynamics is independent from that of the particle, which we will call "passive" (in the sense that the particle is passively carried by
the medium); for $\zeta=1$, instead, the field is influenced by the tracer, called henceforth "reactive". In the first case $(\zeta=0)$, detailed balance is broken and the system is out of equilibrium for any choice of the temperatures $T_{x}$ and $T_{\phi}$; for all practical purposes, Eq. (5.4a) then describes an active particle driven by the (independent) stochastic process in Eq. (5.4b). Within the second scenario $(\zeta=1)$, on the other hand, setting $T_{x}=T_{\phi} \equiv T$ corresponds to a situation in which the particle and the field are in contact with the same thermal bath; the resulting steady-state probability distribution [which solves Eq. (5.7)] is then given by the Gibbs state

$$
\begin{equation*}
P_{s}(\mathbf{X},[\phi])=\frac{1}{\mathcal{Z}_{0}} \exp \left(-\frac{1}{T} \mathcal{H}(\mathbf{X},[\phi])\right) \tag{5.8}
\end{equation*}
$$

with $\mathcal{Z}_{0}=\int_{V} \mathrm{~d}^{d} X \int \mathcal{D} \phi \exp (-\mathcal{H}(\mathbf{X},[\phi]) / T)$, and the functional measure $\mathcal{D} \phi$ is defined as

$$
\begin{equation*}
\int \mathcal{D} \phi \equiv \prod_{n} \int_{-\infty}^{\infty} \mathrm{d} \phi_{n} \tag{5.9}
\end{equation*}
$$

in terms of suitable field eigenmodes $\phi_{n}$ - see Section 5.2.1.
In the following, we will focus for simplicity on one spatial dimension, and we will be interested in the marginal dynamics of the tracer particle $\mathbf{X}(t)$ alone. Under the assumption of fast field relaxation (a notion we will make more precise in Section 5.2 .5 below), we will write an approximate effective Fokker-Planck equation for the marginal probability distribution

$$
\begin{equation*}
\bar{P}(\mathbf{X}, t) \equiv \int \mathcal{D} \phi P(\mathbf{X},[\phi], t) \tag{5.10}
\end{equation*}
$$

which, due to global conservation of probability, fulfills $\int_{V} \mathrm{~d}^{d} X \bar{P}(\mathbf{X}, t)=1$. We choose for simplicity the initial joint probability distribution to be given by

$$
\begin{equation*}
P\left(\mathbf{X},[\phi], t=t_{0}\right)=\delta\left(\mathbf{X}-\mathbf{X}_{0}\right) P_{\phi}\left(\mathbf{X}_{0},[\phi]\right) . \tag{5.11}
\end{equation*}
$$

We assume the initial condition $\phi\left(\mathbf{x}, t=t_{i}\right)=0$ to apply in the infinite past $\left(t_{i}=-\infty\right)$, so that at $t=t_{0}=0$ the field has reached a steady state and its initial condition can be neglected. The initial condition for the particle is applied at $t=t_{0}=0$.

### 5.2 Preliminaries

### 5.2.1 Mode expansion of the field

Unless stated otherwise, we focus henceforth on a one-dimensional system with $z \in[0, L]$. It is convenient to expand the field variable $\phi(x, t)$ in terms of a suitable eigenfunction basis. Assuming that the operators $\Delta(x)$ and $\Lambda(x)$ commute, we can find a set of common eigenfunctions $\sigma_{n}$ satisfying the eigenvalue equations

$$
\begin{equation*}
\Delta \sigma_{n} \equiv \beta_{n} \sigma_{n}, \quad \Lambda \sigma_{n} \equiv \frac{1}{T_{\phi}} L_{n} \sigma_{n} \tag{5.12}
\end{equation*}
$$

where $n$ denotes the mode index [see Eq. (5.31) below for specific expressions]. We do not require that $\Delta(x), \Lambda(x)$ commute with $\mathcal{K}_{1,2}(x)$; we thus define

$$
\begin{equation*}
u_{n}(z) \equiv \sqrt{c} \mathcal{K}_{2} \sigma_{n}(z), \quad v_{n}(z) \equiv h \mathcal{K}_{1} \sigma_{n}(z) \tag{5.13}
\end{equation*}
$$

where $\sigma_{n}$ is not in general an eigenfunction of $\mathcal{K}_{2}$ or $\mathcal{K}_{1}$. We then introduce the following eigenfunction expansions of the order parameter and the noise fields:

$$
\begin{equation*}
\phi(z, t)=\sum_{n} \sigma_{n}(z) \phi_{n}(t), \quad \xi(z, t)=\sum_{n} \sigma_{n}(z) \xi_{n}(t) \tag{5.14}
\end{equation*}
$$

where the expansion coefficients are defined through the inverse relations

$$
\begin{equation*}
\phi_{n}(t)=\int_{0}^{L} \mathrm{~d} z \sigma_{n}^{*}(z) \phi(z, t), \quad \xi_{n}(t)=\int_{0}^{L} \mathrm{~d} z \sigma_{n}^{*}(z) \xi(z, t) \tag{5.15}
\end{equation*}
$$

The eigenfunctions $\sigma_{n}(z)$ are taken to be orthonormal and to satisfy a completeness relation, i.e.,

$$
\begin{equation*}
\int_{0}^{L} \mathrm{~d} z \sigma_{m}^{*}(z) \sigma_{n}(z)=\delta_{m, n}, \quad \sum_{n} \sigma_{n}(z) \sigma_{n}^{*}\left(z^{\prime}\right)=\delta\left(z-z^{\prime}\right) \tag{5.16}
\end{equation*}
$$

Unless otherwise noted, we will consider in the following only real eigenfunctions $\sigma_{n}$ (see also the discussion in Section 5.2.4).

### 5.2.2 Stationary distribution in the presence of detailed balance

Let us first introduce the notation

$$
\begin{align*}
\Gamma_{n m} & \equiv \frac{\beta_{n}}{T_{\phi}} \delta_{n m}+\frac{1}{T_{x}} u_{n}(X) u_{m}(X),  \tag{5.17}\\
\tau_{n} & \equiv \frac{h_{1}}{T_{\phi}}\left[\sigma_{n}(0)+\sigma_{n}(L)\right]+\frac{\zeta}{T_{x}} v_{n}(X), \tag{5.18}
\end{align*}
$$

where $\beta_{n}, u_{n}$ and $v_{n}$ are defined as in Section 5.2.1. As we stressed above, the evolution equations (5.4) satisfy detailed balance in the reactive case $(\zeta=1)$ and provided that $T_{x}=T_{\phi} \equiv T$. In this case, the joint stationary distribution is the one given in Eq. (5.8), and it can be expressed in terms of the field modes as

$$
\begin{equation*}
P_{S}\left(X,\left\{\phi_{n}\right\}\right)=\frac{1}{\mathcal{Z}_{0}} \exp \left(-\frac{1}{2} \sum_{n m} \phi_{n} \Gamma_{n m} \phi_{m}+\sum_{n} \tau_{n} \phi_{n}\right) \tag{5.19}
\end{equation*}
$$

The marginal stationary probability distribution of the particle at position $X$ can be found by integrating out the field modes $\phi_{n}$ from the joint stationary distribution $P_{s}\left(X,\left\{\phi_{n}\right\}\right)$ in Eq. (5.19). The latter is Gaussian in the $\phi_{n}{ }^{\prime} \mathrm{s}$, so that a simple calculation renders (when $T_{x}=T_{\phi} \equiv T$ )

$$
\begin{equation*}
P_{s}(X) \equiv \int \mathcal{D} \phi P_{s}\left(X,\left\{\phi_{n}\right\}\right)=\mathcal{N} \exp \left\{-\frac{1}{T}[U(X)+W(X)]\right\} \tag{5.20}
\end{equation*}
$$

where $\mathcal{N}$ is a normalization constant, and where we introduced the effective potentials

$$
\begin{align*}
U(X) & \equiv \frac{T}{2} \ln (1+V(X))  \tag{5.21}\\
V(X) & \equiv \sum_{n} \frac{u_{n}^{2}(X)}{\beta_{n}}  \tag{5.22}\\
W(X) & \equiv-\frac{T}{2} \tau_{n} \Gamma_{n m}^{-1} \tau_{m} \tag{5.23}
\end{align*}
$$

stemming from the use of the matrix determinant lemma [169] - in partricular, $U(X)$ follows from the determinant of $\Gamma_{n m}$ in Eq. (5.17). Note that $W(X)$ contains the effect of possible boundary fields $h_{1} \neq 0$ through $\tau_{n}$ defined in Eq. (5.18), while the inverse matrix $\Gamma^{-1}$ can be explicitly computed by means of the Shermann-Morrison formula [169], yielding

$$
\begin{equation*}
\Gamma_{i j}^{-1}=T\left\{\beta_{i}^{-1} \delta_{i j}-\frac{u_{i} u_{j}}{\beta_{i} \beta_{j}[1+V(X)]}\right\} . \tag{5.24}
\end{equation*}
$$

The effective potentials $V(X)$ and $W(X)$ are model-dependent, and they involve an infinite summation of terms containing the linear or quadratic coupling to the particle in their numerator (i.e., the functions $v_{n}(X)$ or $u_{n}(X)$, respectively), and the eigenvalue $\beta_{n}$ of the field operator $\Delta(x)$ in their denominator. These sums can occasionally diverge, either because the denominator of the $n=0$ term is zero [called infrared (IR) divergence], or because the series does not converge to a finite result at large $n$ [ultraviolet (UV) divergence]. IR divergences are typically related to the presence of zero modes in the field at criticality; we will see some examples of them in Section 5.4, and we will comment later on their meaning. In contrast, UV divergences are more subtle: they may either result in a flat stationary probability distribution (which is physically meaningful), or else prevent the said probability density function (PDF) from being normalized [64]. This second type of divergence generally indicates that the corresponding effective potential is non-universal, in the sense that it depends on other UV details that were not included in the original Hamiltonian. Indeed, these divergences are generally cured by including higher-order derivative terms in the field Hamiltonian $\mathcal{H}_{\phi}$ in Eq. (5.2), which in turn translates to the corresponding eigenvalue $\beta_{n}$ being proportional to higher powers of the summation index $n$. In Section 5.4 we will exemplify the use of the adiabatic approximation procedure by applying it to models where the effective potentials in Eqs. (5.21) to (5.23) are not affected by UV divergences.

### 5.2.3 Some concrete examples

Many physical models fall within the class of Hamiltonians introduced in Eq. (5.2) when they are considered within their quadratic (Gaussian) approximation. The simplest is arguably the Landau-Ginzburg model endowed with model A/B dynamics [59], which we already considered in the previous Chapters, and which corresponds to the choice of operators [see Eq. (5.12)]

$$
\begin{array}{lll}
\Delta(\mathbf{x})=-\nabla_{\mathbf{X}}^{2}+r & \rightarrow & \beta_{n}=k_{n}^{2}+r, \\
\Lambda(\mathbf{x})=\left(-\nabla_{\mathbf{X}}^{2}\right)^{\alpha / 2} & \rightarrow & L_{n}=T_{\phi} k_{n}^{\alpha} . \tag{5.26}
\end{array}
$$

As usual, the parameter $\alpha$ can take the value $\alpha=0$ (model A, dissipative dynamics) or $\alpha=2$ (model B, conserved dynamics); the parameter $r$ is linked to the correlation length $\xi$ of the field by $r=\xi^{-2}$, so that for $r \rightarrow 0$ the system approaches a critical point characterized by the divergence of $\xi$ (see also Section 1.3). For the sake of generality, we consider here again arbitrary dimension $d$ and, accordingly, the squared wave number $k_{n}^{2}$ stands for $\sum_{i=1}^{d} k_{i, n}^{2}$ [see Eq. (5.31) below for expressions of $k_{z, n}$ in the one-dimensional case].

Membranes are often described using the Helfrich Hamiltonian [21, 170-172], for which

$$
\begin{equation*}
\Delta(\mathbf{x})=\kappa \nabla_{\mathbf{X}}^{4}-\sigma \nabla_{\mathbf{X}}^{2} \quad \rightarrow \quad \beta_{n}=\kappa k_{n}^{2}\left(k_{n}^{2}+\tau\right), \tag{5.27}
\end{equation*}
$$

where $\kappa$ is the membrane bending modulus and $\sigma$ its surface tension, and where we introduced $\tau=\sigma / \kappa$. Microemulsions (e.g., oil-water-surfactant mixtures) can instead be described in terms of the Gompper-Schick model [22,23], where to the scalar order parameter $\phi(\mathbf{x}, t)$ one generically associates a free energy

$$
\begin{equation*}
\mathcal{F}[\phi]=f(\phi)+c_{2}(\nabla \phi)^{2}+c_{4}\left(\nabla^{2} \phi\right)^{2}, \tag{5.28}
\end{equation*}
$$

where $f(\phi)$ is a local polynomial in $\phi$ (typically of the 4th or 6th order). Choosing again model A/B dynamics leads to a 4th/6th order Allen-Cahn/Cahn-Hiliard evolution equation for the order parameter $\phi(\mathbf{x}, t)$, a problem that has been extensively covered in the mathematical literature [173-176]. When not specifically interested in studying phase coexistence, one can consider this model within the Gaussian approximation by truncating $f(\phi) \simeq \tau \phi^{2}$ to the quadratic order, again leading to

$$
\begin{equation*}
\Delta(\mathbf{x})=c_{4} \nabla_{\mathbf{X}}^{4}-c_{2} \nabla_{\mathbf{X}}^{2}+\tau \quad \rightarrow \quad \beta_{n}=c_{4} k_{n}^{4}+c_{2} k_{n}^{2}+\tau . \tag{5.29}
\end{equation*}
$$

In contrast to the Helfrich model, in the GS model the constant $c_{2}$ can take both positive or negative values: this can be used to describe the enhancement/reduction of the surface tension by the surfactant.

While the class of Hamiltonians in the form of Eq. (5.2) is broad, finding a simultaneous eigenbasis for the operators $\Lambda(\mathbf{x})$ and $\Delta(\mathbf{x})$ is not always straightforward (albeit unfortunately necessary in order to obtain closed-form results for the effective Fokker-Planck equation, as we will discuss later). For instance, the Helfrich Hamiltonian is often used in conjunction with a dynamics ruled by the Oseen hydrodynamic tensor [20, 172, 177]. In $d=2$ and in Fourier space, the Oseen tensor takes the approximate form $\Lambda(\mathbf{q})=1 /(4 \eta|\mathbf{q}|)$, where $\eta$ is the viscosity of the fluid surrounding the membrane $[31,178]$. While in the bulk one can use plane waves $\exp (i \mathbf{q} \cdot \mathbf{x})$ to diagonalize $\Lambda(\mathbf{x})$ and $\Delta(\mathbf{x})$ simultaneously, in a confined geometry such as the one considered in this Chapter, the Fourier series coefficients of $\Lambda(\mathbf{q})=1 /(4 \eta|\mathbf{q}|)$ assume a cumbersome form which makes the calculation less practical. We will thus reserve the analysis of models involving the Oseen tensor for a future study.

Finally, a tracer particle can be coupled to the order parameter by means of the linear and/or quadratic terms contained in $\mathcal{H}_{X}$ in Eq. (5.2). Typical choices for the operators $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ are the identity $\mathbb{1}$, or else powers of $\nabla_{\mathbf{X}}$; we will sometimes denote the former case as simple linear or quadratic couplings, i.e.,

$$
\begin{equation*}
\mathcal{K}_{1}=\mathbb{1}, \quad \mathcal{K}_{2}=\mathbb{1}, \quad \mathcal{H}_{X}(\phi(\mathbf{X})) \equiv \frac{c}{2} \phi^{2}(\mathbf{X})-h \phi(\mathbf{X}) . \tag{5.30}
\end{equation*}
$$

In the linear coupling case (e.g., $h \phi(\mathbf{X})$ or $h \nabla_{\mathbf{X}} \phi(\mathbf{X})$ ) and for $h>0$, configurations are favored in which the field (or its derivative) are enhanced in the vicinity of the tracer particle. In the quadratic coupling case (e.g., $c \phi^{2}(\mathbf{X})$ or $\left.c\left[\nabla_{\mathbf{X}} \phi(\mathbf{X})\right]^{2}\right)$, on the contrary, the value of the field (or its derivative, respectively) are suppressed in the vicinity of the tracer particle; in the formal limit where $c \rightarrow \infty$, the coupling induces a point-like Dirichlet (or Neumann) boundary condition on $\phi$ in correspondence of the tracer's position X [28].

### 5.2.4 Choice of the eigenbasis

Local differential operators $\Lambda(z), \Delta(z)$ like the ones listed above are diagonalized by the following eigenfunctions $\sigma_{n}(z)$, which we specialize for the various BCs considered in Eq. (5.3):

$$
\begin{array}{ll}
\sigma_{n}^{(\mathrm{D})}(z)=\sqrt{\frac{2}{L}} \sin \left(k_{n}^{(\mathrm{D})} z\right), \quad k_{n}^{(\mathrm{D})}=\frac{\pi n}{L}, \quad n=1,2, \ldots, & \text { Dirichlet } \mathrm{BCs},  \tag{5.31a}\\
\sigma_{n}^{(\mathrm{N})}(z)=\sqrt{\frac{2-\delta_{n, 0}}{L}} \cos \left(k_{n}^{(\mathrm{N})} z\right), \quad k_{n}^{(\mathrm{N})}=\frac{\pi n}{L}, \quad n=0,1,2, \ldots, & \text { Neumann BCs. }
\end{array}
$$

Capillary BCs [see Eq. (5.3c)] can be imposed by choosing Neumann eigenfunctions, for which the averaged field profile can be shown to read [64]

$$
\begin{equation*}
\langle\phi(z)\rangle_{h_{1}}=h_{1} L\left[\left(\frac{1}{2}-\frac{z}{L}\right)^{2}-\frac{1}{12}\right] . \tag{5.32}
\end{equation*}
$$

We furthermore introduce, for future reference, the shorthand notation

$$
\tilde{\sigma}_{n}(z) \equiv \frac{1}{k_{n}} \partial_{z} \sigma_{n}(z)=\left\{\begin{array}{lc}
\sqrt{\frac{2}{L}} \cos \left(k_{n}^{(\mathrm{D})} z\right), & n=1,2, \ldots  \tag{5.33}\\
-\sqrt{\frac{2}{L}} \sin \left(k_{n}^{(\mathrm{N})} z\right), & n=1,2, \ldots
\end{array}\right.
$$

and $\tilde{\sigma}_{0}^{(\mathbb{N})}(z)=0$.
It must be noted that standard Dirichlet BCs generally entail a non-zero flux through the boundaries $[179,180]$, requiring to use suitable 'no-flux' basis functions in order to ensure global field conservation [181]. This is however technically rather involved, so in the following we will not consider conserved dynamics (model B) in conjunction with Dirichlet BCs. Moreover, in this Chapter we are mostly concerned with the effects of confinement on the dynamics of the tracer particle, and thus we will not focus explicitly on the case of periodic boundary conditions (PBCs), for which most of these effects have been found to trivialize [64]. However, the choice of eigenfunctions

$$
\sigma_{n}^{(\mathrm{P})}(z) \equiv \begin{cases}\frac{1}{\sqrt{\sqrt{2}}} \sigma_{n}^{(\mathrm{N})}(z), & n=0,-1,-2, \ldots  \tag{5.34}\\ \frac{1}{\sqrt{2}} \sigma_{n}^{(\mathrm{D})}(z), & n=1,2,3, \ldots\end{cases}
$$

formally corresponds to PBCs over the symmetric interval $z \in[-L, L]$ (which is a convenient choice for later inspecting the bulk limit $L \rightarrow \infty$ ). These could be equivalently addressed by
adopting complex eigenfunctions $\sigma_{n}^{(\mathrm{p})}(z)=\frac{1}{\sqrt{2 L}} \exp \left(\mathrm{i} k_{n}^{(\mathrm{p})} z\right), k_{n}^{(\mathrm{p})}=\pi n / L$, but then the Fokker-Planck-based method we present in Section 5.3 would require considering the joint probability distribution $\mathcal{P}\left(\alpha_{R}, \alpha_{I}, t\right)$ [or equivalently $\mathcal{P}(\alpha, \bar{\alpha}, t)$, with $\bar{\alpha} \equiv \alpha^{*}$ ] for any complex dynamical variable $\alpha=\alpha_{R}+i \alpha_{I}$. While this is technically straightforward, the number of dynamical operators would double in our entire derivation. In order to limit the proliferation of terms and for the sake of clarity, we will assume in the following that the eigenfunctions $\sigma_{n}$ are chosen real.

### 5.2.5 Dynamics

Let us rescale time as $t \rightarrow t / \gamma_{x}$ in the Langevin equations (5.4), and define appropriately rescaled fields [64]; this is equivalent to setting $\gamma_{x} \equiv 1$ in Eq. (5.4a) and replacing $\gamma_{\phi} \rightarrow \chi^{-1}$ in Eq. (5.4b), where we introduced the "adiabaticity" parameter

$$
\begin{equation*}
\chi \equiv \gamma_{x} / \gamma_{\phi} \tag{5.35}
\end{equation*}
$$

A dimensionless counterpart of $\chi$ in Eq. (5.35) can be introduced as follows:

$$
\begin{equation*}
\tilde{\chi} \equiv T_{x} L^{-d_{\Lambda}} \chi \tag{5.36}
\end{equation*}
$$

where we denoted by $d_{\Lambda} \equiv[\Lambda(x)]$ the length dimension of the dynamical operator $\Lambda(x)$ introduced in Eq. (5.4b), and we have furthermore chosen $T_{x}$ in order to account for the temperature dimension of $\chi$. In the adiabatic limit $\tilde{\chi} \ll 1$, the field dynamics is much faster than the tracer dynamics.

The coupled Langevin equations (5.4a) and (5.4b) can now be rewritten in terms of the eigenfunctions $\sigma_{n}$ as

$$
\begin{align*}
\partial_{t} X & =-\sum_{n m} A_{n m} \phi_{n} \phi_{m}+\sum_{n} t_{n} \phi_{n}+\eta  \tag{5.37}\\
\partial_{t} \phi_{n} & =-\chi^{-1}\left[\sum_{m} B_{n m} \phi_{m}-s_{n}\right]+\chi^{-1 / 2} \xi_{n} \tag{5.38}
\end{align*}
$$

Above we have introduced the vectors

$$
\begin{equation*}
t_{n} \equiv \partial_{X} v_{n}(X), \quad s_{n} \equiv L_{n} \tau_{n} \tag{5.39}
\end{equation*}
$$

and the matrices

$$
\begin{equation*}
A_{i j} \equiv \frac{T_{x}}{2} \partial_{X} \Gamma_{i j} \equiv \frac{1}{2} \partial_{X}\left(u_{i} u_{j}\right), \quad B_{i j} \equiv b_{i} \delta_{i j}+c_{i j} \tag{5.40}
\end{equation*}
$$

where we denoted

$$
\begin{equation*}
b_{i} \equiv L_{i} \beta_{i} / T_{\phi}, \quad c_{i j} \equiv \zeta L_{i} u_{i} u_{j} / T_{x} \tag{5.41}
\end{equation*}
$$

with $\beta_{i}, L_{i}, \Gamma_{i j}$ and $\tau_{n}$ defined in Eqs. (5.12), (5.17) and (5.18), respectively (see Section 5.2 .3 for specialization to the various models). The noise variances in Eq. (5.6) can also be expressed in terms of its expansion coefficients $\xi_{n}(t)$ as

$$
\begin{equation*}
\left\langle\xi_{m}(t) \xi_{n}\left(t^{\prime}\right)\right\rangle=2 L_{n} \delta_{m n} \delta\left(t-t^{\prime}\right) \tag{5.42}
\end{equation*}
$$

Equations (5.38) and (5.37) correspond to the following Fokker-Planck equation for the joint probability distribution $P\left(X,\left\{\phi_{n}\right\}, t\right)$ :

$$
\begin{align*}
\partial_{t} P= & \partial_{X}\left[\sum_{m n} A_{n m} \phi_{n} \phi_{m}-\sum_{n} t_{n} \phi_{n}\right] P+T_{x} \partial_{X}^{2} P \\
& +\chi^{-1} \sum_{n} \partial_{\phi_{n}}\left[\sum_{m} B_{n m} \phi_{m}-s_{n}\right] P+\chi^{-1} \sum_{n} L_{n} \partial_{\phi_{n}}^{2} P . \tag{5.43}
\end{align*}
$$

Finally, in the reactive case $(\zeta=1)$ it follows from Eqs. (5.17) and (5.18) that $\left(L_{i j} \equiv L_{i} \delta_{i j}\right)$

$$
\begin{equation*}
B_{i j}=(L \circ \Gamma)_{i j}, \quad t_{n}=T_{x} \partial_{X} \tau_{n} . \tag{5.44}
\end{equation*}
$$

### 5.3 An adiabatic elimination method

In this Section we describe how the field coordinates $\phi_{n}$ can be eliminated from Eq. (5.43), thus yielding a Fokker-Planck equation which governs the dynamics of $X(t)$ alone, under the assumption that the field equilibrates faster than the particle. To this end, we define the following moments of $P\left(X,\left\{\phi_{i}\right\}\right)$ :

$$
\begin{align*}
Q^{(0)}(X, t) & =\int \mathcal{D} \phi P\left(X,\left\{\phi_{i}\right\}\right),  \tag{5.45a}\\
Q_{n}^{(1)}(X, t) & =\int \mathcal{D} \phi \phi_{n}(t) P\left(X,\left\{\phi_{i}\right\}\right),  \tag{5.45b}\\
Q_{n m}^{(2)}(X, t) & =\int \mathcal{D} \phi \phi_{n}(t) \phi_{m}(t) P\left(X,\left\{\phi_{i}\right\}\right),  \tag{5.45c}\\
Q_{n m p}^{(3)}(X, t) & =\ldots, \tag{5.45d}
\end{align*}
$$

where $\int \mathcal{D} \phi$ indicates a multidimensional integral over the modes of $\phi$ [see Eq. (5.9)]. Note that $Q^{(0)}(X, t)=\bar{P}(X, t)$ [see Eq. (5.10)] is the time-dependent marginal probability distribution of the particle position, whose dynamics we are interested in. Integrating Eq. (5.43) over a mode $\phi_{n}$ as in Eq. (5.45) provides a hierarchy of equations for the evolution of these moments:

$$
\begin{align*}
\partial_{t} Q^{(0)}= & \partial_{X} \sum_{n m} A_{n m} Q_{n m}^{(2)}-\partial_{X} \sum_{n} t_{n} Q_{n}^{(1)}+T_{x} \partial_{X}^{2} Q^{(0)},  \tag{5.46a}\\
\partial_{t} Q_{n}^{(1)}= & \partial_{X} \sum_{i j} A_{i j} Q_{i j n}^{(3)}-\partial_{X} \sum_{m} t_{m} Q_{n m}^{(2)}+T_{x} \partial_{X}^{2} Q_{n}^{(1)}-\chi^{-1}\left[\sum_{m} B_{n m} Q_{m}^{(1)}-s_{n} Q^{(0)}\right],  \tag{5.46b}\\
\partial_{t} Q_{n m}^{(2)}= & \partial_{X} \sum_{i j} A_{i j} Q_{i j n m}^{(4)}-\partial_{X} \sum_{i} t_{i} Q_{i n m}^{(3)}+T_{x} \partial_{X}^{2} Q_{n m}^{(2)}  \tag{5.46c}\\
& -\chi^{-1} \sum_{j}\left[B_{n j} Q_{j m}^{(2)}+B_{m j} Q_{j n}^{(2)}\right]+\chi^{-1}\left[s_{n} Q_{m}^{(1)}+s_{m} Q_{n}^{(1)}\right]+2 \chi^{-1} L_{n} \delta_{n m} Q^{(0)},
\end{align*}
$$

and so on. By working in the adiabatic limit $\chi \ll 1$, we can formally expand the moments in powers of small $\chi$ :

$$
\begin{equation*}
Q_{n m \ldots}^{(j)}=q_{n m \ldots}^{(j)}+\chi \tilde{q}_{n m \ldots}^{(j)}+O\left(\chi^{2}\right) \tag{5.47}
\end{equation*}
$$

The hierarchy of equations (5.46) can be closed by replacing the moments $Q_{n m \ldots . .}^{(j)}$ by their expansion in Eq. (5.47), and then neglecting terms of $O\left(\chi^{2}\right)$ or higher. In the next Sections we will thus solve Eqs. (5.46b) and (5.46c), and plug the result back into Eq. (5.46a) in order to obtain an evolution equation for the marginal probability distribution $Q^{(0)}(X, t)$, i.e.,

$$
\begin{equation*}
\partial_{t} Q^{(0)}=-\partial_{X}\left[\mu(X) Q^{(0)}(X)\right]+\partial_{X}^{2}\left[D(X) Q^{(0)}(X)\right]+O\left(\chi^{2}\right), \tag{5.48}
\end{equation*}
$$

where $\mu(X)$ and $D(X)$ represent the space-dependent effective drift and diffusion coefficients, respectively. In the following, we will consider separately the case of a reactive $(\zeta=1)$ and passive $(\zeta=0)$ tracer particle.

### 5.3.1 Reactive case

The lowest order in the adiabatic approximation is obtained by truncating the expansion in Eq. (5.47) to its leading order ( $\chi=0$ ); equivalently, we formally take the limit $\gamma_{\phi} \rightarrow \infty$ of the mobility of the field [see Eq. (5.35)]. The physical meaning of this is that the field instantaneously rearranges around the position $X(t)$ assumed at each time $t$ by the particle - this is reminiscent of the Born-Oppenheimer approximation in condensed matter physics [182]. In the reactive case, setting $T_{\phi}=T_{x}=T$ implies that the steady-state probability distribution is given by $P_{s}\left(X,\left\{\phi_{i}\right\}\right)$ in Eq. (5.19), because of detailed balance: accordingly, we can write

$$
\begin{equation*}
P\left(X,\left\{\phi_{i}\right\}, t\right)=P_{s}\left(X(t),\left\{\phi_{i}\right\}\right)+O(\chi) . \tag{5.49}
\end{equation*}
$$

 Eq. (5.47) by taking the Gaussian expectation values

$$
\begin{equation*}
q_{n m \ldots}^{(j)}=\int \mathcal{D} \phi \phi_{n} \phi_{m} \ldots P_{s}\left(X(t),\left\{\phi_{i}\right\}\right) \equiv\left\langle\phi_{n} \phi_{m} \ldots\right\rangle . \tag{5.50}
\end{equation*}
$$

These are easily obtained by first constructing the generating functional [64]

$$
\begin{equation*}
\mathcal{Z}[\{J\}]=\int \mathcal{D} \phi P_{s}(X(t),\{\phi\}) \exp \left[\sum_{n}\left(J_{n}+\tau_{n}\right) \phi_{n}\right]=\mathcal{Z}[0] \exp \left[\frac{1}{2} \sum_{n m} J_{n} \Gamma_{n m}^{-1} J_{m}+\sum_{n m} J_{n} \Gamma_{n m}^{-1} \tau_{m}\right], \tag{5.51}
\end{equation*}
$$

where $J(z)=\sum_{n} \sigma_{n}(z) J_{n}$ is an auxiliary field, while $\Gamma_{n m}$ and $\tau_{n}$ are defined in Eqs. (5.17) and (5.18), respectively. Note that $\mathcal{Z}[0]=P_{s}(X)$, i.e., the marginal stationary distribution given in Eq. (5.20). By Wick's theorem, one can obtain the joint cumulants

$$
\begin{align*}
Q^{(0)} & =\mathcal{Z}[0], \quad q_{i}^{(1)}=\mathcal{Z}[0] \Gamma_{i j}^{-1} \tau_{j} \equiv \mathcal{Z}[0]\langle i\rangle,  \tag{5.52}\\
q_{i j}^{(2)} & =\mathcal{Z}[0]\left(\Gamma_{i j}^{-1}+\Gamma_{i m}^{-1} \Gamma_{j n}^{-1} \tau_{m} \tau_{n}\right) \equiv \mathcal{Z}[0]\langle i j\rangle \equiv \mathcal{Z}[0]\left[\langle i j\rangle_{c}+\langle i\rangle\langle j\rangle\right], \\
q_{i j k}^{(3)} & \equiv \mathcal{Z}[0]\langle i j k\rangle=\mathcal{Z}[0]\left[\langle i\rangle\langle j\rangle\langle k\rangle+\langle i j\rangle_{c}\langle k\rangle+(2 \text { perm. })\right], \\
q_{i j k l}^{(4)} & \equiv \mathcal{Z}[0]\langle i j k l\rangle=\mathcal{Z}[0]\left[\langle i\rangle\langle j\rangle\langle k\rangle\langle l\rangle+\langle i j\rangle_{c}\langle k l\rangle_{c}+(2 \text { perm. })+\langle i j\rangle_{c}\langle k\rangle\langle l\rangle+(5 \text { perm. })\right],
\end{align*}
$$

where we have introduced the shorthand notation $\langle i j\rangle_{c} \equiv \Gamma_{i j}^{-1}$ and $\langle i\rangle \equiv \Gamma_{i j}^{-1} \tau_{j}$. In this notation, the Langevin equation (5.46a) reads at lowest order

$$
\begin{equation*}
\partial_{t} Q^{(0)}=\partial_{X}\left[U^{\prime}(X)+W^{\prime}(X)\right] Q^{(0)}+T \partial_{X}^{2} Q^{(0)}+\mathcal{O}(\chi) \tag{5.53}
\end{equation*}
$$

where the prime denotes a derivative with respect to $X$. Note that setting $\partial_{t} Q^{(0)} \equiv 0$ promptly yields the correct marginal stationary distribution given in Eq. (5.20). We will call the one in Eq. (5.53) the super-adiabatic approximation for the effective dynamics of the particle. Comparing Eq. (5.53) with Eq. (5.48) shows that, at the lowest order in the adiabatic approximation, the diffusion term is not modified, i.e., $D(X)=T$, while the drift term $\mu(X)=-\left[U^{\prime}(X)+W^{\prime}(X)\right]$ is the one intuitively expected for a particle moving in the field-induced effective stationary potential given in Eq. (5.20). Although the latter seems to diverge for large $c$ (see Eqs. (5.13), (5.21) and (5.22)), in fact its derivative does not, leading in the purely quadratic case ( $h=h_{1}=0$ ) to an effective drift term

$$
\begin{equation*}
\mu(X) \underset{c \rightarrow \infty}{ }-\frac{T V^{\prime}(X)}{2 V(X)} \tag{5.54}
\end{equation*}
$$

with $V(X)$ given in Eq. (5.22).
We remark that it is possible to obtain Eq. (5.53) without resorting to the quasi-static assumption we made in Eq. (5.49), but instead by directly solving a Lyapunov matrix equation (see Appendix E.1). However, the latter route turns out to be computationally challenging when one tries to move beyond the $O\left(\chi^{0}\right)$ result.

The $\mathcal{O}(\chi)$ correction in Eq. (5.53) is obtained by computing $\tilde{q}^{(1)}$ and $\tilde{q}^{(2)}$ from Eq. (5.46). Using Eq. (5.40) and the matrix relation [169, 183]

$$
\begin{equation*}
\partial_{X} \mathcal{M}^{-1}(X)=-\mathcal{M}^{-1} \circ \partial_{X} \mathcal{M} \circ \mathcal{M}^{-1} \quad \rightarrow \quad \partial_{X} \Gamma^{-1}=-\frac{2}{T} \Gamma^{-1} \circ A \circ \Gamma^{-1} \tag{5.55}
\end{equation*}
$$

a long but straightforward calculation renders

$$
\begin{align*}
B_{n m} \tilde{q}_{m}^{(1)} & =\left(\partial_{X}\langle n\rangle\right)\left[\left(U^{\prime}+W^{\prime}\right) Q^{(0)}+T \partial_{X} Q^{(0)}\right],  \tag{5.56a}\\
B_{n j} \tilde{q}_{j m}^{(2)}+B_{m j} \tilde{q}_{j n}^{(2)} & =s_{n} \tilde{q}_{m}^{(1)}+s_{m} \tilde{q}_{n}^{(1)}+\left(\partial_{X}\langle n m\rangle\right)\left[\left(U^{\prime}+W^{\prime}\right) Q^{(0)}+T \partial_{X} Q^{(0)}\right] . \tag{5.56b}
\end{align*}
$$

The terms $\tilde{q}^{(1)}$ and $\tilde{q}^{(2)}$ in general provide corrections both to the drift $\mu(X)$ and to the diffusion coefficient $D(X)$ in Eq. (5.48). Note that these contributions vanish when using for $Q^{(0)}$ the stationary distribution in Eq. (5.19), thus guaranteeing that the effective Fokker-Planck equation will still satisfy detailed balance.

In the next subsections we will solve Eqs. (5.56a) and (5.56b) in the cases where either a linear or a quadratic coupling to the particle are included in the Hamiltonian in Eq. (5.2). The most general case in which both couplings are included is reported in Ref. [65] — see Section 4.1.3 and Appendix B therein. The consistency of our results with those obtained in the bulk limit $L \rightarrow \infty$ in Refs. [29-31] will finally be explored in Appendix E.3.

### 5.3.1.1 Linear coupling

In this case, we set $c=0$ : this simplifies the calculation significantly, because then the matrices $B_{n m}=b_{n} \delta_{n m}=\delta_{n m} L_{n} \beta_{n} / T$ and $\Gamma_{i j}=\beta_{i} / T \delta_{i j}$ are diagonal. Moreover, the matrix $A_{i j}=0$, and
the quadratic part of the effective potential vanishes, i.e., $U(X)=0$. From Eq. (5.46a) we see that $\tilde{q}_{n m}^{(2)}$ is actually not needed, and we just have to solve Eq. (5.56a) for

$$
\begin{equation*}
\tilde{q}_{n}^{(1)}=b_{n}^{-1}\left(\partial_{X}\langle n\rangle\right)\left[W^{\prime} Q^{(0)}+T \partial_{X} Q^{(0)}\right] \tag{5.57}
\end{equation*}
$$

and plug this back into Eq. (5.46a) together with $q_{n}^{(1)}$ given in Eq. (5.52). This yields an effective Fokker-Planck equation for the tracer particle in the form of Eq. (5.48), with the drift and diffusion coefficients given by

$$
\begin{equation*}
\mu(X)=\mu_{0}(X)+D^{\prime}(X), \quad \mu_{0}(X)=-[1-\chi T M(X)] W^{\prime}(X), \quad D(X)=T-\chi T M(X) \tag{5.58}
\end{equation*}
$$

where [see Eqs. (5.13) and (5.39) for the definitions of $v_{n}, t_{n}$, and $s_{n}$, respectively]

$$
\begin{equation*}
M(X) \equiv \frac{t_{n}}{b_{n}}\left(\partial_{X}\langle n\rangle\right)=\sum_{n} \frac{t_{n}^{2}}{\beta_{n} b_{n}}=T \sum_{n} \frac{\left[\partial_{X} v_{n}(X)\right]^{2}}{\beta_{n}^{2} L_{n}} \tag{5.59}
\end{equation*}
$$

We note that the latter generalizes the quantity $m(X)$ defined in Ref. [64] for the particular case in which $\mathcal{K}=\mathbb{1}$, and the field Hamiltonian is of the Landau-Ginzburg type (see Section 5.4.1). The steady-state distribution of the resulting Fokker-Planck equation is by construction the one given in Eq. (5.20) - see the discussion after Eq. (5.56). Finally, in the absence of quadratic couplings, the effective potential in Eq. (5.23) reduces to

$$
\begin{equation*}
W(X)=-\frac{1}{2} \sum_{n} \frac{v_{n}^{2}(X)}{\beta_{n}}-h_{1} \sum_{n} \frac{v_{n}(X)}{\beta_{n}}\left[\sigma_{n}(0)+\sigma_{n}(L)\right]+\text { const.. } \tag{5.60}
\end{equation*}
$$

It is useful to note that $v_{n} \sim O(h)$, hence $M(X)$ and $W(X)$ are of $O\left(h^{2}\right)$.

### 5.3.1.2 Quadratic coupling

In this case the linear couplings (including boundary fields) are set equal to zero, $h=h_{1}=0$, so that also $s_{n}=t_{n}=0$, and the linear part of the effective potential vanishes, i.e., $W(X)=0$. In turn, this implies that the one-point cumulants $\langle n\rangle$ in Eq. (5.52) vanish as well. Starting from Eq. (5.56b), we denote the quantity on its r.h.s. as

$$
\begin{equation*}
\Omega_{n m} \equiv\left(\partial_{X}\langle n m\rangle\right)\left[U^{\prime} Q^{(0)}+T \partial_{X} Q^{(0)}\right] \tag{5.61}
\end{equation*}
$$

and thus rewrite

$$
\begin{equation*}
B_{n j} \tilde{q}_{j m}^{(2)}+B_{m j} \tilde{q}_{j n}^{(2)}=\Omega_{n m} \tag{5.62}
\end{equation*}
$$

The latter is a Lyapunov matrix equation (see also Appendix E.1), which, despite the fact that $B_{i j}$, $\Omega_{i j}$ and $\tilde{q}_{i j}^{(2)}$ are symmetric matrices, does not admit a straightforward analytic solution because in general $B \Omega \neq \Omega B$. Using the definition of $B_{i j}$ in Eq. (5.40), we can however rephrase Eq. (5.62) as (no sum over $n, m$ is intended)

$$
\begin{equation*}
\left(b_{n}+b_{m}\right) \tilde{q}_{n m}^{(2)}=\Omega_{n m}-c_{n k} \tilde{q}_{k m}^{(2)}-c_{m k} \tilde{q}_{n k}^{(2)} \tag{5.63}
\end{equation*}
$$

which can be taken as a starting point for a recursive solution in orders of $c$, noting that $c_{i j} \sim$ $O(c)$. Equation (5.63) resembles a Dyson sum, but it does not admit a straightforward exact resummation; however, its "bare" solution

$$
\begin{equation*}
\tilde{q}_{n m}^{(2)} \simeq \frac{\Omega_{n m}}{b_{n}+b_{m}}+O\left(c^{2}\right) \tag{5.64}
\end{equation*}
$$

can already be adopted as a small-c approximation, which retains by construction the property of vanishing at equilibrium (i.e., in correspondence of the stationary distribution in Eq. (5.20)). Note that the correction in Eq. (5.64) is at least of $O\left(c^{2}\right)$, because $\Omega_{n m}$ itself contains contributions at least of $O(c)$ - see Eq. (5.61). Note also that $c$ is a dimensionful quantity, so that the small-c regime is in fact defined by the smallness of a suitable dimensionless counterpart of the coupling parameter. The particular expression of this parameter is model-dependent-see, e.g., Eqs. (5.83) and (5.90) for the case of the Landau-Ginzburg and the Gompper-Schick models, respectively.

Inserting the approximate result reported in Eq. (5.64) into the evolution equation (5.46a), together with $q_{n m}^{(2)}$ found in Eq. (5.52), yields the effective Fokker-Planck equation

$$
\begin{align*}
& \partial_{t} Q^{(0)}=\partial_{X}\left[Q^{(0)} \partial_{X} U+T \partial_{X} Q^{(0)}\right]+O\left(c^{2}\right)  \tag{5.65}\\
& \quad-\chi T \partial_{X}\left[\frac{2}{1+V} \sum_{n m} \frac{A_{n m}^{2}}{\left(b_{n}+b_{m}\right) \beta_{n} \beta_{m}}+\left(\frac{1}{1+V}\right)^{\prime} \sum_{n m} \frac{A_{n m} u_{n} u_{m}}{\left(b_{n}+b_{m}\right) \beta_{n} \beta_{m}}\right]\left[Q^{(0)} \partial_{X} U+T \partial_{X} Q^{(0)}\right] .
\end{align*}
$$

We can bring it to the form of Eq. (5.48) upon defining the drift and diffusion coefficients

$$
\begin{equation*}
\mu(X)=\mu_{0}(X)+D^{\prime}(X), \quad \mu_{0}(X)=-\left[1-\chi T M_{2}(X)\right] U^{\prime}(X), \quad D(X)=T-\chi T M_{2}(X), \tag{5.66}
\end{equation*}
$$

where we have introduced

$$
\begin{equation*}
M_{2}(X) \equiv T\left[\frac{2}{1+V} \sum_{n m} \frac{A_{n m}^{2}}{\left(b_{n}+b_{m}\right) \beta_{n} \beta_{m}}+\left(\frac{1}{1+V}\right)^{\prime} \sum_{n m} \frac{A_{n m} u_{n} u_{m}}{\left(b_{n}+b_{m}\right) \beta_{n} \beta_{m}}\right] . \tag{5.67}
\end{equation*}
$$

We recall that the expressions for $A_{n m}$ and $b_{n}$ are provided in Eqs. (5.40) and (5.41), those for $\beta_{n}$ and $L_{n}$ can be found in Section 5.2.3, while the potentials $U(X)$ and $V(X)$ are defined in Eqs. (5.21) and (5.22). At steady state, the associated Fokker-Planck equation is solved by $P_{s}$ given in Eq. (5.20) [again by construction, see the discussion after Eq. (5.56)].

### 5.3.2 Passive case

Here we consider the situation in which the parameter $\zeta=0$ in Eq. (5.4). In this case the interaction between the field and the particle is non-reciprocal: the field influences the particle, but not vice-versa. As explained in Section 5.1, this models a specific kind of "active" particle driven by the stochastic process in Eq. (5.4b), which can be correlated and induce non-trivial dynamics and steady states for the tracer. In this Section we disregard the possibility of adding boundary fields ( $h_{1}=0$ ), which would be of limited physical significance; the relevant expressions for the evolution of the moments are then obtained by setting $s_{n} \equiv 0$ and $B_{n m}=b_{n} \delta_{n m}=\delta_{n m} L_{n} \beta_{n} / T_{\phi}$ in the coupled equations (5.46).

In the following we will consider the linear and the quadratic coupling cases separately. The comparison with previous results obtained in Refs. [29-31] in the absence of confinement will be commented on in Section 5.3.2.3, and further detailed in Appendix E.3.

### 5.3.2.1 Linear coupling

In this case we also have $A_{i j}=0$. Grouping terms according to their order in $\chi$ in Eqs. (5.46b) and (5.46c) leads to

$$
\begin{equation*}
q_{n m}^{(2)}=\frac{T_{\phi}}{\beta_{n}} \delta_{n m} Q^{(0)}, \quad q_{n}^{(1)}=0, \quad \tilde{q}_{n}^{(1)}=-\frac{1}{b_{n}} \partial_{X} t_{m} q_{n m}^{(2)}=-\frac{T_{\phi}^{2}}{\beta_{n}^{2} L_{n}} \partial_{X} t_{n} Q^{(0)} \tag{5.68}
\end{equation*}
$$

where in the last result we used Eq. (5.46a). Inserting Eq. (5.68) back into Eq. (5.46a) then renders the effective Fokker-Planck equation for the reduced tracer distribution $Q^{(0)}$. This equation takes the same form as in Eq. (5.48), but with drift and diffusion coefficients given by

$$
\begin{equation*}
\mu(X)=\frac{1}{2} D^{\prime}(X), \quad D(X)=T_{x}+\chi T_{\phi} M(X) \tag{5.69}
\end{equation*}
$$

and with $M(X)$ defined as in Eq. (5.59), upon replacing $T$ with $T_{\phi}$. Explicit expressions of the function $M(X)$ for some selected models are provided in Section 5.4 - see Eqs. (5.86), (5.95) and (E.33). Note that the correction to the diffusion coefficient $D(X)$ here has the opposite sign with respect to the one in the reactive case, see Eq. (5.58). One can easily check that the corresponding stationary distribution reads

$$
\begin{equation*}
P_{\mathrm{s}}(X) \propto D(X)^{-1 / 2} \tag{5.70}
\end{equation*}
$$

It is instructive to compare our results also to Refs. [29,30], where a tracer particle linearly coupled to a fluctuating field has been analyzed in the bulk. While a quantitative comparison requires specialization of the above results to periodic BCs and performing the bulk limit (see Section 5.2.4 and the discussion in Appendix E.3), we focus here on the sign of the correction term $M(X)$ to $D(X)$ [see Eq. (5.69)]. In qualitative agreement with previous studies [see Eq. (E.15)], we find here that the effective diffusivity is generally reduced (enhanced) for a reactive (passive) tracer [see Eqs. (5.58), (5.59) and (5.69)]. Notably, it has been shown in Refs. [29, 30] that the diffusivity of a passive tracer coupled to a slowly relaxing field can even decrease below its bare value, an effect which is not captured within the adiabatic approximation.

### 5.3.2.2 Quadratic coupling

We leave the details of the calculation to Appendix E.2, and only report here the final effective Fokker-Planck equation, valid to $O\left(\chi c^{2}\right)$ (see below):

$$
\begin{equation*}
\partial_{t} Q^{(0)}=\frac{T_{\phi}}{2} \partial_{X} V^{\prime}(X) Q^{(0)}+\partial_{X}^{2}\left[T_{x}+2 \chi T_{\phi}^{2} \sum_{n m} \frac{A_{n m}^{2}}{\left(b_{n}+b_{m}\right) \beta_{n} \beta_{m}}\right] Q^{(0)}+\text { h.o. } \tag{5.71}
\end{equation*}
$$

We recall that $A_{n m}$ and $b_{n}$ are reported in Eqs. (5.40) and (5.41), while expressions for $\beta_{n}$ and $L_{n}$ for the various models can be found in Section 5.2.3. The potential $V(X)$ was defined in

Eq. (5.22), and explicit expressions for some selected models are reported in Section 5.4 below [see Eqs. (5.81), (5.82) and (5.89)]. We recognize

$$
\begin{equation*}
\mu(X)=-\frac{T_{\phi}}{2} V^{\prime}(X), \quad D(X)=T_{x}+\chi T_{\phi} M_{4}(X) \tag{5.72}
\end{equation*}
$$

with

$$
\begin{equation*}
M_{4}(X)=2 T_{\phi} \sum_{n m} \frac{A_{n m}^{2}}{\left(b_{n}+b_{m}\right) \beta_{n} \beta_{m}} \tag{5.73}
\end{equation*}
$$

while the corresponding stationary distribution is formally given by

$$
\begin{equation*}
P_{\mathrm{s}}(X) \propto \frac{1}{D(X)} \exp \left[\int_{0}^{X} \mathrm{~d} x \frac{\mu(x)}{D(x)}\right] \equiv e^{-U_{\mathrm{eff}}(X) / T_{x}} \tag{5.74}
\end{equation*}
$$

where we introduced the effective potential

$$
\begin{equation*}
U_{\mathrm{eff}}(X) \equiv-T_{x} \int_{0}^{X} \mathrm{~d} x \frac{\mu(x)}{D(x)}+T_{x} \log D(X) \tag{5.75}
\end{equation*}
$$

### 5.3.2.3 Discussion

First of all, we note that the correction to the diffusion coefficient $D(X)$ in Eq. (5.72) involves a (double) sum of positive terms, meaning that at $O(\chi)$ the diffusivity is enhanced due to the coupling with the (adiabatic) field. We remark that, in the bulk limit $L \rightarrow \infty$, we expect that $V(X)=$ const. by translational invariance: from Eqs. (5.66) and (5.67), this implies that $D(X)$ is then reduced in the reactive case. This qualitatively agrees with the findings in Ref. [31] - see Eq. (E.18), while in the rest of Appendix E. 3 we show that their agreement is also quantitative. Similarly to the linear case, one expects that, for a very slowly evolving field (non-adiabatic regime), the bulk diffusivity of a passive tracer can even fall below its bare value [31].

Direct inspection of $V(X)$ for the case of the Landau-Ginzburg model with a simple quadratic coupling (see Section 5.4.1.1) shows that actually $V(X) \rightarrow 0$ for $L \rightarrow \infty$, meaning that the correction to the diffusion coefficient in the reactive case [see Eqs. (5.66) and (5.67)] becomes equal in modulus (but opposite in sign) to that of the passive case, Eq. (5.72). The correct limiting procedure involves taking the limit $L \rightarrow \infty$ by keeping $\xi$ finite, which is why $V(X)$ presents instead a IR divergence for $L \rightarrow \infty$ in the critical models analyzed, e.g., in Section 5.4.2 and in Ref. [64]. At criticality $(\xi=\infty)$, the adiabatic approximation breaks down as $L \rightarrow \infty$ because the field becomes infinitely slow [64, 81].

Secondly we note that, in contrast to the procedure of Section 5.3.1.2, in the passive case there was no need to expand for small $c$ in order to obtain Eq. (5.71) (see Appendix E.2); indeed, in the passive problem the field is agnostic to the value of $c$, since the latter merely sets the strength of the influence of the field on the dynamics of the particle. However, Eq. (5.71) does not admit a significant limit for large $c$, the drift term being $\propto c$ and the diffusion coefficient $\propto c^{2}$. This suggests that the effective adiabaticity parameter in Eq. (5.71) is in fact proportional to $\chi c^{2}$, i.e., it involves both $\chi$ and the coupling constant $c$. Physically, by increasing $c$ in the Langevin equation (5.4a) for $X(t)$, one is actually speeding up the stochastic evolution of the tracer. In contrast,
since the coupling constant $c$ does not enter the Langevin equation (5.4b) for the field $\phi$ in the passive case, the relaxation timescale of the latter remains the same. Accordingly, increasing $c$ eventually violates the assumption underlying the adiabatic approximation, namely that the field relaxes faster than the tracer particle; we must thus require $c$ to remain sufficiently small within the adiabatic approach.

A third remark is that, in the adiabatic regime, Eq. (5.71) retains the form of a Fokker-Planck equation even though the stochastic process $\propto \phi^{2}(X)$ that drives $X(t)$ is non-Gaussian. Intuitively, this can be understood by considering the motion of the tracer along discrete time steps of length $\Delta t$ (which is assumed to be smaller than the tracer relaxation time). Since the field relaxation time can be made arbitrarily small in the adiabatic limit, the tracer will pick up a set of uncorrelated random noises $\propto \phi^{2}$ during its motion over several time steps. According to the central limit theorem, the sum of these noises assumes a Gaussian character. Thus, this model is such that non-Markovian effects only appear at higher orders in the adiabaticity parameter $\chi$ (in contrast to other - even simpler — models featuring the square of a Gaussian process [184, 185]).

Next, in the case in which the coupling operator $\mathcal{K}_{2}$ in Eq. (5.2) is chosen to be the identity, the effective Fokker-Planck equation (5.71) can be compared to Eq. (4.31) in Ref. [64]. The latter was obtained within a small-c expansion and following the standard Gardiner/Stratonovich adiabatic elimination method [11, 165]. These methods generally assume (as we did in Section 5.3.1) that the fast variable relaxes to its equilibrium configuration around the slow variable, and then construct a perturbation series for small $\chi$ around this reference state. Note that no assumption in this sense has been invoked along the derivation of Eq. (5.71) outlined above. It turns out that the drift coefficient $\mu(X)$ in Eq. (4.32a) of Ref. [64] differs from Eq. (5.72) by a spurious drift term (compatible with a Stratonovich interpretation of the noise). However, including this term would render a steady-state particle distribution $P_{s}(X)$ which coincides, up to $O(c)$, with the stationary distribution in the presence of detailed balance given in Eq. (5.20) [see Eq. (4.33) in Ref. [64]] - this is not the correct stationary distribution, which is given instead by Eq. (5.74).

Following Ref. [64] we eventually note that, upon defining from Eq. (5.37) an effective fieldinduced noise (see Appendix E.4)

$$
\begin{equation*}
\Pi_{c}(X, t) \equiv-\sum_{n m} A_{n m}(X) \phi_{n}(t) \phi_{m}(t), \tag{5.76}
\end{equation*}
$$

the effective diffusion coefficient $D(X)$ reported in Eq. (5.72) can be expressed as a Green-Kubo relation:

$$
\begin{equation*}
D(X)=T_{x}+\int_{-\infty}^{\infty} \mathrm{d} t\left\langle\Pi_{c}(X, t) \Pi_{c}(X, 0)\right\rangle \tag{5.77}
\end{equation*}
$$

where the average is intended over the stochastic noises in Eq. (5.4). Moreover, by using the definition of $A_{n m}$ in Eq. (5.40), we can rewrite

$$
\begin{equation*}
\Pi_{c}(z, t) \equiv-\frac{c}{2} \partial_{z}\left[\mathcal{K}_{2} \phi(z, t)\right]^{2} \tag{5.78}
\end{equation*}
$$

which simplifies to $\Pi_{c}(z, t) \equiv-\frac{c}{2} \partial_{z} \phi^{2}(z, t)$ in the case where $\mathcal{K}_{2}=\mathbb{1}$ [64].

### 5.4 Application to specific models

Here we apply the adiabatic elimination method developed in the previous Sections to the Landau-Ginzburg (LG) and the Gompper-Schick (GS) models, which have been introduced in Section 5.2.3. In each of the cases considered below, we will discuss the stationary distribution $P_{\mathrm{s}}(X)$ and the reduced diffusion coefficient

$$
\begin{equation*}
D_{r}(X) \equiv \frac{D(X)-D_{0}}{\chi D_{0}} \tag{5.79}
\end{equation*}
$$

where $D_{0}=T_{x}$ denotes the bare diffusion coefficient [which is of $O\left(\chi^{0}\right)$ ]. Where possible, we provide analytic expressions for the reduced diffusivity or, correspondingly, for the functions $M_{1-4}(X)$, which are directly related to $D_{r}(X)$ via Eqs. (5.58), (5.66), (5.69) and (5.72). In the plots we will mostly set $T_{x}=1$ and focus on the case $T_{\phi}=T_{x}$.

### 5.4.1 Landau-Ginzburg model

Turning first to the LG Hamiltonian, we consider in the following both dissipative (model A) and conserved (model B) field dynamics in the presence of simple linear and quadratic couplings (i.e., $\mathcal{K}_{1}=\mathcal{K}_{2}=\mathbb{1}$ ). Since many results for this model at the critical point (i.e., $r=0$ ) have been reported in Ref. [64], we will focus here on the case $r \neq 0$, for which the field acquires a finite correlation length $\xi=1 / \sqrt{r}$.

### 5.4.1.1 Quadratic coupling

The choice of a simple (non-derivative) coupling $\propto \phi^{2}(X)$ gives $u_{n}=\sqrt{c} \sigma_{n}$ [see Eq. (5.13)]. The potential $V(X)$ introduced in Eq. (5.22) characterizes most static and dynamical properties in the quadratic case [see Sections 5.3.1.2 and 5.3.2.2]; here it becomes

$$
\begin{equation*}
V(X)=c \sum_{n} \frac{\sigma_{n}^{2}(X)}{\beta_{n}}, \tag{5.80}
\end{equation*}
$$

where one can recognize $V(X)=\frac{c}{T} C_{\phi}(X, X)$ in terms of the field correlator [see Eq. (3.20) in [64]]. This quantity can in fact be computed even off-criticality, as detailed in Appendix E.5: for Dirichlet BCs, we find

$$
\begin{equation*}
V(X)=c \xi \operatorname{csch}(L / \xi) \sinh (X / \xi) \sinh \left(\frac{L-X}{\xi}\right) . \tag{5.81}
\end{equation*}
$$

For $\xi \rightarrow \infty$, the above expression reduces to a quadratic function in $X$ [64], while it decays to zero upon decreasing $\xi$. Choosing Neumann BCs (including the zero mode), we find instead

$$
\begin{equation*}
V(X)=\frac{c \xi}{2} \operatorname{csch}(L / \xi)\left[\cosh (L / \xi)+\cosh \left(\frac{L-2 X}{\xi}\right)\right] \tag{5.82}
\end{equation*}
$$

whose limit for $\xi \rightarrow \infty$ gives a $X$-independent diverging constant (which is removed by excluding the zero mode). Both Eqs. (5.81) and (5.82) show that $V(X) \rightarrow 0$ in the bulk limit $L \rightarrow \infty$ (with $\xi$ kept finite - see the discussion in Section 5.3.2.3).


Figure 5.1: Landau-Ginzburg model with quadratic coupling. (a) Effective potential $U_{\text {eff }}(X)$ given in Eq. (5.75) [with $V(X)$ given in Eqs. (5.81) and (5.82)] for a passive tracer with model A/B dynamics and Dirichlet/Neumann BCs. The correlation length is set to $\xi / L=1$ and $\tilde{\chi}=1$. (b) Normalized stationary distribution $P_{s}(X)$ for a reactive tracer given in Eq. (5.20) and two distinct values of the correlation length $\xi$. The distribution becomes more flat upon decreasing $\xi$, with some residual structure in the proximity of the boundaries (limited in a layer of width $\xi$ ). (c,d) Reduced diffusion coefficient $D_{r}(X)$ [see Eq. (5.79)], with $\xi / L=1$, for the (c) passive and (d) reactive case [see Eqs. (5.66) and (5.72)]. In the plots we set $h_{1}=0$, while we used $\varkappa_{c}=0.1$ for the passive case and $\varkappa_{c}=1$ for the reactive case.

Returning to the issue of finding a dimensionless counterpart of $c$ (see Section 5.3.1.2), we note that dimensional analysis renders $[c]=[L]^{-1}$ in units of length. Following Ref. [64] (see Eq. (4.35) therein), we define the corresponding dimensionless parameter

$$
\begin{equation*}
\varkappa_{c} \equiv c L, \tag{5.83}
\end{equation*}
$$

remarking that, sufficiently far from criticality, replacing $L$ by $\xi$ would render an equally admissible choice.

Finally, we can compute the stationary potential $W(X)$ in Eq. (5.23). In the quadratic case we have $h=0$, so a non-vanishing $W(X)$ is only obtained in the presence of boundary fields $\left(h_{1} \neq 0\right)$. This case is described by capillary BCs (see Eq. (5.3)), for which

$$
\begin{equation*}
W(X)=\frac{c}{2(1+V(X))}\left\{\frac{h_{1} \xi}{\sinh (L / \xi)}\left[\cosh \left(\frac{L-X}{\xi}\right)+\cosh \left(\frac{X}{\xi}\right)\right]\right\}^{2} . \tag{5.84}
\end{equation*}
$$

Again, this form suggests to introduce a dimensionless coupling describing the significance of
boundary fields as

$$
\begin{equation*}
\varkappa_{h_{1}} \equiv h_{1} \sqrt{L} . \tag{5.85}
\end{equation*}
$$

For a quadratically coupled tracer, it is in general not possible to obtain analytical expressions for the drift and diffusion coefficients reported in Eqs. (5.66) and (5.72), apart from $\mu(X)$ in the passive case. In particular, the stationary distribution in the passive case [which is given in Eq. (5.74) in terms of $D(X)$ ] has to be evaluated numerically, while $P_{s}(X)$ for the reactive case is available in explicit form via Eq. (5.20). Both distributions are plotted in the first two panels of Fig. 5.1.

In the reactive case, the stationary distribution is independent of the type of dynamics (model A or B) due to detailed balance. Furthermore, the probability density of the tracer particle is peaked at the boundaries for Dirichlet BCs, or at the center of the interval for Neumann BCs, but both these features become less pronounced as we move away from the critical point, i.e., upon decreasing $\xi$. The difference between model A and B, however, becomes more evident in the passive case: in particular, for model A and Neumann BCs, the stationary distribution is no longer unimodal (see Fig. 5.1a). Similar features are shared by the (reduced) diffusion coefficients $D_{r}(X)$ in the passive and reactive case, which are plotted in the bottom row of Fig. 5.1. Notably, the effective diffusivity $D_{r}$ is enhanced in the passive case due to the additional noise provided by the field. By contrast, in the reactive case, the diffusivity is reduced, which can be understood as a consequence of the suppression of field fluctuations due to the quadratic coupling. These findings are in qualitative agreement with the behavior of a tracer in a bulk medium [31].

### 5.4.1.2 Linear coupling

The analysis of the LG model with a linearly coupled particle was presented in Ref. [64] in the case of a critical field $(r=0)$. Here we extend it to the off-critical case, where the field acquires a finite correlation length $\xi=1 / \sqrt{r}$.

We start by computing the quantity $M(X)$ in Eq. (5.59), which characterizes the drift and diffusion coefficients both in the reactive and passive cases [see Eqs. (5.58) and (5.69), respectively], and, in particular, it determines the stationary distribution in the passive case [see Eqs. (5.69) and (5.70)]. Noting that the choice of a simple (non-derivative) coupling $\propto \phi(X)$ gives $v_{n}=h \sigma_{n}$ [see Eq. (5.13)], we find in the case of model B with Neumann BCs (see Appendix E.5)

$$
\begin{equation*}
M(X)_{\text {Neum }}=\frac{-(h \xi)^{2}}{2 \sinh ^{2}(L / \xi)}\left[L \sinh ^{2} \frac{X}{\xi}+\sinh \frac{L}{\xi} \cdot\left(X \sinh \frac{L-2 X}{\xi}-\xi \sinh \frac{L-X}{\xi} \sinh \frac{X}{\xi}\right)\right] . \tag{5.86}
\end{equation*}
$$

(Recall that model B dynamics with a globally conserved field is incompatible with Dirichlet BCs — see Section 5.2.3). Similar expressions hold for model A (see Appendix E. 5 and Eq. (E.33)). The critical point $(r=0)$ has already been considered in Ref. [64], in which case the function $M(X)$ simplifies to a polynomial form $m(X)$ (see, e.g., Eq. (3.26) in Ref. [64]). Note, however, that it is not directly possible to recover $m(X)$ from $M(X)$ by simply taking the limit for $\xi \rightarrow \infty$ in the latter: inspection of the relevant series for Neumann BCs reveals the presence of a constant,


Figure 5.2: Landau-Ginzburg model with linear coupling. Stationary distribution $P_{s}(X)$ given in Eq. (5.70) [with the function $M(X)$ given in Eqs. (5.86) and (E.33)] for a passive tracer with (a) model A and (b) model B field dynamics (Neumann BCs only), using $\tilde{\chi}=0.1$. (c) Stationary distribution $P_{s}(X)$ given in Eq. (5.20) [with the function $W(X)$ given in Eq. (5.87)] for a reactive tracer and two different correlation lengths. (d,e) Reduced diffusion coefficient $D_{r}(X)$ [see Eq. (5.79)] for a passive tracer with model A/B dynamics (which is equal in magnitude and opposite to that of the reactive case). In the plots we used $\varkappa_{h}=1$ and $h_{1}=0$.
diverging zero mode which should be manually removed in order to yield meaningful results (see Appendix E.5). For any finite value of $\xi$, instead, the behavior of this zero mode is regular.

The stationary potential $W(X)$ given in Eq. (5.60) reduces to

$$
\begin{equation*}
W(X)=-\frac{h^{2}}{2 c} V(X)-\frac{h h_{1} \xi}{\sinh (L / \xi)}\left[\cosh \left(\frac{L-X}{\xi}\right)+\cosh \left(\frac{X}{\xi}\right)\right] . \tag{5.87}
\end{equation*}
$$

Here the function $V(X)$ formally coincides with that given in Eqs. (5.81) and (5.82) (for the case of Dirichlet/Neumann BCs, respectively). Since $V(X)$ is proportional to $c$, the constant $c$ (which is zero in the linear case) does not enter Eq. (5.87). The term proportional to $h_{1}$, which contains the effect of the boundary fields, implies the use of Neumann modes [Eq. (5.31b)] for the field. In this case, we can identify the dimensionless coupling $\chi_{h_{1}}$ to the boundary fields as in Eq. (5.85), and the dimensionless linear coupling to the tracer particle as

$$
\begin{equation*}
x_{h}=h \sqrt{L} . \tag{5.88}
\end{equation*}
$$

The stationary distributions for the passive [Eq. (5.70)] and reactive [Eq. (5.20)] cases are plotted in Fig. 5.2 [panels (a-c)]. The case of passive model A is particularly interesting, as the qualitative character of the stationary distribution (i.e., the fact that it is peaked either at the boundaries or in the middle of the interval) drastically changes as we approach the critical point.


Figure 5.3: Critical Gompper-Schick model with quadratic coupling. (a) Effective potential $U_{\text {eff }}(X)$ given in Eq. (5.75) [with $V(X)$ given in Eq. (5.89)] for a passive tracer with model A/B dynamics and Dirichlet and Neumann BCs $(\tilde{\chi}=1)$. (b) Normalized stationary distribution $P_{s}(X)$ for a reactive tracer given in Eq. (5.20). (c,d) Reduced diffusion coefficient $D_{r}(X)$ [see Eq. (5.79)] for the (c) passive and (d) reactive case. In the plots we set $h_{1}=0$, and used $\chi_{c}^{(\mathrm{GS})}=0.1$ in the passive and $\varkappa_{c}^{(\mathrm{GS})}=1$ in the reactive case [see Eq. (5.90)].

This is qualitatively confirmed by numerical simulations performed along the lines of Ref. [64] (not shown), and it is reflected in the behavior of the (reduced) diffusion coefficient $D_{r}(X)$ which is plotted in panels ( $\mathrm{d}, \mathrm{e}$ ) of Fig. 5.2. We find that the effective diffusivity $D_{r}$ is enhanced for a passive tracer when the field is near-critical $(\xi \gg L)$, which is due to the additional noise provided by the field. Notably, before $D_{r}$ vanishes as $\xi \rightarrow 0$, it acquires a bimodal character: indeed, the effect of the boundary conditions has a spatial extension of $O(\xi)$, which does not reach the center of the interval $(X=L / 2)$ when $\xi$ is sufficiently small. In the reactive case, we obtain a $D_{r}$ equal in magnitude but of opposite sign to the one in the passive case (not shown). The reduction of the diffusivity stems from to the creation of a field "halo" around the tracer as a direct consequence of the reactive coupling. The qualitative trends observed here are in agreement with the findings in Refs. [29, 30].

### 5.4.2 Critical Gompper-Schick model

Now we turn to the critical Gompper-Schick model, which differs from the LG model by the presence of higher order derivatives in its field Hamiltonian [see Eq. (5.28)]. We focus on the critical point, which corresponds to $\tau=0$. In order to make the analytical computation of the


Figure 5.4: Critical Gompper-Schick model with linear coupling. (a) Stationary distribution $P_{s}(X)$ given in Eq. (5.70) [with the function $M(X)$ given in Eq. (5.95)] for a passive tracer with model A/B dynamics ( $\tilde{\chi}=1$ ). (b) Stationary distribution $P_{s}(X)$ for a reactive tracer given in Eq. (5.20) [with the function $W(X)$ given in Eq. (5.91)]. (c) Reduced diffusion coefficient $D_{r}(X)$ [see Eq. (5.79)] for a passive tracer with model A/B dynamics. Note that $D_{r}$ is equal in magnitude and opposite to the one of the reactive case (not shown). In the plots we set $h_{1}=0$, while we used $\varkappa_{h}^{(\mathrm{GS})}=5$ in the passive case and $\varkappa_{h}^{(\mathrm{GS})}=1$ in the reactive case [see Eq. (5.93)].
stationary potentials appearing in the effective Fokker-Planck equations tractable, we will retain here only $\Delta(\mathbf{x})=c_{4} \nabla_{\mathbf{x}}^{4}$ in Eq. (5.29), and consequently $\beta_{n}=c_{4} k_{n}^{4}$. This is expected to already capture the essential physics and the main differences with respect to the LG Hamiltonian. We will again consider simple linear and quadratic couplings, i.e., $\mathcal{K}_{1}=\mathcal{K}_{2}=\mathbb{1}$. We recall that, in the reactive case, the steady-state distribution is given by Eq. (5.20). The stationary distribution in the passive linear case is reported in Eq. (5.70) (and thus it is possible to write it analytically in terms of $M(X)$ computed below), while that of the passive quadratic case [which is formally stated in Eq. (5.74)] does not admit a straightforward analytic expression.

For the GS Hamiltonian, the effective potential defined in Eq. (5.22) for the quadratic coupling is given by (see Appendix E.5)

$$
\begin{equation*}
V(X)=\frac{c}{L c_{4}}\left(\frac{L}{\pi}\right)^{4}\left[f_{4}(0) \mp f_{4}\left(\frac{2 \pi X}{L}\right)\right], \tag{5.89}
\end{equation*}
$$

where the function $f_{n}(x)$ is a $n$-th order polynomial (see Eq. (E.36)), and the signs $\mp$ correspond to Dirichlet or Neumann BCs, respectively (we have subtracted the zero mode in the Neumann case). Note that $V(X)$ in Eq. (5.89) does not admit a finite limit for $L \rightarrow \infty$ due to IR divergences related to criticality (see also the discussion in Section 5.3.2.3).

In this case, Eq. (5.89) suggests to identify a dimensionless coupling constant as

$$
\begin{equation*}
x_{c}^{(\mathrm{GS})} \equiv c L^{3} / c_{4}, \tag{5.90}
\end{equation*}
$$

with $\left[c_{4}\right]=[L]^{2}$. Similarly, in the purely linear case $(c=0)$ we obtain

$$
\begin{align*}
W(X)= & -\frac{h^{2}}{2 L c_{4}}\left(\frac{L}{\pi}\right)^{4}\left[f_{4}(0) \mp f_{4}\left(\frac{2 \pi X}{L}\right)\right] \\
& -\frac{2 h h_{1}}{L c_{4}}\left(\frac{L}{\pi}\right)^{4}\left[f_{4}\left(\frac{\pi X}{L}\right)+\frac{1}{2} f_{4}(\pi(1+X / L))+\frac{1}{2} f_{4}(\pi(1-X / L))\right], \tag{5.91}
\end{align*}
$$

while in the quadratic case with boundary fields ( $h=0$ and $h_{1} \neq 0$ ) we find instead

$$
\begin{equation*}
W(X)=\frac{h_{1}^{2} c}{2(1+V(X))}\left\{\frac{2}{L c_{4}}\left(\frac{L}{\pi}\right)^{4}\left[f_{4}\left(\frac{\pi X}{L}\right)+\frac{1}{2} f_{4}(\pi(1+X / L))+\frac{1}{2} f_{4}(\pi(1-X / L))\right]\right\}^{2} . \tag{5.92}
\end{equation*}
$$

In the last two expressions, the part proportional to $h_{1}$, which encodes the effect of boundary fields, is only present for Neumann BCs. Here, Eq. (5.91) suggests to define the dimensionless coupling constant

$$
\begin{equation*}
x_{h}^{(\mathrm{GS})} \equiv h L^{3 / 2} / \sqrt{c_{4}} . \tag{5.93}
\end{equation*}
$$

Analogously, a dimensionless coupling quantifying the importance of the contribution of the boundary fields $h_{1}$ can be introduced as

$$
\begin{equation*}
x_{h_{1}}^{(\mathrm{GS})} \equiv h_{1} L^{3 / 2} / \sqrt{c_{4}}, \tag{5.94}
\end{equation*}
$$

such that $W(X)$ in Eq. (5.92) is $\propto \chi_{c}\left(\chi_{h_{1}}^{(G S)}\right)^{2}$. Finally, the dynamical coefficient $M(X)$ of the linear case reads

$$
\begin{equation*}
M(X)=\frac{h^{2}}{L c_{4}^{2}}\left(\frac{L}{\pi}\right)^{6+\alpha}\left[f_{6+\alpha}(0) \pm f_{6+\alpha}\left(\frac{2 \pi X}{L}\right)\right] \tag{5.95}
\end{equation*}
$$

where $a=0,1$ marks the distinction between model $\mathrm{A} / \mathrm{B}$ dynamics.
The stationary distributions and diffusion coefficients corresponding to the quadratic or linear coupling cases are reported in Figs. 5.3 and 5.4, respectively. The (reduced) diffusion coefficient $D_{r}(X)$ of a quadratically coupled tracer is markedly bimodal (see Fig. 5.3), as the contribution of the field to the diffusion of the particle nearly vanishes both near the boundaries and at the center of the interval. Similarly to the LG model, both for a quadratically and a linearly coupled tracer (see Figs. 5.1 and 5.2), the diffusivity is enhanced (reduced) in the case of a passive (reactive) tracer. As before, one may understand these trends as a consequence of the additional field-induced noise imposed on a passive tracer, and of the slowing effect of the field halo created around a reactive tracer.

### 5.5 Summary of this Chapter

In this Chapter we presented a simple and systematic procedure to study the effective dynamics of a tracer particle coupled to a confined correlated medium within the adiabatic approximation. The medium is modeled as a scalar order parameter $\phi(\mathbf{x}, t)$ evolving under Langevin dynamics within the Gaussian approximation, and it is confined by the imposition of boundary conditions at the two extrema of a one-dimensional interval. The particle at position $\mathbf{X}(t)$ undergoes a stochastic motion and it is reflected at the boundaries. The interaction between the field and the particle is modeled by the addition of linear or quadratic coupling terms in the Hamiltonian in Eq. (5.2): in the former case the field $\phi(\mathbf{X}, t)$ (or its derivatives) are enhanced in the vicinity of the tracer particle, while in the latter they are suppressed. If detailed balance is satisfied by the dynamics [i.e., if $\zeta=1$ and $T_{x}=T_{\phi}$ in Eqs. (5.4) and (5.6)], we call the particle reactive, as its feedback on the medium is taken into account. Conversely, if the influence of the particle on
the field dynamics is neglected, then the system is inherently out of equilibrium and we call the tracer passive - this case may alternatively be regarded as an active particle driven by temporally correlated noise.

The adiabatic elimination method presented here is particularly adapted to the case of a particle coupled to a strongly correlated and confined medium fluctuating on a fast (but still nonvanishing) time scale. In contrast to the approach of Refs. [84, 85], which employs a quantum mechanical operator formalism, our method works directly on the space of the actual dynamical variables. Furthermore, no additional assumptions on the steady-state distribution are required in our case.

The main outcome of the method described above (see Section 5.3) is a Fokker-Planck equation [Eq. (5.48)] that describes the effective Markovian tracer dynamics characterized by spacedependent drift and diffusion coefficients $\mu(X)$ and $D(X)$. The latter have been computed here up to their lowest non-trivial order in the adiabaticity parameter $\chi$ for the various cases discussed above, i.e., linear/quadratic field-particle coupling, dissipative or conserved dynamics, and passive/reactive tracer [see Eqs. (5.58), (5.66), (5.69) and (5.72)]. We also emphasized (when relevant) the effects of including boundary fields in the Hamiltonian of Eq. (5.2) (i.e., $h_{1} \neq 0$ ). Our approach has allowed us to obtain, in a straightforward way, the effective equations of motion of a quadratically coupled tracer, including the spurious drift and higher-order corrections to the transport coefficients. We remark that, in general, an analysis based solely on the Langevin equation does not determine unambiguously the stochastic interpretation of the field-induced noise in the resulting effective equation for the tracer (see the discussion in Section 5.3.2.3) except if the noise correlations trivially turn out to be independent of the position, as is the case in the bulk [29-31].

In Section 5.4 we applied our method to media described by Landau-Ginzburg or GompperSchick type Hamiltonians within the Gaussian approximation, to which the tracer particle is coupled via linear or quadratic (non-derivative) terms of the field. We obtained analytic expressions for the stationary distribution of the particle position and for the spatially dependent drift and diffusion coefficients (see Figs. 5.1 to 5.4 ). Notably, the spatial dependence is a consequence of the confinement of the correlated medium and it does not occur in the bulk, as we discussed in Chapter 2. The diffusivity is typically strongly influenced by the presence of a dynamical conservation law, as is the stationary distribution of a passive tracer. The consistency between our findings and those obtained in the bulk limit $L \rightarrow \infty$ in Refs. [29-31] is confirmed in Appendix E.3.

Our method may find application in the description of lipid membranes or microemulsions [17-25], as well as of colloidal particles in contact with a near-critical fluid medium [27-31, 44, 64, $78-81,104]$. In the latter case, a rapid order parameter field dynamics is obtained as a result of spatial confinement or a finite correlation length, which correspond to the typical experimental conditions $[35,36]$. Future extensions of the present work should address the field dynamics beyond the Gaussian approximation, which could in principle be obtained by analyzing the nonlinear terms $\propto \phi^{n}$ within a suitable weak-coupling expansion. The same level of analytical complication is entailed by the inclusion of field-particle couplings higher than quadratic in the

Hamiltonian of Eq. (5.2), since both translate into nonlinearities in the Fokker-Planck equation for the field modes [see Eq. (5.43)]. Since the statistics of the critical Casimir force can be extracted from the tracer distribution function, the present approach could provide further insights into the dynamics of the critical Casimir force [102, 180, 186-190] and of its fluctuations [191], as well as on associated many-body effects [44, 192-195]. Finally, the extension of our results to higher spatial dimensions ( $d=2$ or $d=3$ ) appears to be straightforward [64] and is very relevant for experimental applications; more refined models may in that case be devised to include the effects of the hydrodynamic transport of the tracer particle and the field.

## Quenched disorder in a random matrix

## MODEL

In Chapters 2 to 4 we analyzed a model in which a fluctuating field $\phi(\mathbf{x}, t)$ was used to represent a spatially complex landscape, whose features evolve in time. In Chapter 5 we then focused on the case in which the evolution of the field is fast compared to the time scales of interest - namely, those characterizing the motion of a tracer particle. In this case, it proved useful to compute the lowest adiabatic corrections around a configuration in which the field is assumed to equilibrate rapidly around the instantaneous position of the tracer: within this super-adiabatic approximation (see, e.g., Eq. (5.53)), the tracer thus effectively diffuses subject to a field-induced quenched potential.

This final Chapter deals with another prominent tool which is typically employed in statistical physics to model complex interaction patterns, in the presence of quenched disorder: namely, random matrices. As recalled in the Introduction, the field of random matrix theory has received considerable attention in the last decades, because it provides a powerful and versatile framework to describe a wide range of phenomena, from quantum many-body systems to financial markets. In random matrix models, stochastic variables are used to effectively describe the interactions between the individual components of large complex systems; the focus of their analysis then lies on the statistics of their eigenvalues, which are themselves stochastic variables, and particularly on their correlation functions. Moreover, the properties of the eigenvalue spectrum of a random matrix generally affect the dynamics of the corresponding physical system it represents. An intuitive example is provided by the seminal work of R. M. May on complex ecosystems [196], which we briefly recall in Appendix F.1.

In the following sections we will consider a well known random matrix ensemble - the generalized Rosenzweig-Porter model (GRP) - and derive new results about its eigenvalue statistics. Because of its relevance to the modeling of quantum many-body systems, this Chapter contains numerous references to many-body localization and fractality, which will be carefully explained in Section 6.1. Apart from its intrinsic interest and its significance for the above mentioned applications, the knowledge of the eigenvalue statistics of the GRP model also paves the way towards addressing its dynamical properties. Important steps in this direction have been moved in Ref. [197], to which we refer the reader, during the conception of the work presented in this Chapter.

The content of this Chapter has been published as "D. Venturelli, L. F. Cugliandolo, G. Schehr, and M. Tarzia, Replica approach to the generalized Rosenzweig-Porter model, SciPost Phys. 14, 110 (2023)" [198].

### 6.1 The model and its context

Quantum non-interacting particles in a disordered potential undergo the Anderson localization transition as the disorder strength is increased [199]. In one and two spatial dimensions an infinitesimal amount of disorder is sufficient to localize all eigenstates of the Hamiltonian, while in dimension larger than two a critical value of the disorder strength separates a metallic phase, where the eigenstates are similar to plane waves and spread over the whole volume uniformly, from an insulating phase, where the eigenstates are instead exponentially localized around specific points in space, and thereby occupy a finite $O(1)$ portion of the total volume. It is well established that exactly at the Anderson localization critical point the wave-functions are multifractal [200, 201]. This means that they are neither fully delocalized (as in the metallic regime), nor fully localized (as in the insulating phase), since their support set grows with the system size but remains a vanishing fraction of the total volume. The multi-fractal character of the wave functions is due to the fact that the $q$ th moments of their amplitudes decay with the size $N$ as $\left.\left.\left\langle\sum_{i=1}^{N}\right| \psi_{i}\right|^{2 q}\right\rangle \propto N^{-(q-1) D_{q}}$, with different $q$-dependent exponents $0 \leq D_{q} \leq 1$.

In the last decade, the Hilbert space localization properties of quantum disordered manybody systems have attracted much interest. In this context, the emergence of multifractal states has been discussed as a key and robust feature of their phase diagram, and has been invoked to explain some of their unconventional properties beyond the single-particle limit. In the manybody setting, multifractal eigenstates that do not cover the whole accessible Hilbert space may lead to the violation of the eigenstate thermalization hypothesis (ETH) [202, 203]. Therefore, they are often called partially delocalized but non-ergodic, in contrast to the ergodic fully delocalized eigenstates, which are supposed to satisfy ETH.

In the context of many body localization (MBL), recent studies indicate that the many-body eigenstates are in fact multifractal in the whole insulating phase [204-211]. Furthermore, the seminal work by Basko, Aleiner and Altshuler [212] predicted the existence of a novel unconventional "bad metal" regime in between the fully ergodic metallic phase at low disorder and the insulating one at strong disorder. Following the pioneering ideas of Ref. [213], the unusual properties of the bad metal regime have also been put in relation with the possible multifractal nature of the many-body eigenstates. Recent investigations of the out-of-equilibrium phase diagram of the quantum random energy model [214-218] and Josephson junction arrays [219, 220] seem to support this scenario. The existence of partially extended but non-ergodic wave-functions is also believed to have relevant practical and conceptual implications in the efficient population transfer in the context of quantum computing [217, 218, 221]. Moreover, recent studies of the Sachdev-Ye-Kitaev model in high-energy physics and quantum gravity have reported evidence for the emergence of a non-ergodic, but partially extended phase when the model is perturbed by a single-body term [222, 223].

Matrix models have been an invaluable tool to describe and help understanding complex physical systems, in particular those with quenched randomness. The physical mechanism at the origin of the above-mentioned multiftactal eigenstates is one such problem, and specific matrix models have recently been used as proxies to capture the peculiar spectral properties
associated with them. In this respect, the Rosenzweig-Porter (RP) random matrix ensemble [224], originally introduced to reproduce the spectral properties of complex atomic spectra, provides an archetypal illustration of a system in which a partially extended phase featuring fractal eigenstates (along with other unconventional spectral properties that will be extensively discussed below) appears in an intermediate region of the phase diagram between a fully delocalized phase and a fully Anderson localized phase (see Fig. 6.1). For this reason the RP model has been the focus of a strong resurgence of attention over the last few years [225-233]. Although one cannot expect that simple random matrix models could capture all the properties of interacting quantum systems, they provide natural and powerful tools to understand the deep physical mechanisms behind some of their features, which are often elusive to analytical treatments in more realistic settings.

The Hamiltonian of the RP model $\mathcal{H}=A+c(N) B$ can be written as the sum of an $N \times N$ diagonal matrix $A$, whose entries $a_{i}$ 's are independent and identically distributed (i.i.d.) random variables drawn from a Gaussian distribution $p_{a}\left(a_{i}\right)$, and another $N \times N$ random matrix $B$ belonging to the Gaussian orthogonal (or unitary) ensemble (GOE or GUE, respectively). If the variances of the matrix elements $b_{i j}$ are chosen of $O(1)$, then the width of the spectrum of $B$ is of $O(\sqrt{N})$ : thus the matrix $A$ (whose spectral width is of $O(1)$ ) can produce significant deviations from the GOE/GUE behavior only if $c(N)$ decays sufficiently fast for large $N$. The properties of this model have been extensively studied by using different techniques, such as a mapping to the Dyson Brownian motion [234], supersymmetry [235, 236], resolvent methods [237, 238], and first order perturbation theory [239].

Due to the strong surge of attention towards multifractal states in quantum many-body disordered systems, a generalized version of the RP model in which the distribution $p_{a}\left(a_{i}\right)$ is not necessarily Gaussian has then been introduced in Ref. [225], and thoroughly investigated by using the techniques recalled above [226-233] — we will refer to this as the GRP model. In addition, new connections and applications have been pointed out in disordered elastic systems [240], many-body localization [207, 214-216], quantum gravity [222, 223], quantum information [217, 218, 221], models of theoretical ecology [241], and noise reduction in big data [242].

In this Chapter we revisit the generalized RP model by analyzing some properties of the energy levels and their correlations which have not been investigated in the literature yet. In particular, we perform a thorough study of the finite- $N$ corrections to the average spectral density and compute the level compressibility in the intermediate phase, thereby providing a deeper understanding of the properties of the intermediate regime. Our analysis uses the replica method largely exploited in the analysis of spin glass models [51], but not only - for example, this tool has been recently applied to study the properties of the ground states in a deformed GOE ensemble [197]. Our replica study is developed for the case in which the entries of $\mathcal{H}$ are real numbers, so that $\mathcal{H}$ belongs to a deformed GOE ensemble (where the deformation is introduced by the addition of the diagonal random matrix $A$ ). However, and quite surprisingly, we show that the exact same behavior of the level compressibility applies to the crossover regime of the Hermitian GRP model [225] (in which the off-diagonal entries are complex).

In the rest of this introductory section we will present the RP model and some of its salient


Figure 6.1: Sketch of the different phases of the RP model, depending on the value of the parameter $\gamma$ in Eq. (6.1). Considering the average spectral density $\rho(\lambda)$, a transition is first observed at $\gamma=1$ which separates a fully delocalized phase where $\rho(\lambda)=\rho_{\mathrm{GOE}}(\lambda)$ from a partially delocalized phase where $\rho(\lambda)=p_{a}(\lambda)$ in the thermodynamic limit (see the main text). Focusing instead on the local level statistics, another transition is found at $\gamma=2$ from the partially delocalized phase characterized by the Wigner-Dyson statistics, to an Anderson-localized phase characterized by the Poisson statistics. The shaded region $1<\gamma<2$ indicates the intermediate phase studied in this Chapter.
properties (Section 6.1.1), and we will outline our study and main results (Section 6.1.2).

### 6.1.1 The generalized Rosenzweig-Porter model

We consider the Hamiltonian represented by the $N \times N$ matrix

$$
\begin{equation*}
\mathcal{H}=A+\frac{v}{N^{\gamma / 2}} B, \tag{6.1}
\end{equation*}
$$

where the matrix $B$ belongs to the GOE ensemble: its elements are Gaussian random variables with zero mean and unit variance (i.e., $\left\langle b_{i i}^{2}\right\rangle=1$ and $\left\langle b_{i j}^{2}\right\rangle=1 / 2$ for $i \neq j$ ). With this choice, the spectrum of $B$ in the limit $N \rightarrow \infty$ converges to a Wigner semicircle supported within $\lambda \in[-\sqrt{2 N}, \sqrt{2 N}]$, where we denote hereafter with $\lambda$ the eigenvalues of $\mathcal{H}$. The parameter $v$ is of $O(1)$ and does not scale with $N$. The deformation matrix $A$ is instead diagonal, with independent entries $a_{i}$ 's identically distributed according to a generic distribution $p_{a}(a)$, hence the name Generalized Rosenzweig-Porter model (GRP).

Following the analogy with disordered quantum many-body systems, each matrix index can be thought of as a site of the reference Hilbert space, which is connected to every other site with the transition rates distributed according to the Gaussian law. Different phenomenologies are expected depending on the value of the parameter $\gamma$, which renders one of the two matrices $A$ or $B$ subleading with respect to the other in the limit of large $N$. As summarized in Fig. 6.1, the model features three distinct phases (and two transition points between them): a fully delocalized phase for $\gamma<1$, a fully Anderson localized phase for $\gamma>2$, and an intermediate fractal phase for $1<\gamma<2$.

The transition from fully extended to fractal eigenstates at $\gamma=1$ manifests itself as a transition for the average spectral density $\rho(\lambda)$, which reproduces the Wigner semicircle law for $\gamma<1$ in the $N \rightarrow \infty$ limit, while it reduces to $\rho(\lambda)=p_{a}(\lambda)$ if $\gamma>1$ and the same $N \rightarrow \infty$ limit is taken. At $\gamma=1, \rho(\lambda)$ interpolates between $p_{a}(\lambda)$ and the Wigner semicircle as the value of the parameter $v$ is increased. This transition becomes sharp (i.e., it occurs at a particular value of $v=v_{c}$ ) provided that $p_{a}(a)$ has a compact support and vanishes sufficiently fast at its upper edge [240, 243].

The value $\gamma=2$ corresponds instead to a genuine Anderson localization transition. Indeed, the region $\gamma<1$ is characterized by the Wigner-Dyson statistics, meaning that the eigenvectors of $\mathcal{H}$ are uniformly delocalized on $N$ sites in the large $N$ limit, and the average level spacing follows the Wigner surmise [49], signaling level repulsion. Conversely, in the region $\gamma>2$ the eigenvectors are completely localized over $O(1)$ sites and the mean level spacing exhibits Poisson statistics.

The intermediate region with $1<\gamma<2$ is particularly interesting, because the average spectral density tends to $p_{a}(\lambda)$, but the local level statistics remains of the Wigner-Dyson type. Here the eigenvectors are known to be delocalized over a large number of sites $N^{D_{\gamma}}$, which represent, however, a vanishing fraction of the total number of sites $N$ in the thermodynamic limit, their fractal dimension being $D_{\gamma}=2-\gamma<1$ [225].

The most intuitive way to understand the spectral properties in the intermediate region is provided by the Fermi golden rule. In the limit in which the off-diagonal matrix $B$ is absent and all the eigenvectors are trivially localized on a single site, one has $\left|\psi_{i}\right\rangle=|i\rangle$, with corresponding eigenenergies $\lambda_{i}=a_{i}$. When the GOE perturbation $v N^{-\gamma / 2} B$ is turned on, the transition probability per unit time from a state $i$ to another state $j$ can be evaluated perturbatively as

$$
\begin{equation*}
\Gamma_{i \rightarrow j}=\frac{2 \pi \rho}{\hbar} \frac{4 \eta}{N}\left|b_{i j}\right|^{2} \tag{6.2}
\end{equation*}
$$

where $\rho=\rho(\lambda)$ and, for future convenience, we have introduced the combination

$$
\begin{equation*}
\eta \equiv N^{1-\gamma} v^{2} / 4 \tag{6.3}
\end{equation*}
$$

Hence, the average escape rate per unit time for a "particle" created in site $i$ at time $t=0$ reads

$$
\begin{equation*}
\Gamma=\sum_{j \neq i}\left\langle\Gamma_{i \rightarrow j}\right\rangle=\frac{2 \pi \rho}{\hbar} 4 \eta . \tag{6.4}
\end{equation*}
$$

The quantity $\hbar \Gamma$ can thus be interpreted as the bandwidth $\Delta E \sim \hbar \Gamma$ that can be reached in a time of $O(1)$ from a given site $i$. This implies that the eigenvectors within this energy window are hybridized by the GOE perturbation. For $1<\gamma<2$ such energy band decays with the system size as $\Delta E \propto N^{1-\gamma}$ but is much larger than the mean level spacing

$$
\begin{equation*}
\delta_{N} \simeq[N \rho]^{-1}, \tag{6.5}
\end{equation*}
$$

entailing that the system is not Anderson localized; still, $\Delta E$ remains much smaller than the total bandwidth, which is of $O(1)$. This signifies that the particle can only explore a sub-extensive portion of the total volume. The Anderson localization transition thus occurs when $\Delta E$ becomes smaller than the mean level spacing, i.e., for $\gamma \geq 2$ : this implies that the average escape time from site $i$ (i.e., $\Delta t \equiv \hbar / \Delta E$ ) grows at least linearly with $N$, and thus the eigenfunctions remain localized on $O(1)$ sites. Conversely, the transition to the fully delocalized phase takes place when $\Delta E$ becomes of the order of the total bandwidth, i.e., for $\gamma \leq 1$ : this implies that, starting from site $i$, the wave-packet can reach any other site in a time of $O(1)$.

In the intermediate phase, $1<\gamma<2$, the support set of the eigenvectors (i.e., the number of sites that are hybridized by the perturbation) is simply given by the spreading of the energy interval divided by the average gap between adjacent energy levels, and thus scales as $\Delta E / \delta_{N} \sim N^{D_{\gamma}}$, with $D_{\gamma}=2-\gamma$. The partially extended but fractal eigenstates are therefore linear combinations of a bunch of $N^{D_{\gamma}}$ localized states associated to nearby energy levels, i.e.,

$$
\begin{equation*}
\left|\psi_{i}\right\rangle \approx \sum_{\substack{i^{\prime} \text { s.t.t. } \\\left|a_{i}-a_{i}\right\rangle \leq \Delta E}} c_{i^{\prime} \mid}\left|i^{\prime}\right\rangle \tag{6.6}
\end{equation*}
$$

with coefficients $c_{i^{\prime}}$ of order $N^{-D_{\gamma} / 2}$ to ensure normalization. These eigenstates give rise to the so-called mini-bands in the local spectrum [225]. The width of the mini-bands sets the energy scale

$$
\begin{equation*}
E_{T} \sim \Delta E \sim N^{D_{\gamma}-1}=N^{1-\gamma}, \tag{6.7}
\end{equation*}
$$

often called the Thouless energy [244, 245], within which GOE-like spectral correlations (and in particular level repulsion) have been established. The moments of the wave-functions' coefficients (the so-called generalized inverse participation ratios, IPR) behave as

$$
\begin{equation*}
I_{q}=\sum_{i}|\langle i \mid \psi\rangle|^{2 q} \propto N^{D_{\gamma}(1-q)} \quad \Longrightarrow \quad D_{q}=D_{\gamma} \tag{6.8}
\end{equation*}
$$

This implies that all the fractal dimensions $D_{q}$ are degenerate and equal to $D_{\gamma}$ for all positive integer $q$, i.e., that the intermediate phase of the GRP model is fractal but not multifractal.

As discussed above, the emergence of such fractal phase is particularly relevant in many physical contexts. Its existence was first suggested in Ref. [225] and then rigorously proven in Ref. [226]. In recent years several generalizations of the RP model have been put forward and analysed [246-251], and many other random matrix ensembles have been shown to have an intermediate partially delocalized phase with similar spectral properties [252-267]. Yet, the GRP setting is still a very useful playground to analyze the properties of fractal states in a controlled framework.

### 6.1.2 Outline of the calculation and summary of the main results

As explained above, the GRP model has been intensively investigated over the past few years with a great variety of analytical and numerical techniques. In this paper we tackle this model by applying yet another approach, namely the replica formalism [51], which allows us to obtain new results on the average spectral density, and the statistics of the number of energy levels within a finite interval.

In Section 6.2 we start by analyzing the average density of states $\rho(\lambda)$. When the size $N$ of the matrix is large, we find the leading order estimate

$$
\begin{equation*}
\rho(\lambda)=-\frac{1}{\pi \eta} \lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Re} C\left(\lambda_{\varepsilon}\right)+O(1 / N) \tag{6.9}
\end{equation*}
$$

where $\lambda_{\varepsilon}=\lambda-i \varepsilon$, the parameter $\eta$ depends on $N$ and was introduced in Eq. (6.3), and the function $C(\lambda)$ is implicitly defined by the self-consistency equation

$$
\begin{equation*}
C(\lambda)=i \eta \mathcal{G}_{a}[\lambda+2 i C(\lambda)] . \tag{6.10}
\end{equation*}
$$

Here $\mathcal{G}_{a}$ is the resolvent associated to the distribution $p_{a}(a)$ of the entries of $A$ (c.f. Eq. (6.42)). In general, it is quite difficult to solve explicitly Eq. (6.10) for $C(\lambda)$ for any arbitrary distribution $p_{a}(a)$. However, we show in Section 6.2.4 that it can be solved explicitly for two special cases: (i) when $p_{a}(a)$ is a Wigner semicircle - which is expected, since it is stable under free-convolution [268] - and (ii) when it is a Cauchy distribution, which is more surprising.

As we show in Section 6.2.3, by taking the limit $N \rightarrow \infty$ with $\eta$ kept finite, Eqs. (6.9) and (6.10) reduce to the free addition formula [268], sometimes called the "Zee formula" in the physics literature [269]. However, as we show in Section 2.5 of Ref. [198], these equations contain more information and, in the case where $\eta=\eta(N) \ll 1$ defined in Eq. (6.3) with $1<\gamma<2$, they allow us to obtain the leading $1 / N$ corrections to the limiting density $\rho(\lambda)=p_{a}(\lambda)$ in a controlled way, even when the resolvent $\mathcal{G}_{a}(z)$ does not admit a closed-form analytic expression. These corrections turn out to be quite difficult to compute using the standard free addition formula, which in principle holds only in the limit $N \rightarrow \infty$.

Next, in Section 6.3 we analyze the behavior of the level compressibility $\chi(E)$, which is a simple indicator of the degree of level repulsion and is defined as follows ${ }^{1}$ [273]. We first introduce the empirical density of the (real) eigenvalues $\lambda_{i}$ of $\mathcal{H}$, defined as

$$
\begin{equation*}
\rho_{N}(\lambda)=\frac{1}{N} \sum_{i=1}^{N} \delta\left(\lambda-\lambda_{i}\right) . \tag{6.11}
\end{equation*}
$$

Note that $\rho_{N}(\lambda)$ is normalised to unity. Let

$$
\begin{equation*}
I_{N}[\alpha, \beta] \equiv N \int_{\alpha}^{\beta} \mathrm{d} \lambda \rho_{N}(\lambda) \tag{6.12}
\end{equation*}
$$

denote the number of eigenvalues lying in the interval $[\alpha, \beta] \subseteq \mathbb{R}$, which is a random variable. Then

$$
\begin{equation*}
\chi(E) \equiv \frac{\kappa_{2}(E)}{\kappa_{1}(E)}=\frac{\left\langle I_{N}^{2}[-E, E]\right\rangle-\left\langle I_{N}[-E, E]\right\rangle^{2}}{\left\langle I_{N}[-E, E]\right\rangle}=\frac{\left\langle I_{N}^{2}[-E, E]\right\rangle_{c}}{\left\langle I_{N}[-E, E]\right\rangle}, \tag{6.13}
\end{equation*}
$$

where $\kappa_{1}$ and $\kappa_{2}$ are the first two cumulants of $I_{N}$. For Poisson statistics, one has $\kappa_{2}(E) \simeq \kappa_{1}(E)$ for small $E$, and then $\chi(E) \simeq 1$ (see Appendix F.2). On the contrary, for a rigid spectrum like that of the GOE matrix $B$ in Eq. (6.1), the mean number of eigenvalues behaves as $\left\langle I_{N}[-E, E]\right\rangle \propto \tilde{E}$, with $\tilde{E} \equiv N \rho_{N}(0) E$ and where $\left[N \rho_{N}(0)\right]^{-1}$ is the mean level spacing close to $E=0$, while $\left\langle I_{N}^{2}[-E, E]\right\rangle_{c} \propto \ln \tilde{E}$ for large $\tilde{E}$. Hence in the GOE case one finds $\chi(E) \rightarrow 0$ for $\tilde{E} \rightarrow \infty$, i.e., for $E \gg\left[N \rho_{N}(0)\right]^{-1}$ (but still much smaller than $E \sim O(1)$ ).

In Section 6.3 .3 we provide the cumulant generating function of the variable $I_{N}[\alpha, \beta]$ at leading order for large $N$. For a symmetric interval $[-E, E]$ and a symmetric distribution $p_{a}(a)$, the result reads

$$
\begin{equation*}
\mathcal{F}_{[-E, E]}(s) \equiv \frac{1}{N} \ln \left\langle e^{-s I_{N}[-E, E]}\right\rangle=-m s+\ln \left\langle e^{-s f(a)}\right\rangle_{a}+O(\eta / N), \tag{6.14}
\end{equation*}
$$

[^10]where
\[

$$
\begin{equation*}
m=-\frac{2 \eta}{\pi} \operatorname{Im}\left[\mathcal{G}_{a}\left(-i \Delta^{-1}\right)\right]^{2}, \quad f(a) \equiv \frac{1}{\pi} \arctan \left(\frac{\sin 2 \theta}{a^{2} r^{2}+\cos 2 \theta}\right) \in[0,1], \tag{6.15}
\end{equation*}
$$

\]

and $\Delta(E)=r(E) e^{i \theta(E)}$ has to be determined by solving the self-consistency equation

$$
\begin{equation*}
\Delta^{-1}=\varepsilon-i E-2 i \eta \mathcal{G}_{a}\left(-i \Delta^{-1}\right) \tag{6.16}
\end{equation*}
$$

before sending $\varepsilon \rightarrow 0$. Again, we show that a closed-form solution can be found in some particular cases. Our results are supported by the comparison with the numerical diagonalization of large random matrices.

The ratio of the first two cumulants of $I_{N}[-E, E]$ gives the level compressibility $\chi(E)$ introduced in Eq. (6.13). In agreement with the picture presented above for the region $1<\gamma<2$, and having identified $E_{T} \propto \eta \propto N^{1-\gamma}$ as the Thouless energy of the system, we explicitly verify in Section 6.3.5 that $\chi(E) \sim 0$ for $E \ll E_{T}$ — but still much larger than the mean level spacing $\delta_{N} \propto N^{-1}$ - corresponding to level repulsion, while $\chi(E)$ follows the Poisson statistics for $E \gg E_{T}$. However, in the scaling limit $E=2 \pi p_{a}(0) \eta \cdot y$ with $N^{-1} \ll \eta \ll 1$, we show that $\chi(E)$ takes the universal form

$$
\begin{equation*}
\chi(E) \simeq \chi_{T}\left(y=\frac{E}{2 \pi p_{a}(0) \eta}\right), \quad \chi_{T}(y)=\frac{1}{\pi y}\left[2 y \arctan (y)-\ln \left(1+y^{2}\right)\right], \tag{6.17}
\end{equation*}
$$

where the scaling function $\chi_{T}(y)$ is independent of the specific choice of $p_{a}(a)$. This function is plotted in Fig. 6.5: it behaves as $\chi_{T}(y) \simeq y / \pi$ for small $y$, while it tends to 1 for large $y$. Note that the crossover energy scale $2 \pi p_{a}(0) \eta$ coincides (apart from a factor of 4 ) with the width of the mini-bands identified in Eq. (6.4) using the Fermi golden rule, which allows us to put the intuitive arguments given above on the structure of spectral correlations on a much firmer basis.

Interestingly, using results from Refs. [225] and [238], we show that the same scaling function $\chi_{T}$ also describes the crossover for Hermitian $B$ matrices - while the level compressibilities for the real and the Hermitian GRP ensembles differ outside of this energy regime. We do so by relating the level compressibility to the 2-level spectral correlation function of the Hermitian GRP model, previously derived in $[225,238]$ by means of the Harish-Chandra-Itzykson-Zuber integral (which notably does not admit a counterpart for matrices with real entries).

In Section 6.3 .6 we finally inspect, using extensive numerical diagonalization of large random real matrices, the low-energy region where $E$ is chosen on the scale of the Thouless energy. The scaling form of $\chi(E)$ presented in Eq. (6.17) is thus shown to represent a universal crossover between the classical GOE result $\chi\left(E \sim N^{-1}\right) \simeq \chi_{\mathrm{GOE}}(E)$ for energies of the order of the mean level spacing (and much smaller than the Thouless energy, see Eq. (6.113)), and the model-dependent prediction of Eqs. (6.13) and (6.14), valid for energies of the order of the total spectral band-width, i.e., $E \sim O(1)$.

### 6.2 Average spectral density

Let us begin by considering the density of states of the matrix $\mathcal{H}$ in Eq. (6.11). Its mean value can be obtained by means of the Edwards-Jones (E-J) formula [49, 274], which we briefly recall
here. One starts from the Plemelj-Sokhotski relation: if $f(x)$ is a complex-valued function that is continuous on the real axis, and given $\alpha<0<\beta$, then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\alpha}^{\beta} \mathrm{d} x \frac{f(x)}{x \pm i \varepsilon}=\mp i \pi f(0)+\mathcal{P} \int_{\alpha}^{\beta} \mathrm{d} x \frac{f(x)}{x}, \tag{6.18}
\end{equation*}
$$

where $\mathcal{P}$ indicates the Cauchy principal value of the integral. From Eq. (6.11) we then have

$$
\begin{equation*}
\left\langle\rho_{N}(\lambda)\right\rangle=\frac{1}{\pi N} \lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Im}\left\langle\sum_{i=1}^{N} \frac{1}{\lambda-\lambda_{i}-i \varepsilon}\right\rangle=\frac{1}{\pi N} \lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Im} \frac{\partial}{\partial \lambda}\left\langle\sum_{i=1}^{N} \ln \left(\lambda_{i}-\lambda+i \varepsilon\right)\right\rangle, \tag{6.19}
\end{equation*}
$$

where the average is taken over the distribution of the entries of $\mathcal{H}$. In the last step we indicated by $\ln (z)$ the principal branch of the complex logarithm. Using the properties of Gaussian integrals, we finally obtain the E-J formula [274]

$$
\begin{align*}
\rho(\lambda) & \equiv\left\langle\rho_{N}(\lambda)\right\rangle=-\frac{2}{\pi N} \lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Im} \frac{\mathrm{d}}{\mathrm{~d} \lambda}\left\langle\ln \mathcal{Z}\left(\lambda_{\varepsilon}\right)\right\rangle,  \tag{6.20}\\
\mathcal{Z}(\lambda) & \equiv \operatorname{det}(\mathcal{H}-\lambda \mathbb{1})^{-1 / 2}=(2 \pi i)^{-N / 2} \int_{\mathbb{R}^{N}} \operatorname{dr} e^{-\frac{i}{2} \mathbf{r}^{T}(\lambda \mathbb{1}-\mathcal{H}) \mathbf{r}}, \tag{6.21}
\end{align*}
$$

where $\lambda_{\varepsilon} \equiv \lambda$-i $\varepsilon$ with $\varepsilon>0$. Note that the negative imaginary part of $\lambda_{\varepsilon}$ ensures the convergence of the integral in Eq. (6.21). The expectation value of the logarithm can then be handled by using the replica trick [51]

$$
\begin{equation*}
\langle\ln \mathcal{Z}(\lambda)\rangle=\lim _{n \rightarrow 0} \frac{1}{n} \ln \left\langle\mathcal{Z}^{n}(\lambda)\right\rangle, \tag{6.22}
\end{equation*}
$$

which allows us to trade the quenched average on the left-hand-side for the annealed average on the right-hand-side. The latter can be evaluated by standard methods (see Appendix F.3) to give

$$
\begin{equation*}
\left\langle\mathcal{Z}^{n}(\lambda)\right\rangle \propto \int \mathcal{D} \mu \mathcal{D} \hat{\mu} e^{N \mathcal{S}_{n}[\mu, \hat{\mu} ; \lambda]}, \tag{6.23}
\end{equation*}
$$

where the proportionality holds up to an irrelevant numerical constant, and where we introduced the action

$$
\begin{align*}
\mathcal{S}_{n}[\mu, \hat{\mu} ; \lambda] \equiv & -i \int \mathrm{~d} \vec{y} \mu(\vec{y}) \hat{\mu}(\vec{y})-\frac{\eta}{2} \int \mathrm{~d} \vec{y} \mathrm{~d} \vec{w} \mu(\vec{y}) \mu(\vec{w})(\vec{y} \cdot \vec{w})^{2} \\
& +\ln \int \mathrm{d} \vec{y} \int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2}(\lambda-a)|\vec{y}|^{2}+i \hat{\mu}(\vec{y})\right] . \tag{6.24}
\end{align*}
$$

The parameter $\eta$ is defined in Eq. (6.3), while $\vec{y}, \vec{w}$ are $n$-dimensional vectors (one component for each of the replicas).

The strategy to obtain the finite $-N$ averaged $\rho(\lambda)$ is the following:

1. For large $N$, we look for a saddle-point estimate of the path integral in Eq. (6.23) in the form

$$
\begin{equation*}
\left\langle Z^{n}(\lambda)\right\rangle \propto e^{N \mathcal{S}_{n}\left[\mu^{*}, \mu^{*} ; \lambda\right]+O(1)}, \tag{6.25}
\end{equation*}
$$

where the proportionality holds up to a $\lambda$-independent (even though possibly $N$-dependent) prefactor.
2. Using Eq. (6.20), we recover the spectral density via

$$
\begin{align*}
\rho(\lambda) & \simeq-\frac{2}{\pi} \lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Im} \lim _{n \rightarrow 0} \frac{1}{n} \frac{\mathrm{~d}}{\mathrm{~d} \lambda} \mathcal{S}_{n}\left[\mu^{*}, \hat{\mu}^{*} ; \lambda_{\varepsilon}\right]  \tag{6.26}\\
& =\frac{1}{\pi} \lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Im}\left\{\lim _{n \rightarrow 0} \frac{i}{n} \frac{\int \mathrm{~d} \vec{y}|\vec{y}|^{2} \int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2}\left(\lambda_{\varepsilon}-a\right)|\vec{y}|^{2}+i \hat{\mu}^{*}(\vec{y})\right]}{\int \mathrm{d} \vec{y} \int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2}\left(\lambda_{\varepsilon}-a\right)|\vec{y}|^{2}+i \hat{\mu}^{*}(\vec{y})\right]}\right\} .
\end{align*}
$$

Indeed, only the third term in the action of Eq. (6.24) will contribute, because the dependence on $\lambda$ in the first two terms is only implicit,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \lambda} \mathcal{S}_{n}\left[\mu, \hat{\mu} ; \lambda_{\varepsilon}\right]=\partial_{\lambda} \mathcal{S}_{n}+\int \mathrm{d} \vec{y}\left[\frac{\delta S_{n}}{\delta \mu(\vec{y})} \frac{\mathrm{d} \mu(\vec{y})}{\mathrm{d} \lambda}+\frac{\delta \mathcal{S}_{n}}{\delta \hat{\mu}(\vec{y})} \frac{\mathrm{d} \hat{\mu}(\vec{y})}{\mathrm{d} \lambda}\right] \tag{6.27}
\end{equation*}
$$

and the term under the integral vanishes at the saddle-point (where the action is stationary by construction). In turn this implies that, to compute $\rho(\lambda)$ from Eq. (6.26), we do not need to determine $\mu^{*}(\vec{y})$, but only $\hat{\mu}^{*}(\vec{y})$. Finally, by the $\simeq$ symbol in Eq. (6.26) we mean that the corrections are at most of $O(1 / N)$.

### 6.2.1 Saddle-point equations and rotationally-invariant Ansatz

The leading contribution to Eq. (6.23) for large $N$ can be found by minimizing the action in Eq. (6.24). Omitting (to ease the notations) the superscript $*$ from $\mu^{*}(\vec{y})$ and $\hat{\mu}^{*}(\vec{y})$, and understanding the dependencies on $\lambda$ as computed in correspondence of $\lambda_{\varepsilon}$, the saddle-point equations read

$$
\begin{align*}
& 0 \equiv \frac{\delta \mathcal{S}_{n}}{\delta \mu(\vec{x})}=-i \hat{\mu}(\vec{x})-\eta \int \mathrm{d} \vec{w} \mu(\vec{w})(\vec{x} \cdot \vec{w})^{2}  \tag{6.28}\\
& 0 \equiv \frac{\delta S_{n}}{\delta \hat{\mu}(\vec{x})}=-i \mu(\vec{x})+i \frac{\int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2}(\lambda-a)|\vec{x}|^{2}+i \hat{\mu}(\vec{x})\right]}{\int \mathrm{d} \vec{y} \int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2}(\lambda-a)|\vec{y}|^{2}+i \hat{\mu}(\vec{y})\right]} \tag{6.29}
\end{align*}
$$

Substituting the expression for $\mu(\vec{x})$ obtained from the second equation (6.29) in the first one (6.28), one obtains a closed equation for $\hat{\mu}(\vec{x})$ which reads

$$
\begin{equation*}
\hat{\mu}(\vec{x})=i \eta \frac{\int \mathrm{~d} \vec{y} \int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2}(\lambda-a)|\vec{y}|^{2}+i \hat{\mu}(\vec{y})\right](\vec{x} \cdot \vec{y})^{2}}{\int \mathrm{~d} \vec{y} \int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2}(\lambda-a)|\vec{y}|^{2}+i \hat{\mu}(\vec{y})\right]} \tag{6.30}
\end{equation*}
$$

To make progress, we plug in the Ansatz $\hat{\mu}(\vec{x})=\hat{\mu}(x)$, with $x \equiv|\vec{x}|$, which is rotationally symmetric in the space of replicas (i.e., it is invariant under $O(n)$ transformations). Note that requiring invariance under $O(n)$ is a stronger request than the mere replica-symmetry (RS): indeed, the exchange between any pair of components of $\vec{x}$ can be obtained by means of a $O(n)$ transformation ${ }^{2}$. Stepping to spherical coordinates and using the identity

$$
\begin{equation*}
\int \mathrm{d} \Omega_{n}(\vec{x} \cdot \vec{y})^{2}=\frac{(x y)^{2}}{n} \int \mathrm{~d} \Omega_{n} \tag{6.31}
\end{equation*}
$$

[^11]where $\mathrm{d} \Omega_{n}$ is the differential of the $n$-dimensional solid angle around $\vec{y}$, we find
\[

$$
\begin{equation*}
\hat{\mu}(x)=i \frac{\eta}{n} \frac{\int_{0}^{\infty} \mathrm{d} y y^{n-1} \int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2}(\lambda-a) y^{2}+i \hat{\mu}(y)\right](x y)^{2}}{\int_{0}^{\infty} \mathrm{d} y y^{n-1} \int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2}(\lambda-a) y^{2}+i \hat{\mu}(y)\right]} . \tag{6.32}
\end{equation*}
$$

\]

Let us now introduce the auxiliary function

$$
\begin{equation*}
G(y ; \lambda) \equiv \int \mathrm{d} a p_{a}(a) \exp \left[-\frac{i}{2}(\lambda-a) y^{2}+i \hat{\mu}(y)\right]=\exp \left[-\frac{i}{2} \lambda y^{2}+i \hat{\mu}(y)\right] \psi_{a}\left(-y^{2} / 2\right) \tag{6.33}
\end{equation*}
$$

where in the second equality we recognized the characteristic function of $p_{a}(a)$ (i.e., its Fourier transform), namely

$$
\begin{equation*}
\psi_{a}(k)=\int \mathrm{d} a p_{a}(a) e^{-i k a} . \tag{6.34}
\end{equation*}
$$

Equation (6.32) can readily be expressed in terms of $G(y ; \lambda)$. We then integrate by parts in the denominator of Eq. (6.32), finding that boundary terms disappear at least as long as $\varepsilon>0$ in $G\left(y ; \lambda_{\varepsilon}\right)$ - we will check a posteriori that the presence of $\hat{\mu}(y)$ does not spoil the convergence. We thus get

$$
\begin{equation*}
\hat{\mu}(x)=-i \eta x^{2} \frac{\int_{0}^{\infty} \mathrm{d} y y^{n+1} G(y ; \lambda)}{\int_{0}^{\infty} \mathrm{d} y y^{n} G^{\prime}(y ; \lambda)}, \tag{6.35}
\end{equation*}
$$

where $G^{\prime}(y ; \lambda)=\partial_{y} G(y ; \lambda)$. We can now take the limit $n \rightarrow 0$, which yields

$$
\begin{equation*}
i \hat{\mu}(x)=x^{2} \eta \frac{\int_{0}^{\infty} \mathrm{d} y y G(y ; \lambda)}{\int_{0}^{\infty} \mathrm{d} y G^{\prime}(y ; \lambda)} \equiv x^{2} C(\lambda) . \tag{6.36}
\end{equation*}
$$

The function $C(\lambda)$ must now be determined self-consistently via

$$
\begin{equation*}
C(\lambda)=\eta \frac{\int_{0}^{\infty} \mathrm{d} y y G(y ; \lambda)}{\int_{0}^{\infty} \mathrm{d} y G^{\prime}(y ; \lambda)} \tag{6.37}
\end{equation*}
$$

where $G(y ; \lambda)$ can be read from Eq. (6.33) upon setting $i \hat{\mu}(y)=y^{2} C(\lambda)$.

### 6.2.2 General result

We now repeat the same steps at the level of the saddle-point action in Eq. (6.26): we plug in the rotationally symmetric Ansatz, we integrate by parts in the denominator and we finally take the limit $n \rightarrow 0$. This gives

$$
\begin{equation*}
\rho(\lambda)=-\frac{1}{\pi} \lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Re} \frac{\int_{0}^{\infty} \mathrm{d} y y G\left(y ; \lambda_{\varepsilon}\right)}{\int_{0}^{\infty} \mathrm{d} y G^{\prime}\left(y ; \lambda_{\varepsilon}\right)}+O(1 / N)=-\frac{1}{\pi \eta} \lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Re} C\left(\lambda_{\varepsilon}\right)+O(1 / N) . \tag{6.38}
\end{equation*}
$$

We then go back to Eq. (6.37), which contains an exact differential in its denominator. If $\operatorname{Re} C\left(\lambda_{\varepsilon}\right) \leq$ 0 , then $G\left(y \rightarrow \infty ; \lambda_{\varepsilon}\right)=0$ and $G\left(0 ; \lambda_{\varepsilon}\right)=1$, and we obtain a self-consistency equation for $C\left(\lambda_{\varepsilon}\right)$,

$$
\begin{equation*}
C(\lambda)=-\eta \int_{0}^{\infty} \mathrm{d} z \psi_{a}(-z) e^{-i \lambda z+2 z C(\lambda)} \tag{6.39}
\end{equation*}
$$

where we recall that $\psi_{a}(x)$ is the characteristic function associated with $p_{a}(a)$ (see Eq. (6.34)). This determines $C(\lambda)$ implicitly. Equations (6.38) and (6.39) represent the main result of this section.

In Section 2.2.1 of Ref. [198] we check that, in the limit in which only the matrix $A$ or $B$ are retained in Eq. (6.1), Eq. (6.38) correctly returns $p_{a}(\lambda)$ or $\rho_{\mathrm{GOE}}(\lambda)$, respectively, with

$$
\begin{equation*}
\rho_{\mathrm{GOE}}(\lambda)=\frac{\sqrt{2-\lambda^{2}}}{\pi} \Theta(\sqrt{2}-|\lambda|) . \tag{6.40}
\end{equation*}
$$

### 6.2.3 Resolvent formulation and connection with the Zee formula

One can observe that, under the same convergence hypotheses as above, the self-consistency equation (6.39) that determines $C(\lambda)$ can be rewritten as

$$
\begin{equation*}
C(\lambda)=i \eta \mathcal{G}_{a}[\lambda+2 i C(\lambda)], \tag{6.41}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{G}_{a}(z)=\int \mathrm{d} a \frac{p_{a}(a)}{z-a} \tag{6.42}
\end{equation*}
$$

is the resolvent (or Cauchy-Stieltjes transform) of the distribution $p_{a}(a)$. The resolvent can be inverted to give back

$$
\begin{equation*}
p_{a}(x)=\frac{1}{\pi} \lim _{\varepsilon \rightarrow 0^{+}} \operatorname{Im} \mathcal{G}_{a}(x-i \varepsilon), \tag{6.43}
\end{equation*}
$$

which can be easily proved by using the Plemelj-Sokhotski formula in Eq. (6.18).
By comparing Eq. (6.43) with Eq. (6.38), one immediately realizes that our function $C(\lambda)$ is nothing but

$$
\begin{equation*}
C(\lambda)=i \eta \mathcal{G}(\lambda)+O(1 / N) \tag{6.44}
\end{equation*}
$$

where we denoted by $\mathcal{G}(\lambda)$ the resolvent of the spectral density $\rho(\lambda)$ of our model. Choosing $\gamma=1$ (so that $\eta$ in Eq. (6.3) becomes $N$-independent) and taking the limit $N \rightarrow \infty$, the correction in Eq. (6.44) vanishes, and Eq. (6.41) takes the form

$$
\begin{equation*}
\mathcal{G}\left(\lambda_{\varepsilon}\right)=\mathcal{G}_{a}\left(\lambda_{\varepsilon}-2 \eta \mathcal{G}\left(\lambda_{\varepsilon}\right)\right) . \tag{6.45}
\end{equation*}
$$

This is analogous to Eq. (148) in Ref. [240], which was derived in the case in which the matrix $B$ belongs to the GUE (and not the GOE) ensemble, and it is consistent with the results of Ref. [242]. Moreover, in Appendix F. 4 we show how Eq. (6.45) can be recovered by direct application of the Zee formula for the addition of two random matrices derived in Ref. [269].

One may legitimately wonder, at this point, whether our calculation is solely another way of obtaining Zee's result [269] for the particular case in which one of the two matrices being summed is a GOE matrix. In Section 6.2 .4 we will analyze a few cases in which the self-consistency equation (6.39) (or (6.41)) can be solved exactly, so that from Eq. (6.38) one can find an expression for $\rho(\lambda)$ which is correct, up to $O(1 / N)$, for any value of $\eta$. These cases are in fact the very same that could be cracked by applying the Zee formula to the deformed GOE matrix. The advantage of our framework is that, whenever $\eta$ is $N$-dependent and decays slower than $1 / N$


Figure 6.2: Distribution of the eigenvalues $\rho(\lambda)$ in the case in which $p_{a}(a)$ is the Cauchy distribution (see Section 6.2.4.1). We show a numerical check of Eq. (6.48) in the regime of (a) small $\eta$ (here $\eta=0.12$ ) and (b) large $\eta$ (here $\eta=11.7$ ). The histogram was built using $\mu=0, \omega=1$, $\gamma=1.1$ and $N=2000$, with $v=1$ in (a) and $v=10$ in (b).
(as it happens, for instance, in Eq. (6.3) for $1<\gamma<2$ ), then we are still able to keep track of the finite- $N$ corrections. Moreover, in Section 2.5 of Ref. [198] we provide approximate solutions which can be used whenever the resolvent $\mathcal{G}_{a}$ is not available in closed form, so that the Zee route is not viable.

### 6.2.4 Exactly solvable cases

In some particular cases, the self-consistency equation (6.39) admits an analytic solution, and we can access the limiting distribution $\rho(\lambda)$ for any value of $\eta$ (i.e., not necessarily small). This happens whenever the following conditions are met:
(i) the resolvent $\mathcal{G}_{a}(z)$ associated with $p_{a}(a)$ is known analytically, and
(ii) the self-consistency equation for $C(\lambda)$ resulting from Eq. (6.39) or Eq. (6.41) is not transcendental, so that we can solve for $C(\lambda)$.

Below we present two such examples, which will also prove useful in our discussion of the level compressibility presented later in Section 6.3.4.

### 6.2.4.1 Cauchy distributed $a_{i}$

Let us choose $p_{a}(a)$ to be a Lorentzian of width $\omega$ and centered at $\mu$,

$$
\begin{equation*}
p_{a}(a)=\frac{1}{\pi \omega}\left[\frac{\omega^{2}}{(a-\mu)^{2}+\omega^{2}}\right] . \tag{6.46}
\end{equation*}
$$

Its characteristic function is an exponential, $\psi_{a}(z)=\exp (-i \mu z-\omega|z|)$, and then by using Eq. (6.39) we can compute $C(\lambda)$ in closed form:

$$
\begin{equation*}
C(\lambda)=\frac{1}{4}\left\{\omega+i(\lambda-\mu) \pm \sqrt{[\omega+i(\lambda-\mu)]^{2}+8 \eta}\right\} . \tag{6.47}
\end{equation*}
$$

We choose the branch with the minus sign for which $\operatorname{Re} C(\lambda) \leq \omega / 2$; using Eq. (6.38) yields

$$
\begin{equation*}
\rho(\lambda)=-\frac{\omega-\left\{4 \omega^{2}(\lambda-\mu)^{2}+\left[8 \eta+\omega^{2}-(\lambda-\mu)^{2}\right]^{2}\right\}^{1 / 4} \cos \left(\theta_{\lambda} / 2\right)}{4 \pi \eta}+O(1 / N) \tag{6.48}
\end{equation*}
$$

with $\theta_{\lambda} \equiv 2\left\{[\omega+i(\lambda-\mu)]^{2}+8 \eta\right\}$. In Fig. 6.2a we plot Eq. (6.48) against numerical results in the small- $\eta$ region: we find a good agreement with the theoretical prediction, as well as visible departures from the Cauchy distribution, especially in the bulk.

Another interesting limit is the one of large $\eta$, i.e., $\gamma=1$ and $v$ large. It has been shown in Ref. [240] that, whenever $p_{a}(a)$ is rapidly decaying close to the edge of its finite support, then the spectral density $\rho(\lambda)$ interpolates between $p_{a}(a)$ and $\rho_{\mathrm{GOE}}(\lambda)$ as the value of $v$ is increased. Note, however, that in the present case $p_{a}(a)$ decays algebraically and its support is not compact, so the outcome is less clear. The correct way of taking this limit is to rescale the eigenvalues as $\kappa \equiv \lambda / \sqrt{4 \eta}$ and look for the distribution $\rho_{\kappa}(\kappa)=\sqrt{4 \eta} \rho(\sqrt{4 \eta} \kappa)$. From Eq. (6.47) we see that, if $\eta \gg \omega, \mu$, then

$$
\begin{equation*}
C(\sqrt{4 \eta} \kappa)=\frac{\sqrt{\eta}}{2}\left[i \kappa-\sqrt{2-\kappa^{2}}\right]+O\left(\eta^{0}, 1 / N\right) \tag{6.49}
\end{equation*}
$$

and for large $N$ we get from Eq. (6.38) that $\rho_{\kappa}(\kappa) \rightarrow \rho_{\text {GOE }}(\kappa)$ (see Eq. (6.40)). For large but finite $\eta$ and $N \rightarrow \infty$, on the other hand, the bulk distribution of $\kappa$ looks like a semicircle (as in the GOE ensemble), but with fat tails whose width grows with $\omega$ (see Fig. 6.3a). Moreover, the whole distribution shifts rigidly by changing its center $\mu / \sqrt{4 \eta}$. Numerical results in the large- $\eta$ region are again nicely reproduced by Eq. (6.48), as shown in Fig. 6.2b.

Note that one can equivalently get to Eq. (6.47) by first computing the resolvent associated with the Lorentzian distribution in Eq. (6.46), i.e.,

$$
\begin{equation*}
\mathcal{G}_{\text {Cauchy }}(\lambda)=\frac{1}{\lambda-\mu \pm i \omega}, \tag{6.50}
\end{equation*}
$$

where the $\pm$ branches correspond to $\operatorname{Im}\{\lambda\}>0$ or $\operatorname{Im}\{\lambda\}<0$, respectively. This can be obtained by explicitly performing the complex integral in Eq. (6.42), which only entails simple poles for a Cauchy distribution. One can then easily solve the self-consistency equation (6.41), which turns out to be quadratic, and thus recover Eq. (6.47).

### 6.2.4.2 Wigner distributed $a_{i}$

Another simple case is the one in which $p_{a}(a)$ is chosen as the ( $\mu$-centered) Wigner distribution

$$
\begin{equation*}
p_{a}(a) \equiv \frac{2}{\pi \sigma^{2}} \sqrt{\sigma^{2}-(a-\mu)^{2}} \tag{6.51}
\end{equation*}
$$

whose corresponding resolvent is

$$
\begin{equation*}
\mathcal{G}_{a}(z)=\frac{2}{\sigma^{2}}\left[z-\mu-\sqrt{(z-\mu)^{2}-\sigma^{2}}\right] . \tag{6.52}
\end{equation*}
$$

The self-consistency equation (6.41) is again quadratic and it yields

$$
\begin{equation*}
C(\lambda)=2 \eta \frac{i(\lambda-\mu) \pm \sqrt{\sigma^{2}+8 \eta-(\lambda-\mu)^{2}}}{\sigma^{2}+8 \eta} \tag{6.53}
\end{equation*}
$$



Figure 6.3: (a) Limiting distribution of the rescaled eigenvalues $\kappa=\lambda / \sqrt{4 \eta}$, with $\rho(\lambda)$ given in Eq. (6.48) for the Cauchy case (see Section 6.2.4.1). In this plot we used $\mu=0$ and $\omega=0.5$. (b) Distribution of the eigenvalues $\rho(\lambda)$ in the case in which $p_{a}(a)$ is the Wigner semicircle distribution (see Section 6.2.4.2), and numerical check of the prediction in Eq. (6.54). The histogram was built using $\sigma=\sqrt{2}, \mu=1+\sqrt{2}, v=1, \gamma=1.1$ and $N=2000$.
so that by choosing the branch with the minus sign and using Eq. (6.38) we find

$$
\begin{equation*}
\rho(\lambda)=\frac{2 \sqrt{\sigma^{2}+8 \eta-(\lambda-\mu)^{2}}}{\pi\left(\sigma^{2}+8 \eta\right)} \Theta\left(\sigma^{2}+8 \eta-(\lambda-\mu)^{2}\right)+\mathcal{O}(1 / N) . \tag{6.54}
\end{equation*}
$$

As expected, this is still a Wigner distribution centered in $\lambda=\mu$, but its width gets corrected as $\sigma^{2} \rightarrow \sigma^{2}+8 \eta$.

### 6.3 Number of eigenvalues in an interval and level compressibility

In this Section we consider the number of eigenvalues $I_{N}[\alpha, \beta]$ in a finite interval $[\alpha, \beta]$, as given by Eq. (6.12), and compute its cumulant generating function. This, in turn, can be used to access the level compressibility $\chi(E)$ defined in Eq. (6.13). As we explained in the Introduction, $\chi(E)$ represents a simple measure of the rigidity of the spectrum, which in turn allows us to distinguish between the phases of the model.

This program can be achieved by following the replica-based procedure introduced and exploited in Refs. [276, 277], which we briefly outline here. Starting from the definition of the spectral density in Eq. (6.11), we first rewrite Eq. (6.12) as

$$
\begin{equation*}
I_{N}[\alpha, \beta]=\sum_{i=1}^{N}\left[\Theta\left(\beta-\lambda_{i}\right)-\Theta\left(\alpha-\lambda_{i}\right)\right] . \tag{6.55}
\end{equation*}
$$

Now we recall that the Heaviside function can be represented in terms of the discontinuity of the complex logarithm,

$$
\begin{equation*}
\Theta(-x)=\frac{1}{2 \pi i} \lim _{\varepsilon \rightarrow 0^{+}}[\ln (x+i \varepsilon)-\ln (x-i \varepsilon)] \tag{6.56}
\end{equation*}
$$

so that we interpret

$$
\begin{equation*}
\sum_{i=1}^{N} \Theta\left(\alpha-\lambda_{i}\right)=\frac{1}{2 \pi i} \lim _{\varepsilon \rightarrow 0^{+}}\left[\ln \operatorname{det}\left(\mathcal{H}-\alpha_{\varepsilon} \mathbb{1}\right)-\ln \operatorname{det}\left(\mathcal{H}-\alpha_{\varepsilon}^{*} \mathbb{1}\right)\right] \tag{6.57}
\end{equation*}
$$

where we called as before $\alpha_{\varepsilon} \equiv \alpha-i \varepsilon$ with $\varepsilon>0$. This allows us to express $I_{N}[\alpha, \beta]$ in terms of the partition function given in Eq. (6.21), which leads to ${ }^{3}$

$$
\begin{equation*}
I_{N}[\alpha, \beta]=-\frac{1}{\pi i} \lim _{\varepsilon \rightarrow 0^{+}} \ln \left[\frac{\mathcal{Z}\left(\beta_{\varepsilon}\right) \mathcal{Z}\left(\alpha_{\varepsilon}^{*}\right)}{\mathcal{Z}\left(\beta_{\varepsilon}^{*}\right) \mathcal{Z}\left(\alpha_{\varepsilon}\right)}\right] . \tag{6.58}
\end{equation*}
$$

In order to compute the moments of $I_{N}$, we first address its cumulant generating function

$$
\begin{equation*}
\mathcal{F}_{[\alpha, \beta]}(s) \equiv \frac{1}{N} \ln \left\langle e^{-s I_{N}[\alpha, \beta]}\right\rangle=\frac{1}{N} \ln \left\langle e^{\frac{s}{t i} \lim _{\varepsilon \rightarrow 0^{+}} \ln \left\{\mathcal{Z}\left(\beta_{\epsilon}\right) \mathcal{Z}\left(\alpha_{\epsilon}^{*}\right)\left[\mathcal{Z}\left(\beta_{\epsilon}^{*}\right) \mathcal{Z}\left(\alpha_{\epsilon}\right)\right]^{-1}\right\}}\right\rangle . \tag{6.59}
\end{equation*}
$$

Assuming now that one can move the limit $\varepsilon \rightarrow 0^{+}$at the front of this expression, we obtain

$$
\begin{equation*}
\mathcal{F}_{[\alpha, \beta]}(s)=\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{N} \ln Q_{[\alpha, \beta]}(s), \tag{6.60}
\end{equation*}
$$

where we introduced

$$
\begin{equation*}
Q_{[\alpha, \beta]}(s) \equiv\left\langle\left[\mathcal{Z}\left(\beta_{\varepsilon}^{*}\right) \mathcal{Z}\left(\alpha_{\varepsilon}\right)\right]^{i s / \pi}\left[\mathcal{Z}\left(\beta_{\varepsilon}\right) \mathcal{Z}\left(\alpha_{\varepsilon}^{*}\right)\right]^{-i s / \pi}\right\rangle \tag{6.61}
\end{equation*}
$$

The latter can be accessed by first evaluating

$$
\begin{equation*}
Q_{[\alpha, \beta]}\left(n_{ \pm}\right) \equiv\left\langle\left[\mathcal{Z}\left(\beta_{\varepsilon}^{*}\right) \mathcal{Z}\left(\alpha_{\varepsilon}\right)\right]^{n_{+}}\left[\mathcal{Z}\left(\beta_{\varepsilon}\right) \mathcal{Z}\left(\alpha_{\varepsilon}^{*}\right)\right]^{n_{-}}\right\rangle \tag{6.62}
\end{equation*}
$$

within the replica formalism with $n_{ \pm}$integer, and then performing its analytic continuation

$$
\begin{equation*}
Q_{[\alpha, \beta]}(s)=\lim _{n_{ \pm} \rightarrow \pm i s / \pi} Q_{[\alpha, \beta]}\left(n_{ \pm}\right) . \tag{6.63}
\end{equation*}
$$

To obtain the level compressibility in Eq. (6.13), we finally compute the cumulants

$$
\begin{equation*}
\frac{\kappa_{j}[\alpha, \beta]}{N}=\left.(-1)^{j} \partial_{s}^{j} \mathcal{F}_{[\alpha, \beta]}(s)\right|_{s=0} \tag{6.64}
\end{equation*}
$$

and we evaluate them at $\alpha=-E, \beta=E$.
We remark that the average spectral density $\rho(E)$ is formally proportional to the derivative with respect to $E$ of the first cumulant $\kappa_{1}(E)=\langle I[-E, E]\rangle$ (see Eq. (6.12)), thus providing an alternative way to compute $\rho(E)$ which does not rely on the Edwards-Jones formula in Eq. (6.20).

[^12]
### 6.3.1 Replica action and saddle-point equations

The details of this derivation are reported in Appendix F.5.1. In analogy with Section 6.2, here we express

$$
\begin{align*}
Q_{[\alpha, \beta]}\left(n_{ \pm}\right) \propto & \mathcal{D}(i \varphi) \exp \left\{N S_{n_{ \pm}}[\varphi ; \hat{\Lambda}]\right\},  \tag{6.65}\\
\mathcal{S}_{n_{ \pm}}[\varphi ; \hat{\Lambda}] \equiv & \frac{1}{2 \eta} \int \mathrm{~d} \vec{\tau} \mathrm{~d} \vec{\tau}^{\prime} \varphi(\vec{\tau}) M\left(\vec{\tau}, \vec{\tau}^{\prime}\right) \varphi\left(\vec{\tau}^{\prime}\right) \\
& +\ln \int \mathrm{d} \vec{\tau} \exp \left[-\frac{i}{2} \vec{\tau} \hat{\Lambda} \vec{\tau}-\int \mathrm{d} \vec{\tau}^{\prime} M\left(\vec{\tau}, \vec{\tau}^{\prime}\right) \varphi\left(\vec{\tau}^{\prime}\right)\right] \psi_{a}\left(-\frac{1}{2} \vec{\tau} \hat{\tau} \vec{\tau}\right), \tag{6.66}
\end{align*}
$$

where the replica vectors $\vec{\tau} \in \mathbb{R}^{n}$ live in dimension $n=2\left(n_{+}+n_{-}\right)$. Each of the four replica sets corresponds to one sector in the block matrices

$$
\hat{\Lambda} \equiv\left(\begin{array}{cccc}
\alpha_{\varepsilon} \mathbb{1}_{n_{+}} & & &  \tag{6.67}\\
& \bar{\beta}_{\varepsilon} \mathbb{1}_{n_{+}} & & \\
& & \beta_{\varepsilon} \mathbb{1}_{n_{-}} & \\
& & & \bar{\alpha}_{\varepsilon} \mathbb{1}_{n_{-}}
\end{array}\right), \quad \hat{L} \equiv\left(\begin{array}{llll}
\mathbb{1}_{n_{+}} & & & \\
& -\mathbb{1}_{n_{+}} & & \\
& & \mathbb{1}_{n_{-}} & \\
& & & -\mathbb{1}_{n_{-}}
\end{array}\right)
$$

where we called $\bar{\alpha}_{\varepsilon}=-\alpha_{\varepsilon}^{*}$, and similarly for $\bar{\beta}_{\epsilon}$. Finally, in Eq. (6.66) we introduced

$$
\begin{equation*}
M\left(\vec{\tau}, \vec{\tau}^{\prime}\right) \equiv\left(\vec{\tau} \hat{L} \vec{\tau}^{\prime}\right)^{2} \tag{6.68}
\end{equation*}
$$

while we recall that $\psi_{a}(z)$ was given in (6.34). Next, we need to compute the functional integration over $\mathcal{D}(i \varphi)$ in Eq. (6.65) in the limit of large $N$. From Eq. (6.66), the saddle-point equation follows simply as

$$
\begin{equation*}
\varphi_{0}(\vec{\tau})=\frac{\eta}{Z_{\varphi}} \exp \left[-\frac{i}{2} \vec{\tau} \hat{\Lambda} \vec{\tau}-\int \mathrm{d} \vec{\tau}^{\prime} M\left(\vec{\tau}, \vec{\tau}^{\prime}\right) \varphi_{0}\left(\vec{\tau}^{\prime}\right)\right] \psi_{a}\left(-\frac{1}{2} \vec{\tau} \hat{L} \vec{\tau}\right) \tag{6.69}
\end{equation*}
$$

with

$$
\begin{equation*}
Z_{\varphi} \equiv \int \mathrm{d} \vec{\tau} \exp \left[-\frac{i}{2} \vec{\tau} \hat{\Lambda} \vec{\tau}-\int \mathrm{d} \vec{\tau}^{\prime} M\left(\vec{\tau}, \vec{\tau}^{\prime}\right) \varphi_{0}\left(\vec{\tau}^{\prime}\right)\right] \psi_{a}\left(-\frac{1}{2} \vec{\tau} \hat{L} \vec{\tau}\right) . \tag{6.70}
\end{equation*}
$$

In order to better quantify the finite-size corrections and to make contact with the calculation performed in Ref. [277] for the pure GOE case, in Appendix F.5.2 we also compute the Gaussian fluctuations around the saddle-point $\varphi_{0}(\vec{\tau})$, leading to

$$
\begin{equation*}
Q_{[\alpha, \beta]}\left(n_{ \pm}\right)=\exp \left\{N S_{n_{ \pm}}\left[\varphi_{0} ; \hat{\Lambda}\right]+\frac{1}{2} \sum_{k=1}^{\infty} \frac{(-1)^{k}}{k} \operatorname{Tr} T^{k}\right\}+O\left(1 / N^{2}\right), \tag{6.71}
\end{equation*}
$$

with

$$
\begin{equation*}
T\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right) \equiv \varphi_{0}\left(\vec{\tau}_{1}\right)\left[M\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right)-\frac{1}{\eta} \int \mathrm{~d} \vec{\tau}^{\prime} M\left(\vec{\tau}_{2}, \vec{\tau}^{\prime}\right) \varphi_{0}\left(\vec{\tau}^{\prime}\right)\right] . \tag{6.72}
\end{equation*}
$$

Note that $\varphi_{0}(\vec{\tau}) \sim O(\eta)$ (see Eq. (6.69)), so that the function $T\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right)$ itself is also of $O(\eta)$.

### 6.3.2 Rotationally-invariant Ansatz

In the pure GOE case (which is recovered, for instance, by setting $\psi_{a}(z)=1$ identically in the expressions above), the saddle-point equation (6.69) suggests to look for a replica-symmetric solution in the form of a Gaussian, i.e.,

$$
\begin{equation*}
\varphi_{0}(\vec{\tau})=\mathcal{N} \exp \left(-\frac{1}{2} \vec{\tau} \hat{C}^{-1} \vec{\tau}\right), \tag{6.73}
\end{equation*}
$$

where $\hat{C}$ is another block-diagonal matrix of the form

$$
\hat{C} \equiv\left(\begin{array}{cccc}
\Delta_{\alpha} \mathbb{1}_{n_{+}} & & &  \tag{6.74}\\
& \bar{\Delta}_{\beta} \mathbb{1}_{n_{+}} & & \\
& & \Delta_{\beta} \mathbb{1}_{n_{-}} & \\
& & & \bar{\Delta}_{\alpha} \mathbb{1}_{n_{-}}
\end{array}\right)
$$

The parameters $\Delta_{\alpha}, \bar{\Delta}_{\alpha}, \Delta_{\beta}$ and $\bar{\Delta}_{\beta}$ are to be fixed, together with the prefactor $\mathcal{N}$ in Eq. (6.73), by substituting the Ansatz in Eq. (6.73) back into the saddle-point equation (6.69).

This strategy has proven effective in Ref. [277] and, for completeness, in Appendix F. 6 we sketch the entire calculation for the GOE case. However, in the presence of a nontrivial $\psi_{a}(z)$ in Eq. (6.69), there is no reason why the Ansatz in Eq. (6.73) should work: the structure of Eq. (6.69) suggests instead to extend it to the form

$$
\begin{equation*}
\varphi_{0}(\vec{\tau})=\mathcal{N} \exp \left(-\frac{1}{2} \vec{\tau} \hat{C}^{-1} \vec{\tau}\right) \psi_{a}\left(-\frac{1}{2} \vec{\tau} \hat{L} \vec{\tau}\right) . \tag{6.75}
\end{equation*}
$$

This can be plugged into Eq. (6.69) to first obtain $\mathcal{N}=\eta / Z_{\varphi}$, where $Z_{\varphi}=\int \mathrm{d} \vec{\tau} \varphi_{0}(\vec{\tau})$. By using Gaussian integration one can then show that

$$
\begin{equation*}
\int \mathrm{d} \vec{\tau}^{\prime} M\left(\vec{\tau}, \vec{\tau}^{\prime}\right) \varphi_{0}\left(\vec{\tau}^{\prime}\right)=\eta \vec{\tau} \hat{K} \vec{\tau} \tag{6.76}
\end{equation*}
$$

where $\hat{K}$ is a diagonal matrix given by

$$
\begin{equation*}
\hat{K}=-i \hat{L} \mathcal{G}_{a}\left((i \hat{L} \hat{C})^{-1}\right), \tag{6.77}
\end{equation*}
$$

$\mathcal{G}_{a}$ is the resolvent in Eq. (6.42), and $\hat{L}$ is given in Eq. (6.67). The remaining free parameters in Eq. (6.73) can be determined by solving the set of four self-consistency equations that follow from Eq. (6.69), i.e.,

$$
\begin{equation*}
\hat{C}^{-1}=2 \eta \hat{K}+i \hat{\Lambda} . \tag{6.78}
\end{equation*}
$$

Finally, both the action and its Gaussian fluctuation matrix $T$ (see Eq. (6.72)) can be computed by using the saddle-point solution in Eq. (6.75). First, notice that the action in Eq. (6.66) takes the form

$$
\begin{align*}
\mathcal{S}_{n_{ \pm}}\left[\varphi_{0} ; \hat{\Lambda}\right] & =\frac{1}{2} \int \mathrm{~d} \vec{\tau}(\vec{\tau} \hat{K} \vec{\tau}) \varphi_{0}(\vec{\tau})+\ln Z_{\varphi} \\
& =\frac{\eta}{2} \sum_{i} K_{i i}^{2}+\ln \int_{-\infty}^{\infty} \mathrm{d} a p_{a}(a) \exp \left\{-\frac{1}{2} \operatorname{Tr} \ln \left[(i \hat{L} \hat{C})^{-1}-a\right]\right\}+\text { const. } \tag{6.79}
\end{align*}
$$

The constant term vanishes upon taking the analytic continuation $n_{ \pm} \rightarrow \pm i s / \pi$, yielding

$$
\begin{align*}
\mathcal{S}_{ \pm \frac{i s}{\pi}}\left[\varphi_{0} ; \hat{\Lambda}\right]= & \frac{i s \eta}{2 \pi}\left(k_{\alpha}^{2}+\bar{k}_{\beta}^{2}-k_{\beta}^{2}-\bar{k}_{\alpha}^{2}\right) \\
& +\ln \int_{-\infty}^{\infty} \mathrm{d} a p_{a}(a) \exp \left\{-\frac{i s}{2 \pi} \ln \left[\frac{\left(\bar{\Delta}_{\beta}^{-1}+i a\right)\left(\Delta_{\alpha}^{-1}-i a\right)}{\left(\bar{\Delta}_{\alpha}^{-1}+i a\right)\left(\Delta_{\beta}^{-1}-i a\right)}\right]\right\} \tag{6.80}
\end{align*}
$$

where we introduced for brevity $\hat{K} \equiv \operatorname{diag}\left(k_{\alpha} \mathbb{1}_{n_{+}}, \bar{k}_{\beta} \mathbb{1}_{n_{+}}, k_{\beta} \mathbb{1}_{n_{-}}, \bar{k}_{\alpha} \mathbb{1}_{n_{-}}\right)$. Note that this action coincides at leading order with the cumulant generating function in Eq. (6.60), i.e.,

$$
\begin{equation*}
\mathcal{F}_{[\alpha, \beta]}(s)=\lim _{\varepsilon \rightarrow 0^{+}} \mathcal{S}_{ \pm \frac{i s}{\pi}}\left[\varphi_{0} ; \hat{\Lambda}\right]+\mathcal{O}(\eta / N), \tag{6.81}
\end{equation*}
$$

where we used Eq. (6.71) (the estimate of the large- $N$ correction will soon be justified). In the next Section we will make this result more explicit in the case of an interval that is symmetric around the origin.

The Gaussian fluctuations around the saddle-point are studied in Appendix F.5.2. A closedform result is not available in this case (in contrast to the GOE case, see Appendix F.6), because the calculation involves increasingly complex generalizations of the resolvent $\mathcal{G}_{a}(z)$ that encode higher order correlations (see Eq. (F.41)). However, we can show that the Gaussian fluctuations add to the leading order term in Eq. (6.81) a correction of $O(\eta / N)=O\left(N^{-\gamma}\right)$, which is strongly suppressed for large $N$ in the region $\gamma>1$ which we focus on here.

### 6.3.3 General result in the case of a symmetric interval

We consider now the simpler case in which $\alpha=-E$ and $\beta=E$, and we take a symmetric distribution $p_{a}(a)$. From Eqs. (6.77) and (6.78) one can deduce that the entries of the matrix $\hat{C}$ are related by the following symmetries:

$$
\begin{equation*}
\Delta_{\alpha} \equiv \Delta \equiv r e^{i \theta}, \quad \bar{\Delta}_{\alpha}=\Delta_{\alpha}^{*}=\Delta_{\beta}, \quad \bar{\Delta}_{\beta}=\Delta_{\beta}^{*} \tag{6.82}
\end{equation*}
$$

The same holds for the entries of $\hat{K}$ (see Eq. (6.77)), hence we will simply call $k_{\alpha} \equiv k$. The problem is then reduced to computing one single unknown, namely $\Delta$ : from Eqs. (6.77) and (6.78), this amounts to solving the self-consistency equations

$$
\left\{\begin{array}{l}
\Delta^{-1}=\varepsilon-i E+2 \eta k  \tag{6.83}\\
k=-i \mathcal{G}_{a}\left(-i \Delta^{-1}\right) .
\end{array}\right.
$$

The action in Eq. (6.80) then takes the form

$$
\begin{equation*}
\mathcal{S}\left[\varphi_{0} ; \hat{\Lambda}\right]=-\frac{2 \eta s}{\pi} \operatorname{Im}\left\{k^{2}\right\}+\ln \int_{-\infty}^{\infty} \mathrm{d} a p_{a}(a) \exp \left[-\frac{s}{\pi} \arctan \left(\frac{\sin 2 \theta}{a^{2} r^{2}+\cos 2 \theta}\right)\right] \tag{6.84}
\end{equation*}
$$

where the branch of the arctan is chosen so that it returns an angle in $[0, \pi]$. From Eq. (6.60) we can then read the leading order contribution to the rate function, namely

$$
\begin{equation*}
\mathcal{F}_{[-E, E]}(s)=\mathcal{S}\left[\varphi_{0} ; \hat{\Lambda}\right]+\mathcal{O}(\eta / N)=-m s+\ln \left\langle e^{-s f(a)}\right\rangle_{a}+\mathcal{O}(\eta / N) \tag{6.85}
\end{equation*}
$$

Here we used the notation $\langle\bullet\rangle_{a}$ to indicate the average over $p_{a}(a)$, and we introduced

$$
\begin{align*}
m & \equiv \frac{2 \eta}{\pi} \operatorname{Im}\left\{k^{2}\right\}=-\frac{2 \eta}{\pi} \operatorname{Im}\left[\mathcal{G}_{a}\left(-i \Delta^{-1}\right)\right]^{2},  \tag{6.86}\\
f(a) & \equiv \frac{1}{\pi} \arctan \left(\frac{\sin 2 \theta}{a^{2} r^{2}+\cos 2 \theta}\right) \in[0,1], \tag{6.87}
\end{align*}
$$

where in the first line we used Eq. (6.83). The cumulant generating function in Eq. (6.85), together with the self-consistency equations (6.83), represent our second main result. As we stressed above, when $\eta$ is given by Eq. (6.3), the correction to Eq. (6.85) is of $O(\eta / N)=O\left(N^{-\gamma}\right)$, which is strongly suppressed for large $N$ in the region $\gamma>1$.

Expanding Eq. (6.85) in powers of $s$ we get

$$
\begin{equation*}
\mathcal{F}_{[-E, E]}(s) \simeq-s\left[m+\langle f(a)\rangle_{a}\right]+\frac{s^{2}}{2}\left[\left\langle f^{2}(a)\right\rangle_{a}-\langle f(a)\rangle_{a}^{2}\right]+O\left(s^{3}, \eta / N\right), \tag{6.88}
\end{equation*}
$$

and by comparison with Eq. (6.64) we can identify the first two cumulants

$$
\begin{equation*}
\frac{\kappa_{1}}{N}=m+\langle f(a)\rangle_{a}+O(\eta / N), \quad \frac{\kappa_{2}}{N}=\left\langle f^{2}(a)\right\rangle_{a}-\langle f(a)\rangle_{a}^{2}+O(\eta / N) . \tag{6.89}
\end{equation*}
$$

From Eq. (6.13), we finally obtain the level compressibility

$$
\begin{equation*}
\chi(E)=\frac{\left\langle f^{2}(a)\right\rangle_{a}-\langle f(a)\rangle_{a}^{2}}{m+\langle f(a)\rangle_{a}}+O(\eta / N) \tag{6.90}
\end{equation*}
$$

We remark that not only the level compressibility, but actually all the moments of $I_{N}[-E, E]$ can be simply computed starting from Eq. (6.85): they read (at leading order for large $N$ )

$$
\begin{equation*}
\left\langle\left(I_{N}[-E, E]\right)^{m}\right\rangle \simeq N\left\langle[f(a)]^{m}\right\rangle_{a}, \quad m \geq 2 . \tag{6.91}
\end{equation*}
$$

### 6.3.3.1 Limit of a pure diagonal matrix with random i.i.d. entries

It is instructive, at this point, to consider the limit $\eta \rightarrow 0$. In this case the GOE part of Eq. (6.1) is neglected, and the spectral properties are completely determined by the matrix $A$, whose entries are independent and identically distributed according to $p_{a}(a)$. The self-consistency equation (6.78) then reduces to

$$
\begin{equation*}
\hat{C}=(i \hat{\Lambda})^{-1}, \tag{6.92}
\end{equation*}
$$

whence

$$
\begin{equation*}
\Delta=\left.\Delta_{\alpha}\right|_{\alpha=-E}=\frac{i E+\varepsilon}{E^{2}+\varepsilon^{2}} \equiv r e^{i \theta}, \tag{6.93}
\end{equation*}
$$

and there is no need to determine the entries of $\hat{K}$ since it does not enter the expression of the saddle-point action (6.84) for $\eta=0$. From Eq. (6.84) we obtain, for $\varepsilon \rightarrow 0^{+}$,

$$
\begin{equation*}
\mathcal{S}\left[\varphi_{0} ; \hat{\Lambda}\right]=\ln \int_{-\infty}^{\infty} \mathrm{d} a p_{a}(a) \exp \left\{-\frac{s}{\pi} \arctan \left[\frac{0^{+}}{(a / E)^{2}-1}\right]\right\}=\ln \left[1+\left(e^{-s}-1\right) \int_{-E}^{E} \mathrm{~d} a p_{a}(a)\right], \tag{6.94}
\end{equation*}
$$

where we used that the branch of $\arctan (z) \in[0, \pi]$ has a discontinuity in $z=0$, i.e., it jumps from $\pi$ to 0 as $z$ becomes positive. From Eqs. (6.12) and (6.85), we can then read out the cumulant generating function

$$
\begin{equation*}
\mathcal{F}_{[-E, E]}(s)=\ln \left[1+\left(e^{-s}-1\right) \frac{\left\langle I_{N}[-E, E]\right\rangle_{a}}{N}\right] . \tag{6.95}
\end{equation*}
$$

In this way we recover the standard textbook result for the cumulant generating function in the case of i.i.d. random variables, which we sketch for completeness in Appendix F.2. In particular, the level compressibility in Eq. (6.13) reads in this case

$$
\begin{equation*}
\chi(E)=1-\frac{\left\langle I_{N}[-E, E]\right\rangle_{a}}{N}, \tag{6.96}
\end{equation*}
$$

so that in general $\chi(E) \sim 1$ for small $E$, and $\chi(E) \rightarrow 0$ for large $E$. Finally, we note that Eq. (6.95) is exact, because we have stressed above that the Gaussian fluctuations around the saddle-point are at least of $O(\eta)$ and so they vanish in the limit $\eta \rightarrow 0$.

### 6.3.3.2 Limit of a pure GOE matrix

The opposite limit in which $A$ is neglected in Eq. (6.1) is obtained by setting $p_{a}(a)=\delta(a)$, whose corresponding resolvent is $\mathcal{G}_{a}(z)=1 / z$ (indeed, summing zeros to the matrix $B$ in Eq. (6.1) does not change its spectrum). Equation (6.77) then implies $\hat{K}=\hat{C}$, where we used $\hat{L}^{2}=\mathbb{1}$ (see Eq. (6.67)). The self-consistency equations (6.78) are then seen to coincide with Eq. (F.43), corresponding to the GOE case studied in Ref. [277] and here revisited in Appendix F.6. From Eq. (6.84) we obtain, in terms of $r$ and $\theta$ introduced in Eq. (6.82),

$$
\begin{equation*}
\mathcal{S}\left[\varphi_{0} ; \hat{\Lambda}\right]=-\frac{2 \eta r^{2} s}{\pi} \sin 2 \theta-\frac{2 s \theta}{\pi}, \tag{6.97}
\end{equation*}
$$

which is linear in $s$ : we deduce that the cumulants higher than the average $\left\langle I_{N}[-E, E]\right\rangle$ are subleading for large $N$, and they are only accessible by explicitly computing the Gaussian fluctuations around the saddle-point (see Appendix F.5.2). Still, the leading order term in the first cumulant (see Eq. (F.55)) is correctly reproduced by Eq. (6.97).

### 6.3.4 Exactly solvable cases

The cumulant generating function we found in Eq. (6.85) is formal, in that $\Delta=r e^{i \theta}$ must first be determined by solving the self-consistency equation (6.78). In Appendix F. 7 we present two cases in which the result can be expressed in closed form, namely those in which $p_{a}(a)$ is the Cauchy or the Wigner distribution, see Eqs. (6.46) and (6.51), respectively. While the former presents fat tails and is thus slowly decaying, the latter has a compact support and a well-defined edge.

The resulting level compressibility $\chi(E)$ (see Eq. (6.90)) is plotted in Fig. 6.4, and it is compared to numerical results showing excellent agreement. We show in the same plot the level compressibility under the hypothesis that the level statistics is of the Poisson type, i.e., that the energy levels do not repel each other. This is given by Eq. (6.96) upon interpreting the average $\langle\bullet\rangle$ as taken over the average eigenvalue density $\rho(\lambda)$ for the case in which the matrix $A$ has


Figure 6.4: Numerical check of the level compressibility $\chi(E)$ predicted in Eq. (6.90) (solid blue line), for the case in which the elements of the diagonal matrix $A$ belong to the (a) Cauchy, or (b) Wigner distribution. Numerical data (symbols) are obtained from the numerical diagonalization of $N_{\text {tot }}=1000$ random matrices of size $N=5000$. The (dashed yellow) line denoted by Poisson shows the level compressibility as it would be in the absence of level repulsion - see the main text. In both plots we used the parameters $\mu=0, \gamma=1.1$. In (a) we chose $\omega=1$ and $v=1$, corresponding to $\eta=0.125$, while in (b) we set $\sigma=1$ and $v=0.2$, yielding $\eta=0.005$.

Cauchy/Wigner-distributed entries: this has been found previously in Eqs. (6.48) and (6.54), respectively. Even for very small values of $\eta$, the behavior at low energies $E$ of the compressibility $\chi(E)$ is qualitatively very different: in the Poisson case we have $\chi(E) \sim 1$, while in the GRP model it is $\chi(E) \sim 0$. The latter $\chi(E)$ increases up to a maximum, whose position $E_{\max }(\eta)$ grows monotonically (and sublinearly) with $\eta$.

### 6.3.5 Scaling limit and Thouless energy

In this Section we focus on the limit in which $E=x \eta^{\delta}$ and $\eta \ll 1$, while $x \sim O(1)$. We can envision a different behavior depending on whether the exponent $\delta>1, \delta<1$ or $\delta=1$. The latter case turns out to be particularly interesting: we will show that the level compressibility computed in $\chi\left(E=x \eta^{\delta}\right)$ assumes for $\delta=1$ a universal scaling form, which is independent of the particular choice of the distribution $p_{a}(a)$ of the entries of the diagonal matrix $A$.

To this end, let us go back to the self-consistency equations (6.83), which we can rewrite for $\delta=1$ and $\eta \ll 1$ as

$$
\begin{equation*}
\Delta^{-1}=\varepsilon-i x \eta-2 i \eta \mathcal{G}_{a}\left(-i \Delta^{-1}\right) \simeq \varepsilon-i x \eta-2 i \eta \mathcal{G}_{a}(-i \varepsilon+O(\eta)), \tag{6.98}
\end{equation*}
$$

where again $\Delta=r e^{i \theta}$. By taking the complex conjugate of Eq. (6.98) and by summing and subtracting the two equations, we obtain the two conditions

$$
\begin{align*}
& r^{-1} \cos \theta=\varepsilon+2 \eta \operatorname{Im} \mathcal{G}_{a}(-i \varepsilon+O(\eta)) \xrightarrow[\varepsilon \rightarrow 0^{+}]{\eta \ll 1} 2 \pi \eta p_{a}(0),  \tag{6.99}\\
& r^{-1} \sin \theta=x \eta+2 \eta \operatorname{Re} \mathcal{G}_{a}(-i \varepsilon+O(\eta)) \xrightarrow[\varepsilon \rightarrow 0^{+}]{\eta<1} x \eta, \tag{6.100}
\end{align*}
$$

where we used the Plemelj-Sokhotski formula recalled in Eq. (6.18), and the fact that for a symmetric distribution $p_{a}(a)$ one has

$$
\begin{equation*}
\mathcal{P} \int \mathrm{d} a \frac{p_{a}(a)}{a}=0 \tag{6.101}
\end{equation*}
$$

One then easily obtains, at leading order for small $\eta$ (and with $x=E / \eta$ ),

$$
\begin{equation*}
\tan \theta \simeq \frac{x}{2 \pi p_{a}(0)} \equiv y, \quad r^{-1} \simeq 2 \pi \eta p_{a}(0) \sqrt{1+y^{2}} \tag{6.102}
\end{equation*}
$$

Note that these manipulations are only possible under the additional assumption that the distribution $p_{a}(a)$ behaves regularly close to $a=0$, and that $p_{a}(0) \neq 0$.

We can now estimate the level compressibility in this limit. First, note that $\mathcal{G}_{a}\left(-i \Delta^{-1}\right)=$ $i \pi p_{a}(0)+O(\eta)$, so that from Eq. (6.86) we read

$$
\begin{equation*}
m=-\frac{2 \eta}{\pi} \operatorname{Im}\left[\mathcal{G}_{a}\left(-i \Delta^{-1}\right)\right]^{2}=O\left(\eta^{2}\right) \tag{6.103}
\end{equation*}
$$

From Eq. (6.89), the first cumulant $\kappa_{1}$ thus reduces to

$$
\begin{equation*}
\frac{\kappa_{1}}{N} \simeq\langle f(a)\rangle_{a}=\int \mathrm{d} a p_{a}(a) f(a) \simeq \frac{p_{a}(0)}{r} \int_{-\infty}^{\infty} \mathrm{d} u f(u / r)=\frac{p_{a}(0)}{r} \frac{2 y}{\sqrt{1+y^{2}}}=2 p_{a}(0) x \eta \tag{6.104}
\end{equation*}
$$

where in the first line we changed variable to $u=r a$ and we used the fact that $r^{-1} \sim \mathcal{O}(\eta)$ (see Eq. (6.102)), while in the second line we explicitly computed the integral

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} u \arctan \left(\frac{\sin 2 \theta}{u^{2}+\cos 2 \theta}\right)=\frac{\tan \theta}{\sqrt{1+\tan ^{2} \theta}}=\sin \theta, \quad \theta \in\left[0, \frac{\pi}{2}\right] \tag{6.105}
\end{equation*}
$$

and we inserted the expression for $r$ found in Eq. (6.102) (note that $f(u / r)$ is actually $r$-independent — see Eq. (6.87)). One could alternatively compute $\kappa_{1}$ by taking the average of Eq. (6.12): this leads to the same result upon expanding for small $E$ and $\eta$, since $\rho(\lambda)=p_{a}(\lambda)+O(\eta)$. The same steps can be repeated for the second (and possibly any other) cumulant $\kappa_{2}$, yielding

$$
\begin{equation*}
\frac{\kappa_{2}}{N} \simeq\left\langle f^{2}(a)\right\rangle_{a} \simeq \frac{p_{a}(0)}{r} \int_{-\infty}^{\infty} \mathrm{d} u f^{2}(u / r) \tag{6.106}
\end{equation*}
$$

From Eq. (6.90) we thus obtain the leading order estimate for the level compressibility when $\eta \ll 1$, which takes the universal scaling form

$$
\begin{align*}
\chi(E) & \simeq \chi_{T}\left(y=\frac{E}{2 \pi p_{a}(0) \eta}\right) \\
\chi_{T}(y) & \equiv \frac{\sqrt{1+y^{2}}}{\pi^{2} y} \int_{0}^{\infty} \mathrm{d} u\left\{\arctan \left[\frac{2 y}{u^{2}\left(1+y^{2}\right)+1-y^{2}}\right]\right\}^{2} \tag{6.107}
\end{align*}
$$

where we stress that we have chosen the branch $\arctan (z) \in[0, \pi]$. Upon integrating by parts and performing some algebra [280,281], the integral over $u$ can be computed explicitly to give

$$
\begin{equation*}
\chi_{T}(y)=\frac{1}{\pi y}\left[2 y \arctan (y)-\ln \left(1+y^{2}\right)\right] \tag{6.108}
\end{equation*}
$$



Figure 6.5: Scaling form of the level compressibility, in the limit in which $E \propto y \eta$ and $\eta \ll 1$. In (a) we compare the universal prediction in Eq. (6.108) (solid red line) with the two exactly solvable cases studied in Section 6.3.4 (symbols), showing a good agreement at low energies $y=E /\left[2 \pi p_{a}(0) \eta\right]$ (i.e., the condition under which Eq. (6.108) was derived). We chose $\eta=5 \cdot 10^{-4}$ and $\omega=0.5, \sigma=1$, so that $p_{a}(0)$ assumes the same value for the two distributions (see inset). In (b) we exemplify in the Cauchy case how the curves corresponding to different values of $\eta$ collapse onto the same master curve, when plotted as a function of $y \propto E / \eta$ for $\eta \ll 1$.

The function $\chi_{T}(y)$ grows monotonically from 0 to 1 as we increase $y$, and it is plotted in Fig. 6.5a together with the level compressibility for the two cases explicitly solved above, i.e., Cauchy and Wigner. We find a good agreement at low energies $y$, while we observe a departure at large energies: here the scaling prediction keeps growing, while the actual compressibility must hit a maximum and start decreasing - see Fig. 6.4. The same trend can be observed in Fig. 6.5b, where we evaluate the level compressibility for different values of $\eta$, and show that they collapse on a common master curve when they are plotted as a function of $y \propto E / \eta$.

The other two cases ( $\delta>1$ or $\delta<1$ ) can be easily addressed by the same token. When $\delta>1$, by studying the self-consistency equations as in Eq. (6.98) we obtain at leading order

$$
\begin{equation*}
\tan \theta \simeq y \eta^{\delta-1}, \quad r^{-1} \simeq 2 \pi \eta p_{a}(0) \tag{6.109}
\end{equation*}
$$

It can be readily seen that $\kappa_{1} / N \simeq 2 p_{a}(0) x \eta^{\delta}$ and $\kappa_{2} / N \sim O\left(\eta^{2 \delta-1}\right)$, so that in this limit

$$
\begin{equation*}
\chi\left(E=x \eta^{\delta}\right) \sim O\left(\eta^{\delta-1}\right), \quad \delta>1, \eta \ll 1 . \tag{6.110}
\end{equation*}
$$

This resembles the behavior of $\chi(E)$ in the case of a pure GOE matrix, see Section 6.3.3.2 and Appendix F.6. Conversely, for $\delta<1$ the self-consistency equations (6.83) reduce to $\Delta^{-1} \simeq \varepsilon-i x \eta^{\delta}$, and, by comparison with Eq. (6.92), we identify this limit as that in which the eigenvalues behave as i.i.d. random variables. In particular (compare with Eq. (6.96)),

$$
\begin{equation*}
\chi\left(E=x \eta^{\delta}\right) \simeq 1-\frac{\left\langle I_{N}[-E, E]\right\rangle_{a}}{N}, \quad \delta<1, \eta \ll 1 . \tag{6.111}
\end{equation*}
$$

The above analysis suggests to interpret the quantity $E_{T} \sim 2 \pi p_{a}(0) \eta$ as the Thouless energy of the system. Indeed, consider again the limit in which $\eta \ll 1$, and let $E \propto \eta^{\delta}$. For $E \ll E_{T}$
(i.e., $\delta>1$ ), the eigenvalues organize in multiplets (or mini-bands [225]) and they repel each other as in the GOE ensemble - as a result, the level compressibility is zero at leading order (see Eq. (6.110)). For $E \gg E_{T}(\delta<1)$, on the other hand, the various multiplets no longer interact, and we recover the Poisson statistics - see Eq. (6.111). Finally, the case $\delta=1$ marks a crossover in which the level compressibility $\chi\left(E / E_{T}\right)$ assumes the universal scaling form given in Eq. (6.108). Indeed, the asymptotics of the function $\chi_{T}(y)$ in Eq. (6.108) can be checked to give

$$
\chi_{T}(y) \simeq \begin{cases}y / \pi, & y \ll 1  \tag{6.112}\\ 1-\frac{2(1+\ln y)}{\pi y}, & y \gg 1\end{cases}
$$

showing that $\chi_{T}(y)$ interpolates between Wigner-Dyson statistics at low energy, and Poisson statistics at higher energy.

We finally note that a close relative of the level compressibility, namely the two-level spectral correlation function $C\left(t, t^{\prime}\right)$ - see Eqs. (F.63) and (F.64) for its definition - was computed in Ref. [225] for the Hermitian GRP model. In the latter, the GOE matrix B in Eq. (6.1) is replaced by a GUE matrix with complex entries, so that additional analytical techniques (notably the Harish-Chandra-Itzykson-Zuber integral [48]) are available. In particular, $C\left(t, t^{\prime}\right)$ is shown in Ref. [225] to assume a universal scaling form within the fractal region $1<\gamma<2$, and for large $N$. In Appendix F. 8 we show that the corresponding scaling form of the level compressibility coincides, in the crossover regime in which $E \sim E_{T}$, with $\chi_{T}(y)$ in Eq. (6.108). This is quite remarkable, since these are in fact two distinct random matrix ensembles - and indeed their level compressibilities do not coincide for $E \gg E_{T}$ or $E \ll E_{T}$. This identification suggests that $\chi_{T}(y)$ originates from the structural properties of the model, rather than from the specific choice of the matrix $B$ (e.g., GOE, GUE, but also possibly Wishart or sparse random matrices).

### 6.3.6 Behavior for small $E$

In this final Section we use extensive numerical exact diagonalization of large random matrices in order to inspect the low-energy behavior of the level compressibility $\chi(E)$. Indeed, our prediction of Section 6.3.5 is expected to break down for energies of the order of the mean level spacing $\delta_{N}$ of the finite-sized matrix $\mathcal{H}$, which is given by $\delta_{N} \simeq\left[N p_{a}(0)\right]^{-1}$, Eq. (6.5). Equivalently, we expect that the leading order term in the saddle-point approximation adopted in our replica calculation (see Eqs. (6.60) and (6.71)) provides the correct result in the $N \rightarrow \infty$ limit, while for a matrix of size $N$ and for sufficiently small $E$ we should eventually recover the exact GOE result [48, 273, 282-287]

$$
\begin{align*}
\chi_{\mathrm{GOE}}(y)= & \frac{1}{2 \pi^{2} y}\left\{[\operatorname{Si}(2 \pi y)]^{2}-2 \operatorname{Ci}(4 \pi y)-\pi \operatorname{Si}(2 \pi y)\right.  \tag{6.113}\\
& \left.+2\left[-4 \pi y \operatorname{Si}(4 \pi y)+2 \pi^{2} y+\log (4 \pi y)-\cos (4 \pi y)+\gamma_{E}+1\right]\right\},
\end{align*}
$$

whose derivation is reported in Appendix E. 3 of Ref. [198]. The overall picture is thus the one we present in Fig. 6.6, and which we support by numerical results. The region $E \lesssim \delta_{N}$ is described


Figure 6.6: Behavior of the level compressibility $\chi(E)$ at low energies. The symbols correspond to numerical results, and we indicated with vertical lines the mean level spacing $\delta_{N}$ (see Eq. (6.5)) and the Thouless energy $E_{T} \sim N^{1-\gamma}$. In panel (a), $p_{a}(a)$ is chosen Gaussian with unit variance or uniform, and $N=2^{16}$. The region $E \lesssim \delta_{N}$ is described by the GOE prediction in Eq. (6.113), while the crossover region $E \sim E_{T}$ is described by the universal scaling form in Eq. (6.108). In panel (b), $p_{a}(a)$ is Gaussian, and we show the approach to the universal curve $\chi_{T}(E)$ for increasing values of the matrix size $N$. We used $\gamma=1.5$ throughout, and the simulations with $N=2^{14}, 2^{15}$, or $2^{16}$ are averaged over $N_{\text {tot }}=256,64$, or 32 samples, respectively.
by the GOE prediction in Eq. (6.113). For $1<\gamma<2$ the Thouless energy $E_{T} \sim N^{1-\gamma}$ is such that $\delta_{N} \ll E_{T} \ll 1$, so that the crossover region with $E \sim E_{T}$ is described by the universal function $\chi_{T}(E)$ given in Eq. (6.108). For larger $E \gtrsim O(1)$, the level compressibility becomes model-dependent and it is described by Eq. (6.90) (see also Fig. 6.4).

The datapoints ${ }^{4}$ presented in panel (a) of Fig. 6.6 correspond to the choices of $p_{a}(a)$ Gaussian or uniform, which supports our claim of universality of $\chi_{T}(E)$ in the region $E \sim E_{T}$. Note, in fact, that the data follow the predicted curves (up to finite-size effects) with no adjustable parameters (i.e., no fitting was needed). The datapoints are eventually observed to deviate from the scaling prediction, as they reach a maximum in correspondence of $E_{\max }(\eta) \gg E_{\mathrm{T}}$ and start decaying to zero as in Fig. 6.4. By increasing $N$, however, this maximum is observed to shift towards larger values of $E$, and the plateau around $\chi(E) \sim 1$ broadens accordingly.

### 6.4 Summary of this Chapter

In this Chapter we used the replica method to study the average spectral density (Section 6.2) and the local level statistics (Section 6.3) of a deformed GOE random matrix ensemble known as the generalized Rosenzweig-Porter model. We focused on its fractal intermediate phase (with $1<\gamma<2$, see Eq. (6.1) and Ref. [225]), which is conveniently characterized in terms of the level

[^13]compressibility $\chi(E)$ (see Eq. (6.13)). We showed that $\chi(E)$ assumes a universal form $\chi_{T}\left(E / E_{T}\right)$ independently of the character $p_{a}(a)$ of the deformation matrix $A$ (see Eq. (6.1)), provided that the system is probed over energy scales of the order of the Thouless energy $E_{T}$ (see Section 6.3.5).

It is natural to conjecture that this universal regime should persist in structurally similar random matrix ensembles (even more so, since we showed that the same scaling function $\chi_{T}(y)$ can be recovered for the Hermitian GRP model - see Appendix F.8). For instance, one could numerically inspect the case in which the GOE matrix is replaced by a Wigner matrix (i.e., any real symmetric matrix with i.i.d. random entries taken from a probability distribution with finite variance), whose limiting average spectral density is still given by the semi-circle law [288]. Similarly, it would be interesting to study the effect of the diagonal deformation matrix $A$ on a Wishart matrix [289], or on a sparse (rather than dense) matrix $B$, such as those describing the Erdös-Rényi random graph [290-292], which can still be treated analytically (at least to some extent); if the average connectivity is chosen to be finite, the spectral density of Erdös-Rényi is no longer a semi-circle, but the local statistics is still of the Wigner-Dyson type.

Along our derivation, we heavily relied on the independence of the elements $a_{i}$ characterizing the diagonal disorder (as usually assumed in standard formulations of the GRP model). However, the introduction of short-ranged correlations between the levels $a_{i}$ seems within reach of the replica method. In particular, the analysis of Ref. [293] suggests that changing the power $d$ with which the distance between sorted diagonal elements $a_{n}<a_{n+1}$ grows, e.g., $\left(a_{n+k}-a_{n}\right) \propto k^{d}$, has important implications on the phase diagram. Moreover, in Section 6.3 .5 we assumed a regular behavior of $p_{a}(a)$ for $a \rightarrow 0$, while it would be interesting to check the fate of the universal scaling form $\chi_{T}(E)$ upon choosing a singular (but normalizable) distribution $p_{a}(a)$. Similarly, the analysis in Section 6.3 .5 suggests that the particular choice of a distribution $p_{a}(a)$ such that $p_{a}(0)=0$ may produce nontrivial consequences.

Finally, it is worth mentioning that the spectral properties of the intermediate phase of the generalized RP model are particularly simple: differently from realistic interacting quantum systems, the mini-bands are compact and the eigenvectors are fractal but not multifractal (meaning that all the moments of the wave-functions' amplitudes are described by the same fractal exponent $D_{\gamma}=2-\gamma$ ). In order to go beyond this case, several extensions of the RP model have been proposed in the last few years, featuring either log-normal [246, 247] or power-law [249] distributed off-diagonal matrix elements. Recent developments suggest, however, that the only way to obtain multifractality is to introduce correlations between the matrix elements of $\mathcal{H}$ (either the diagonal or the off-diagonal ones [294]). It would therefore be illuminating to study the behavior of the level compressibility at small energy in these generalizations of the RP model, and check whether or not the universal form discussed here is robust with respect to these modifications.

## Conclusions and outhook

The core of this thesis has been devoted to examining a minimal model for the dynamics of a particle in a fluctuating correlated environment, featuring a spatially-resolved and time-evolving order parameter field reciprocally coupled to the particle coordinate. Here we have primarily focused on the case of a scalar Gaussian field, and used analytical (mostly perturbative) calculations and numerical simulations to describe the particle dynamics in a variety of equilibrium and nonequilibrium conditions. In particular, we investigated the relaxation towards equilibrium in a harmonic trap (Chapter 2), the field-induced response under periodic driving (Chapter 3), the stochastic thermodynamics and memory-induced oscillations in nonequilibrium steady states (Chapter 4), and the effective dynamics and stationary distributions under confinement (Chapter 5).

Several questions have been left unanswered; some of them, which are specific to the problems considered in each particular Chapter, have already been discussed in the corresponding summary. Here we will give instead an overview of the most compelling and promising directions for future research:

- First and foremost, experimental verification of the phenomena described in this thesis would be highly desirable, at least qualitatively. Above we have indicated the setup of colloidal particles in near-critical binary liquid mixtures as the most promising candidate: indeed, this type of systems is already accessible experimentally [32-36], and correlation lengths of the order of microns (which is the typical size of a colloidal particle) can nowadays be obtained by using, e.g., micellar solutions. In Appendices B. 9 and D.5.1 we provided a rough estimate of the range of experimental parameters within which the novel phenomena discussed here (and due to correlations) may become observable: in general, they are only expected to become sizable if the correlation length of the medium exceeds the particle size.
- To make quantitative contact with actual fluid media, it is necessary to reinstate hydrodynamic effects in our description, which instead have been neglected in the simplified model discussed above. The velocity field of the underlying fluid is expected to couple both to the particle coordinate, and to the order parameter (whose transport is typically described by model H, in the nomenclature of Ref. [59]). Moreover, to approach the critical point we are naturally led to go beyond the Gaussian approximation and consider, instead, a scalar $\phi^{4}$ theory as the starting point for our analysis. Due to the introduction of additional nonlinearities, this analysis will most likely rely on large-scale numerical simulations.
- It would be interesting to explore the possible role of activity, and its interplay with correlations in extensions of the present setting. There are in principle two ways to include the activity in our model: the first (which we have already started exploring) is to study the dynamics of an active particle (e.g., run-and-tumble or active Ornstein-Uhlenbeck [295, 296]) coupled to a fluctuating field as in Chapter 2; the second is to assume that the medium itself is active, i.e., that its fluctuations break detailed balance [297-299]. In particular, the active field theory of Ref. [299] seems an ideal starting point, as it hinges on colored noise rather than on introducing nonlinear and nonderivative terms in the dynamics of the field (as it is instead the case for more popular active field theories such as active model B [297]).
- Different types of coupling between the field and the particle(s) could be considered, other than a linear one - which we have instead adopted in most of the calculations above, mainly because it does not introduce nonlinearities in the equation of motion of the field. Similarly, an appropriate choice of the coupling potential $V(\mathbf{x})$ in Eq. (2.3) may be used to model an anisotropic particle, which is expected to bring in new phenomena.
- The extension of our model to many-particle systems has been outlined in Section 3.6 and Appendix C.9, where we established that no multibody effects can appear (even out of equilibrium) if the field-particle coupling is linear. However, the many-body problem could be revisited with different types of couplings to the field, and/or in the presence of activity (see, e.g., Refs. [92, 93, 300]). The thermodynamic framework we introduced in Chapter 4 could also be further enhanced by extending its applicability towards systems involving multiple particles in a common correlated (active) environment, with possibly non-quadratic Hamiltonians.

In the last Chapter of this thesis we have instead applied spin-glass techniques (notably the replica method) to derive novel predictions on the level spacing statistics of the generalized Rosenzweig-Porter random matrix ensemble [225], in particular revealing some universal properties of its intermediate partially-delocalized phase. As anticipated in Section 6.4, it is quite natural to ask whether such universality persists in structurally similar random matrix ensembles, which could be tackled using the same analytical methods; it would also be interesting to investigate how diagonal disorder can affect the spectral statistics of sparse random matrices. The latter have been in the focus of my recent follow-up work with the co-authors of Ref. [198], where we are applying another spin-glass technique, namely the cavity method, to tackle the localization properties of diluted Erdös-Rényi graphs. Finally, another long-standing question which it would be exciting to pursue further concerns the precise connection between the replica method we adopted in Chapter 6, and the supersymmetric formalism frequently used in random matrix theory [301, 302].
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## Markovian embedding and effective EQUATION

In this Appendix we present a simple example of a coupled 2-variables system, where the first variable can be explicitly integrated out in order to obtain an effective equation for the other. The inverse process is known as Markovian embedding. This will clarify the meaning of the above mentioned effective equation, and the construction of its path-integral representation, which will serve as a prototype for the model of a particle coupled to a field discussed in Chapter 2 (and anticipated in Appendix A.2).

## A. 1 A toy model

Consider the Hamiltonian involving the two variables ${ }^{1} X$ and $Y$,

$$
\begin{equation*}
\mathcal{H}(X, Y)=\mathcal{U}(X)+\frac{\kappa_{y}}{2} Y^{2}-\lambda \mathcal{V}(X, Y), \quad \text { with } \quad \mathcal{V}(x, y) \equiv y f(x) \tag{A.1}
\end{equation*}
$$

where $f(x)$ is in general a nonlinear function of $x$. Assume that $X$ and $Y$ evolve as

$$
\begin{equation*}
\dot{X}=-v_{x} \frac{\partial \mathcal{H}}{\partial X}+\eta_{x}, \quad \dot{Y}=-v_{y} \frac{\partial \mathcal{H}}{\partial Y}+\eta_{y} \tag{A.2}
\end{equation*}
$$

where the two $\eta_{i}$ 's are white uncorrelated Gaussian noises with zero mean and

$$
\begin{equation*}
\left\langle\eta_{i}(t) \eta_{i}(s)\right\rangle=2 v_{i} k_{B} T \delta(t-s) \equiv \Omega_{i} \delta(t-s) \tag{A.3}
\end{equation*}
$$

We are interested in the effective dynamics of $X(t)$ once the $Y$-coordinate is integrated out.

## A.1.1 Effective equation

Since the Hamiltonian is quadratic in $Y$ and the coupling potential $\mathcal{V}(x, y)$ is linear in $y$, the equation of motion for $Y(t)$ can be solved by means of its linear response function

$$
\begin{equation*}
G_{y}(t, s) \equiv \Theta(t-s) e^{-\gamma_{y}(t-s)} \tag{A.4}
\end{equation*}
$$

[^14]where $\gamma_{y} \equiv v_{y} \kappa_{y}$, and the result can be plugged back into Eq. (A.2) to obtain the effective equation
\[

$$
\begin{align*}
\dot{X}(t)= & -v_{x} \mathcal{U}^{\prime}(X(t))+\lambda^{2} v_{x} f^{\prime}(X(t)) \int_{t_{0}}^{t} \mathrm{~d} s \chi_{y}(t, s) f(X(s)) \\
& +\eta_{x}(t)+\lambda f^{\prime}(X(t)) \underbrace{v_{x} \int_{t_{0}}^{t} \mathrm{~d} s G_{y}(t, s) \eta_{y}(s)}_{\zeta_{y}(t)} \tag{A.5}
\end{align*}
$$
\]

Above we assumed for simplicity $Y\left(t=t_{0}\right)=0$, and we introduced the linear susceptibility $\chi_{y}(t, s) \equiv v_{y} G_{y}(t, s)$. The effect of the coupling to $Y$ on the dynamics of $X$ is encoded in a memory term in the first line, plus a colored and multiplicative noise term in the second line. We can indeed identify the colored noise $\zeta_{y}(t)$, which is Gaussian with zero mean and correlation $\left\langle\zeta_{y}(t) \zeta_{y}(s)\right\rangle=v_{x}^{2} C_{y}(t, s)$, where $C_{y}$ is the (equilibrium) correlator of $Y$ (see Eq. (1.13)), i.e.,

$$
\begin{equation*}
C_{y}(t, s)=\frac{\Omega_{y}}{2 \gamma_{y}} e^{-\gamma_{y}|t-s|} . \tag{A.6}
\end{equation*}
$$

Upon introducing the combinations

$$
\begin{align*}
\mathcal{F}(x, y ; t-s) & \equiv \lambda^{2} v_{x} f^{\prime}(x) \chi_{y}(t-s) f^{\prime}(y),  \tag{A.7}\\
\Xi(x, t) & \equiv \eta_{x}(t)+\lambda f^{\prime}(x) \zeta_{y}(t), \tag{A.8}
\end{align*}
$$

we may formally rewrite Eq. (A.5) as

$$
\begin{equation*}
\dot{X}(t)=-v_{x} \mathcal{U}^{\prime}(X(t))-\int_{t_{0}}^{t} \mathrm{~d} s \mathcal{F}(X(t), X(s) ; t-s)+\Xi(X(t), t) \tag{A.9}
\end{equation*}
$$

Of course the quantity $\Xi(X(t), t)$ - seen as an effective multiplicative noise, which is a function of the trajectory $X(t)$ - is in general not Gaussian and there is no reason for it to have zero mean. Note, however, that considering instead $\Xi(x, t)$ as a random function of time $t$ alone, with an additional parametric dependence on $x$, would formally render $\langle\Xi(x, t)\rangle=0$ for any fixed value of $x$ (i.e., not along the trajectory $X(t)$ ), and

$$
\begin{align*}
\left\langle\Xi\left(x_{1}, t\right) \Xi\left(x_{2}, s\right)\right\rangle & =\left\langle\eta_{x}(t) \eta_{x}(s)\right\rangle+\lambda^{2} f^{\prime}\left(x_{1}\right) f^{\prime}\left(x_{2}\right)\left\langle\zeta_{y}(t) \zeta_{y}(s)\right\rangle \\
& =\Omega_{x} \delta(t-s)+\lambda^{2} f^{\prime}\left(x_{1}\right) f^{\prime}\left(x_{2}\right) v_{x}^{2} C_{y}(t, s) \equiv C_{\Xi}\left(x_{1}, x_{2} ; t, s\right), \tag{A.10}
\end{align*}
$$

where in the second line we have used the fact that $\eta_{x}$ and $\zeta_{y}$ are independent.

## A.1.2 Path integral representation

Stepping from the effective equation (A.5) to its path integral formulation is a priori nontrivial: the presence of multiplicative noise can in general produce additional drift terms depending on the integration convention we choose (Itô, Stratonovich), which have to be included in the dynamical functional [57]. An unambiguous way of proceeding is to start from the dynamical
functionals (see Section 1.5) describing the joint stochastic dynamics of the two variables:

$$
\begin{align*}
& \mathcal{S}[X, \tilde{X}, Y, \tilde{Y}]=\mathcal{S}_{0}[X, \tilde{X}]+\mathcal{S}_{1}[Y, \tilde{Y}]-\lambda \mathcal{S}_{\text {int }}[X, \tilde{X}, Y, \tilde{Y}]  \tag{A.11}\\
& \mathcal{S}_{0}[X, \tilde{X}]=\int \mathrm{d} t\left\{\tilde{X}(t)\left[\dot{X}(t)+v_{x} \mathcal{U}^{\prime}(X(t))\right]-\frac{\Omega_{x}}{2} \tilde{X}^{2}(t)\right\},  \tag{A.12}\\
& \mathcal{S}_{1}[Y, \tilde{Y}]=\int \mathrm{d} t\left\{\tilde{Y}(t)\left[\dot{Y}(t)+\gamma_{y} Y(t)\right]-\frac{\Omega_{y}}{2} \tilde{Y}^{2}(t)\right\},  \tag{A.13}\\
& \mathcal{S}_{\text {int }}[X, \tilde{X}, Y, \tilde{Y}]=\int \mathrm{d} t\left[\tilde{X}(t) v_{x} Y(t) f^{\prime}(X(t))+\tilde{Y}(t) v_{y} f(X(t))\right] . \tag{A.14}
\end{align*}
$$

These can be obtained by standard methods and no ambiguity (see Section 1.5), because the initial equations (A.2) only feature additive noise, which is insensitive to the integration convention ${ }^{2}$. Performing the Gaussian functional integral

$$
\begin{equation*}
\iint \mathcal{D} Y \mathcal{D} \tilde{Y} e^{-\mathcal{S}[X, \tilde{X}, \gamma, \tilde{Y}]} \equiv e^{-\mathcal{S}_{\mathrm{eff}}[X, \tilde{X}]} \tag{A.15}
\end{equation*}
$$

then gives the effective action

$$
\begin{align*}
\mathcal{S}_{\text {eff }}[X, \tilde{X}]= & \int \mathrm{d} t \tilde{X}(t)\left[\dot{X}(t)+v_{x} \mathcal{U}^{\prime}(X(t))-\int \mathrm{d} s F(X(t), X(s) ; t-s)\right] \\
& -\frac{1}{2} \iint \mathrm{~d} t \mathrm{~d} s \tilde{X}(t) C_{\Xi}(X(t), X(s) ; t, s) \tilde{X}(s), \tag{A.16}
\end{align*}
$$

where the functions $\mathcal{F}$ and $\mathcal{C}_{\Xi}$ were defined in Eqs. (A.7) and (A.10), respectively. Comparing Eq. (A.16) with the effective equation (A.5) shows why it was useful to formally introduce $C_{\Xi}$ as in Eq. (A.10): indeed, the dynamical action in Eq. (A.16) has the exact same form one would guess by sight from Eq. (A.5), as if the noise $\Xi$ were Gaussian and additive - see Eq. (1.47).

It turns out that the effective equation (A.5) can in fact be mapped onto the more general one studied in Ref. [56], and that the corresponding dynamical functional coincides with the one in Eq. (A.16). The general dynamical action given in Ref. [56] is independent of the integration convention as long as the noise is colored, which appears physically intuitive now that we know where this noise comes from.

## A. 2 Particle coupled to a field

The toy model described above can be easily generalized to the case of $(n+1)$ variables with Hamiltonian

$$
\begin{equation*}
\mathcal{H}\left(X,\left\{Y_{i}\right\}_{i=1}^{n}\right)=\mathcal{U}(X)+\sum_{i=1}^{n} \frac{\kappa_{i}}{2} Y_{i}^{2}-\lambda \mathcal{V}\left(X,\left\{Y_{i}\right\}\right), \quad \mathcal{V}\left(x,\left\{y_{i}\right\}\right) \equiv \sum_{i=1}^{n} V_{i} y_{i} f_{i}(x), \tag{A.17}
\end{equation*}
$$

with "weights" $V_{i}$. The problem described in Chapter 2 of a particle coupled to a field, i.e., to the continuum of its Fourier modes labelled by $\mathbf{q}$, can be easily understood on the same footing

[^15]by considering the Hamiltonian ${ }^{3}$
\[

$$
\begin{align*}
& \mathcal{H}\left(\mathbf{X},\left\{\phi_{q}\right\}\right)=\mathcal{U}(\mathbf{X})+\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{q^{2}+r}{2} \phi_{q} \phi_{-q}-\lambda \mathcal{V}\left(\mathbf{X},\left\{\phi_{q}\right\}\right),  \tag{A.18}\\
& \mathcal{V}\left(\mathbf{x},\left\{\phi_{q}\right\}\right) \equiv \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} V_{-q} \phi_{q} e^{i \mathbf{q} \cdot \mathbf{x}} \tag{A.19}
\end{align*}
$$
\]

where the $V_{-q}$ 's play the role of the weights introduced above. The dynamical action given later in Eqs. (3.74) and (C.109) can in this sense be understood as a generalization of the one in Eq. (A.16).

[^16]
## Calculations of Chapter 2

## B. $1 \quad n$-time correlation functions of the non-interacting particle

The knowledge of the one- and two-time correlation functions is sufficient to write the generating functional $\mathcal{Z}[j]$ for any Gaussian process: for each scalar component $X_{i}(t) \mapsto x(t)$, it reads

$$
\begin{align*}
\mathcal{Z}[j] & =\left\langle\exp \left[\int \mathrm{d} s j(s) x(s)\right]\right\rangle=\int \mathcal{D} x(s) e^{-\mathcal{S}_{\mathrm{OM}}[x(\tau)]+\int \mathrm{d} s j(s) x(s)} \\
& =\exp \left[\frac{1}{2} \int \mathrm{~d} s_{1} \mathrm{~d} s_{2} j\left(s_{1}\right) C\left(s_{1}, s_{2}\right) j\left(s_{2}\right)+\int \mathrm{d} s j(s) m(s)\right], \tag{B.1}
\end{align*}
$$

where we averaged the source term $j(x)$ over the Onsager-Machlup dynamical functional (see Section 1.5)

$$
\begin{equation*}
\mathcal{S}_{\mathrm{OM}}[x(\tau)] \equiv \frac{1}{2} \int \mathrm{~d} s_{1} \mathrm{~d} s_{2}\left[x\left(s_{1}\right)-m\left(s_{1}\right)\right] \mathrm{C}^{-1}\left(s_{1}, s_{2}\right)\left[x\left(s_{2}\right)-m\left(s_{2}\right)\right], \tag{B.2}
\end{equation*}
$$

and we normalized the integration measure $\mathcal{D} x(s)$ so that $\mathcal{Z}[j=0]=1$. Here the functions $m(s)$ and $C\left(s_{1}, s_{2}\right)$ are the average and 2-point function of the Ornstein-Uhlenbeck particle discussed in Section 1.2 - see Eqs. (1.10) and (1.13), respectively. We can use the generating functional to compute a generic $n$-time expectation value over the independent process, and in particular $Q_{\mathbf{q}}\left(s_{1}, s_{2}\right)$ defined in Eq. (2.14). Notice first that, due to the statistical independence of the process along the various spatial coordinates,

$$
\begin{equation*}
Q_{\mathbf{q}}\left(s_{1}, s_{2}\right)=\prod_{n=1}^{d}\left\langle e^{i q_{n}\left[X_{n}^{(0)}\left(s_{2}\right)-X_{n}^{(0)}\left(s_{1}\right)\right]}\right\rangle . \tag{B.3}
\end{equation*}
$$

Each of these factors can be simply obtained from $\mathcal{Z}[j]$ in Eq. (B.1) by setting $j=j^{*}(s) \equiv$ $i q_{n}\left[\delta\left(s-s_{2}\right)-\delta\left(s-s_{1}\right)\right]$, which yields

$$
\begin{equation*}
Q_{\mathbf{q}}\left(s_{1}, s_{2}\right)=\exp \left\{i \mathbf{q} \cdot\left[\mathbf{m}\left(s_{2}\right)-\mathbf{m}\left(s_{1}\right)\right]-\frac{q^{2}}{2}\left[C\left(s_{1}, s_{1}\right)+C\left(s_{2}, s_{2}\right)-2 C\left(s_{1}, s_{2}\right)\right]\right\} . \tag{B.4}
\end{equation*}
$$

In order to specialize this formula to our problem, let again the particle leave the initial position $\mathbf{X}_{0}$ at time $t=t_{0}$; the effect of having $\mathbf{X}_{0} \neq 0$ enters solely in the expression of $\mathbf{m}(t)$ given in Eq. (1.10) (with $\mathbf{X}_{F}(t) \equiv 0$ ). We may write explicitly, in terms of the two-time function $C\left(s_{1}, s_{2}\right)$ defined in Eq. (1.13),

$$
e^{-\frac{q^{2}}{2}\left[C\left(s_{1}, s_{1}\right)+C\left(s_{2}, s_{2}\right)-2 C\left(s_{1}, s_{2}\right)\right]}= \begin{cases}\exp \left\{-\frac{T q^{2}}{\kappa}\left[1-e^{-\gamma\left|s_{2}-s_{1}\right|}-\frac{\left(e^{-\gamma s_{1}}-e^{-\gamma s_{2}}\right)^{2}}{2}\right]\right\} & \text { for } t_{0}=0  \tag{B.5}\\ \exp \left[-\frac{T q^{2}}{\kappa}\left(1-e^{-\gamma\left|s_{2}-s_{1}\right|}\right)\right] & \text { for } t_{0} \rightarrow-\infty\end{cases}
$$

In particular, for $t_{0}=0$,

$$
\begin{equation*}
\mathbf{m}\left(s_{2}\right)-\mathbf{m}\left(s_{1}\right)=\mathbf{X}_{0}\left(e^{-\gamma s_{2}}-e^{-\gamma s_{1}}\right), \tag{B.6}
\end{equation*}
$$

while $\mathbf{m}(t)$ vanishes for $t_{0} \rightarrow-\infty$.
In the perturbative calculations discussed further below, we also need the expressions for the averages

$$
\begin{align*}
\left\langle e^{i \mathbf{q} \cdot \mathbf{X}^{(0)}(t)}\right\rangle & =\prod_{n=1}^{d}\left\langle e^{i q_{n} X_{n}^{(0)}(t)}\right\rangle,  \tag{B.7}\\
\left\langle X_{j}^{(0)}\left(s_{2}\right) e^{i \boldsymbol{q} \cdot \mathbf{X}^{(0)}\left(s_{1}\right)}\right\rangle & =\left\langle X_{j}^{(0)}\left(s_{2}\right) e^{i q_{j} X_{j}^{(0)}\left(s_{1}\right)}\right\rangle \prod_{n \neq j}^{d}\left\langle e^{i q_{n} X_{n}^{(0)}\left(s_{2}\right)}\right\rangle . \tag{B.8}
\end{align*}
$$

These quantities can be similarly calculated by using the generating functional in Eq. (B.1):

$$
\begin{align*}
& \left\langle e^{i q_{j} X_{j}^{(0)}(t)}\right\rangle=\mathcal{Z}\left[j(s)=i q_{j} \delta(s-t)\right]=e^{-\frac{1}{2} q_{j}^{2} C(t, t)} e^{i q_{j} m_{j}(t)},  \tag{B.9}\\
& \left\langle X_{j}^{(0)}\left(s_{2}\right) e^{i q_{j} X_{j}^{(0)}\left(s_{1}\right)}\right\rangle=\left.\frac{\delta}{\delta j\left(s_{2}\right)} \mathcal{Z}[j]\right|_{j(s)=i q_{j} \delta\left(s-s_{1}\right)}=\left[m_{j}\left(s_{2}\right)+i q_{j} C\left(s_{1}, s_{2}\right)\right]\left\langle e^{i q_{j} X_{j}^{(0)}\left(s_{1}\right)}\right\rangle, \tag{B.10}
\end{align*}
$$

whence

$$
\begin{align*}
\left\langle e^{i \mathbf{q} \cdot \mathbf{X}^{(0)}(t)}\right\rangle & =e^{-\frac{1}{2} q^{2} \mathbf{C}(t, t)} e^{i \mathbf{q} \cdot \mathbf{m}(t)},  \tag{B.11}\\
\left\langle\mathbf{X}^{(0)}\left(s_{2}\right) e^{i \boldsymbol{q} \cdot \mathbf{X}^{(0)}\left(s_{1}\right)}\right\rangle & =\left[\mathbf{m}\left(s_{2}\right)+i \mathbf{q} C\left(s_{1}, s_{2}\right)\right]\left\langle e^{i \mathbf{q} \cdot \mathbf{X}^{(0)}\left(s_{1}\right)}\right\rangle . \tag{B.12}
\end{align*}
$$

## B. 2 Marginal equilibrium distribution of the particle

The equilibrium distribution of the system composed by the particle in interaction with the field, the field itself and the thermal bath which provides the thermal noise is given by the Boltzmann distribution

$$
\begin{equation*}
P_{\mathrm{eq}}[\phi, \mathbf{X}] \propto \exp (-\beta \mathcal{H}[\phi, \mathbf{X}]), \tag{B.13}
\end{equation*}
$$

where $\beta$ is the inverse temperature of the bath and $\mathcal{H}$ is the Hamiltonian. Assume that the latter has the generic form

$$
\begin{equation*}
\mathcal{H}[\phi, \mathbf{X}]=\mathcal{H}_{\phi}[\phi]+\mathcal{U}(\mathbf{X})+\mathcal{H}_{\text {int }}[\phi, \mathbf{X}], \tag{B.14}
\end{equation*}
$$

where $\mathcal{H}_{\phi}[\phi]$ describes the field in the bulk and is not necessarily Gaussian, while $\mathcal{U}(\mathbf{X})$ is a confining potential for the particle, e.g., $\mathcal{U}(\mathbf{X})=(\kappa / 2) \mathbf{X}^{2}$ in the case considered in Chapter 2. Finally, $\mathcal{H}_{\text {int }}$ describes the interaction between the particle and the field via a possibly nonlinear coupling

$$
\begin{equation*}
\mathcal{H}_{\text {int }}[\phi, \mathbf{X}]=\int \mathrm{d}^{d} x F[\phi(\mathbf{x})] V(\mathbf{x}-\mathbf{X}) \tag{B.15}
\end{equation*}
$$

where $F[\phi(\mathbf{x})]$ is a quasi-local functional of $\phi$. Importantly, we require $\mathcal{H}_{\text {int }}$ to be translationally invariant, in the sense that

$$
\begin{equation*}
\mathcal{H}_{\text {int }}[\phi(\mathbf{x}), \mathbf{X}]=\mathcal{H}_{\text {int }}[\phi(\mathbf{x}-\mathbf{a}), \mathbf{X}+\mathbf{a}] . \tag{B.16}
\end{equation*}
$$

Note that the interacting Hamiltonian in Eq. (2.3) satisfies these requirements, while the one in, c.f., Eq. (5.2) does not, due to the confinement.

The equilibrium distribution of the particle follows as

$$
\begin{equation*}
P_{\mathrm{eq}}(\mathbf{X}) \propto \int \mathcal{D} \phi e^{-\beta \mathcal{H}[\phi, \mathbf{X}]}=e^{-\beta \mathcal{U}(\mathbf{X})} \int \mathcal{D} \phi e^{-\beta\left\{\mathcal{H}_{\phi}[\phi]+\mathcal{H}_{\mathrm{int}}[\phi, \mathbf{X}]\right\}} \tag{B.17}
\end{equation*}
$$

and our aim is to show that the functional integral on the right-hand-side does not actually depend on $\mathbf{X}$, i.e., that the interaction with the field does not affect the equilibrium distribution $P_{\text {eq }}(\mathbf{X}) \propto \exp [-\beta \mathcal{U}(\mathbf{X})]$ of the particle. The argument goes as follows: introduce $\mathbf{z}=\mathbf{x}-\mathbf{X}$ and define a new shifted field $\varphi(\mathbf{z}) \equiv \phi(\mathbf{z}+\mathbf{X})$. Since the field is in the bulk, then $\mathcal{H}_{\phi}[\phi]=\mathcal{H}_{\phi}[\varphi]$, while $\mathcal{H}_{\text {int }}$ in Eq. (B.15) becomes

$$
\begin{equation*}
\mathcal{H}_{\mathrm{int}}[\phi, \mathbf{X}] \rightarrow \int \mathrm{d}^{d} z F[\varphi(\mathbf{z})] V(\mathbf{z}) \tag{B.18}
\end{equation*}
$$

The proof is concluded by noting that the integration measure $\mathcal{D} \phi$ in Eq. (B.17) remains the same under a translation by $\mathbf{X}$ in space.

We emphasize that this argument fails if the system is not translationally invariant, as it happens, for instance, in the presence of boundaries or confinement [64, 65]. Moreover, it does not imply the factorization of $P_{\text {eq }}[\phi, \mathbf{X}]$ into two independent parts at long times. In fact, the marginal equilibrium distribution of the field $\phi$, which may be obtained by integrating out $\mathbf{X}$ in Eq. (B.13), is actually modified by the presence of the particle. For a linear field-particle coupling such as that of Eq. (2.1), for instance, we physically expect at equilibrium the field to be enhanced around the particle, i.e., around the minima of its confining potential $\mathcal{U}(\mathbf{x})$.

## B. 3 Perturbative calculation of the average particle position

Here we compute the correction to the average particle position, to the lowest nontrivial order in the coupling $\lambda$, due to the presence of the field. To this end, we first insert the perturbative expansions given in Eq. (2.11) into Eq. (2.6) for the particle, thus getting, order by order in the coupling $\lambda$,

$$
\begin{align*}
& \dot{\mathbf{X}}^{(0)}(t)=-v k \mathbf{X}^{(0)}(t)+\xi(t)  \tag{B.19}\\
& \dot{\boldsymbol{X}}^{(n)}(t)=-v k \mathbf{X}^{(n)}(t)+v \mathbf{f}^{(n-1)}(t) \tag{B.20}
\end{align*}
$$

where we introduced

$$
\begin{equation*}
\left.\mathbf{f}^{(n)}(t) \equiv \frac{1}{n!} \frac{\mathrm{d}^{n}}{\mathrm{~d} \lambda^{n}}\right|_{\lambda=0} \mathbf{f}(t) \tag{B.21}
\end{equation*}
$$

At $\mathcal{O}\left(\lambda^{0}\right)$, Eq. (B.19) is solved by the Ornstein-Uhlenbeck process, recalled in Section 1.2. The higher-order corrections $\mathbf{X}^{(n)}$ can be formally expressed as

$$
\begin{equation*}
\mathbf{X}^{(n)}(t)=v \int_{t_{0}}^{t} \mathrm{~d} s e^{-\gamma(t-s)} \mathbf{f}^{(n-1)}(s) \tag{B.22}
\end{equation*}
$$

where $t_{0}$ is the time at which the initial condition $\mathbf{X}^{(0)}\left(t=t_{0}\right)=\mathbf{X}_{0}$ is imposed. Similarly, the Langevin equation (2.8) for the field in Fourier space renders

$$
\begin{align*}
& \partial_{t} \phi_{\mathbf{q}}^{(0)}(t)=-\alpha_{q} \phi_{\mathbf{q}}^{(0)}(t)+\eta_{\mathbf{q}}(t),  \tag{B.23}\\
& \partial_{t} \phi_{\mathbf{q}}^{(n)}(t)=-\alpha_{q} \phi_{\mathbf{q}}^{(n)}(t)+\left.\frac{D q^{\alpha} V_{q}}{(n-1)!} \frac{\mathrm{d}^{n-1}}{\mathrm{~d} \lambda^{n-1}}\right|_{\lambda=0} e^{-i \mathbf{q} \cdot \mathbf{X}}, \tag{B.24}
\end{align*}
$$

where $\mathbf{X}$ on the r.h.s. of Eq. (B.24) is written in powers of $\lambda$ as in Eq. (2.11). The function $V_{q}$ is the Fourier transform of the interaction potential $V(\mathbf{x})$, and it only depends on $|\mathbf{q}|$ if we take $V(\mathbf{x})$ to be isotropic, i.e., a function of $|\mathbf{x}|$. The properties of the uncoupled field $\phi_{\mathbf{q}}^{(0)}(t)$ were discussed in Section 1.3, while the equation of motion of the field at $O(\lambda)$ can be formally solved as

$$
\begin{equation*}
\phi_{\mathbf{q}}^{(1)}(s)=D q^{\alpha} V_{q} \int_{t_{0}}^{s} \mathrm{~d} \tau e^{-\alpha_{q}(s-\tau)} e^{-i \mathbf{q} \cdot \mathbf{X}^{(0)}(\tau)} . \tag{B.25}
\end{equation*}
$$

If we assumed the field to be initially in thermal equilibrium in contact with the particle, then a second term accounting for the initial condition of the field would appear in Eq. (B.25) in the form $G_{q}\left(t-t_{0}\right) \phi_{\mathbf{q}}^{(1)}\left(t_{0}\right)$, where the function $G_{q}(\tau)$ is the free-field propagator defined in Eq. (1.27). However, such a term turns out a posteriori to be irrelevant for what concerns the long-time properties of the tracer particle (while it greatly impacts its short-time properties, as we explore in Chapter 4). For the sake of simplicity, here we will thus assume that the initial condition of the field $\phi_{\mathbf{q}}\left(t_{0}\right)$ is extracted from its stationary distribution reached before the particle is put in contact with the field.

The first nontrivial correction $\left\langle\mathbf{X}^{(2)}(t)\right\rangle$ to the average particle position (see Eq. (2.12)) can then be computed starting from

$$
\begin{align*}
& \mathbf{f}^{(0)}\left(s_{1}\right)=\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} V_{-q} \phi_{\mathbf{q}}^{(0)}\left(s_{1}\right) e^{i \mathbf{q} \cdot \mathbf{x}^{(0)}\left(s_{1}\right)}, \\
& \mathbf{f}^{(1)}\left(s_{2}\right)=\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} V_{-q} e^{i \mathbf{q} \cdot \mathbf{x}^{(0)}\left(s_{2}\right)}\left[\phi_{\mathbf{q}}^{(1)}\left(s_{2}\right)+i \mathbf{q} \cdot \mathbf{X}^{(1)}\left(s_{2}\right) \phi_{\mathbf{q}}^{(0)}\left(s_{2}\right)\right], \tag{B.26}
\end{align*}
$$

while bearing in mind that, as we take the expectation values over the realizations of the noises $\eta_{\mathbf{q}}(t)$ and $\xi(t)$,

$$
\begin{equation*}
\left\langle\phi_{\mathbf{q}}^{(0)}\left(s_{2}\right) \phi_{\mathbf{q}}^{(0)}\left(s_{1}\right) e^{i \mathbf{q} \cdot\left[\mathbf{X}^{(0)}\left(s_{2}\right)-\mathbf{x}^{(0)}\left(s_{1}\right)\right]}\right\rangle=\left\langle\phi_{\mathbf{q}}^{(0)}\left(s_{2}\right) \phi_{\mathbf{q}}^{(0)}\left(s_{1}\right)\right\rangle\left\langle e^{i \mathbf{q} \cdot\left[\mathbf{X}^{(0)}\left(s_{2}\right)-\mathbf{X}^{(0)}\left(s_{1}\right)\right]}\right\rangle, \tag{B.27}
\end{equation*}
$$

because at $O\left(\lambda^{0}\right)$ the two processes $\phi_{q}^{(0)}(t)$ and $\mathbf{X}^{(0)}(t)$ are independent. Using $V_{-q}=V_{q}^{*}$ because $V(\mathbf{x})$ is real, we find the expression reported in Eq. (2.13) in the main text.

## B. 4 Long-time behavior of the average position

In this section we derive the asymptotic behaviour of the second-order correction to the average position in Eq. (2.13) at long times by considering separately the cases of model A and model $B$ field dynamics. A more general calculation, which comprises both cases close to criticality, is provided later in Appendix B.5.

By rotational symmetry, we can choose the initial position to have a single non-vanishing coordinate, i.e., $\mathbf{X}_{0}(t)=X_{0} \hat{j}$, where $\hat{j}$ is the unit vector of the $j$-th Cartesian axis. The resulting average position $\langle\boldsymbol{X}(t)\rangle$ will then vanish at all times for all but the $j$-th component. The latter can be written, upon using Eqs. (1.30), (1.31), (B.4) and (B.5), as

$$
\begin{gather*}
\left\langle X_{j}^{(2)}(t)\right\rangle=\frac{v}{T} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} q_{j}\left|V_{q}\right|^{2} \int_{0}^{t} \mathrm{~d} s_{2} e^{-\gamma\left(t-s_{2}\right)} \int_{0}^{s_{2}} \mathrm{~d} s_{1}\left[\alpha_{\mathbf{q}}+v T q^{2} e^{-\gamma\left(s_{2}-s_{1}\right)}\right] \\
\times C_{q}\left(s_{2}-s_{1}\right) \sin \left(q_{j} X_{0 j}\left(e^{-\gamma s_{1}}-e^{-\gamma s_{2}}\right)\right) e^{-R\left(s_{2}, s_{1}\right) q^{2}} \tag{B.28}
\end{gather*}
$$

where we introduced, for brevity,

$$
\begin{equation*}
R\left(s_{2}, s_{1}\right) \equiv \frac{T}{k}\left[1-e^{-\gamma\left|s_{2}-s_{1}\right|}-\frac{1}{2}\left(e^{-\gamma s_{2}}-e^{-\gamma s_{1}}\right)^{2}\right] . \tag{B.29}
\end{equation*}
$$

The more general case in which the particle is linearly coupled to the $n$-th even derivative of the field, as it does in Eq. (2.15), can be simply accounted for as follows. Note first that Eq. (2.15) can be rewritten in Fourier space for even $n$ as

$$
\begin{equation*}
\mathcal{H}_{\mathrm{int}}=-\lambda \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \phi_{-\mathbf{q}}(t)(i q)^{n} V_{q} e^{-i \mathbf{q} \cdot \mathbf{X}(t)} \tag{B.30}
\end{equation*}
$$

It is then sufficient to replace $V_{q}$ in Eq. (B.28) with $\tilde{V}_{q} \equiv(i q)^{n} V_{q}$. Since $V(\mathbf{x})$ is normalized, we can expand the Fourier transform of the rotationally-invariant potential $V_{q}$ as $\left|V_{q}\right|^{2}=1+c_{2} q^{2}+\ldots$, whence $\left|\tilde{V}_{q}\right|^{2}=q^{2 n}+c_{2} q^{2(n+1)}+\ldots$. Without loss of generality, $\left\langle X_{j}^{(2)}(t)\right\rangle$ can then be expressed as a sum of expressions identical to Eq. (B.28), but with $q^{2 n}$ in place of $\left|V_{q}\right|^{2}$. Accordingly, in the following we consider the specific case of a potential with $\left|V_{q}\right|^{2}=q^{2 n}$ and we will show that each term in this sum becomes increasingly subleading at long times upon increasing $n$.

## B.4.1 Field with model A dynamics

In the case of model A , we start by rescaling $s_{1}^{\prime}=s_{1} / t, s_{2}^{\prime}=s_{2} / t$ and $q \rightarrow t^{1 / 2} q$ so as to write Eq. (B.28) into the equivalent form

$$
\begin{align*}
\left\langle X_{j}^{(2)}(t)\right\rangle= & t^{-(d / 2+n-3 / 2)} \frac{v}{T} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} q_{j} q^{2 n} \int_{0}^{1} \mathrm{~d} s_{2}^{\prime} e^{-\gamma t\left(1-s_{2}^{\prime}\right)} \int_{0}^{s_{2}^{\prime}} \mathrm{d} s_{1}^{\prime} e^{-R\left(t s_{2}^{\prime}, t s_{1}^{\prime}\right) t^{-1} q^{2}}  \tag{B.31}\\
& \times\left[\alpha_{t^{-1 / 2} q}+v T t^{-1} q^{2} e^{-\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}\right] C_{t^{-1 / 2} q}\left(t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)\right) \sin \left(t^{-1 / 2} q_{j} X_{0, j}\left(e^{-\gamma t s_{1}^{\prime}}-e^{-\gamma t s_{2}^{\prime}}\right)\right)
\end{align*}
$$

In this way we removed the time dependence from the integration limits and left it in the integrand only; this is more convenient for considering the limit $t \rightarrow \infty$. To this end, let us briefly discuss the asymptotic behaviour for $t \rightarrow \infty$ of each term in the integrand. The first term in brackets tends to

$$
\alpha_{t^{-1 / 2} q}+v t^{-1} T q^{2} e^{-\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}=\left\{\begin{array}{ll}
D r & \text { for } r>0  \tag{B.32}\\
D q^{2} t^{-1} & \text { for } r=0
\end{array}+\right.\text { h.o., }
$$

where we noticed that in both cases the second addendum is subleading with respect to the first for large $t$. Here and in what follows, h.o. denotes additional terms that are subleading in the limit $t \rightarrow \infty$. The field correlator tends to

$$
C_{t^{-1 / 2} q}\left(t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)\right)=\left\{\begin{array}{ll}
T r^{-1} e^{-D\left(r t+q^{2}\right)\left(s_{2}^{\prime}-s_{1}^{\prime}\right)} & \text { for } r>0  \tag{B.33}\\
T t q^{-2} e^{-D q^{2}\left(s_{2}^{\prime}-s_{1}^{\prime}\right)} & \text { for } r=0
\end{array}+\right.\text { h.o.. }
$$

The argument of the sine tends to zero at long times, so that we can expand $\sin x \simeq x$ to leading order. Finally, $R\left(t s_{2}^{\prime}, t s_{1}^{\prime}\right) t^{-1} q^{2}$ tends to zero at long times.

Let us now focus on the case $r>0$. The correction to the average position of the particle is then asymptotic to

$$
\begin{equation*}
\left\langle X_{j}^{(2)}(t)\right\rangle \simeq v D X_{0, j} C_{d} t^{-(d / 2+n-1)} e^{-\gamma t} \int_{0}^{\infty} \mathrm{d} q \int_{0}^{1} \mathrm{~d} s_{2}^{\prime} \int_{0}^{s_{2}^{\prime}} \mathrm{d} s_{1}^{\prime} q^{d+2 n+1} e^{-D\left(r t+q^{2}\right)\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}\left[e^{\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}-1\right] \tag{B.34}
\end{equation*}
$$

where we performed the integration over the angular $q$-variables. The constant $C_{d}=c_{d} / d$ comes from the integration of the solid angle in $d$ dimensions, being

$$
\begin{equation*}
c_{d} \equiv \int \frac{\mathrm{~d} \Omega_{d}}{(2 \pi)^{d}}=\frac{2^{1-d}}{\pi^{d / 2} \Gamma(d / 2)}, \tag{B.35}
\end{equation*}
$$

and where we noted that we can replace $q_{j}^{2} \rightarrow q^{2} / d$ in the integral. At this point the integration over $s_{2}^{\prime}$ and $s_{1}^{\prime}$ can be performed explicitly and we immediately obtain

$$
\left\langle X_{j}^{(2)}(t \rightarrow \infty)\right\rangle \propto \begin{cases}t e^{-v \kappa t} & \text { for } v \kappa<D r  \tag{B.36}\\ t^{-(1+d / 2+n)} e^{-D r t} & \text { for } v \kappa>D r\end{cases}
$$

For $r=0$ the asymptotics in Eqs. (B.32)) and (B.33) are different from the non-critical case $r>0$, and this affects the asymptotics of Eq. (B.31), which now reads (at leading order)

$$
\begin{equation*}
\left\langle X_{j}^{(2)}(t)\right\rangle \simeq v D^{2} X_{0, j} C_{d} t^{-(d / 2+n-1)} e^{-\gamma t} \int_{0}^{\infty} \mathrm{d} q \int_{0}^{1} \mathrm{~d} s_{2}^{\prime} \int_{0}^{s_{2}^{\prime}} \mathrm{d} s_{1}^{\prime} q^{d+2 n+1} e^{-D q^{2}\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}\left[e^{\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}-1\right] . \tag{B.37}
\end{equation*}
$$

As before, by performing the integration over $s_{1}^{\prime}$ and $s_{2}^{\prime}$ one gets

$$
\begin{equation*}
\left\langle X_{j}^{(2)}(t)\right\rangle \propto t^{-(d / 2+n+1)} \tag{B.38}
\end{equation*}
$$

We conclude that, in model A dynamics, an algebraic behavior of the tracer particle is observed at long times only in the critical case $r=0$. These results are summarized in Eq. (2.16) of the main text.

## B.4.2 Field with model B dynamics

We now turn to the long-time asymptotic behaviour of the average position of the particle in the case of a field with model B dynamics. For $r>0$, we rescale $s_{2}, s_{1}$ and $q$ as we did in Section
B.4.1 in order to obtain Eq. (B.31). In this case, however, the asymptotic behaviour of the first two terms are

$$
\begin{equation*}
\alpha_{t^{-1 / 2}} q+v T t^{-1} q^{2} e^{-\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}=\left[D r+v T e^{-\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}\right] t^{-1} q^{2}+\text { h.o., } \tag{B.39}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{t-1 / 2}\left(t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)\right)=\operatorname{Tr}^{-1} e^{-D r q^{2}\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}+\text { h.o. } \tag{B.40}
\end{equation*}
$$

thus leading to

$$
\begin{align*}
\left\langle X_{j}^{(2)}(t)\right\rangle=v X_{0, j} C_{d} t^{-(d / 2+n)} e^{-\gamma t} & \int_{0}^{\infty} \mathrm{d} q \int_{0}^{1} \mathrm{~d} s_{2}^{\prime} \int_{0}^{s_{2}^{\prime}} \mathrm{d} s_{1}^{\prime} q^{d+2 n+3} e^{-D r q^{2}\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}  \tag{B.41}\\
& \times\left[e^{\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}-1\right]\left[D+r^{-1} v T e^{-\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}\right]+\text { h.o.. }
\end{align*}
$$

As before, the integration over $s_{2}^{\prime}$ and $s_{1}^{\prime}$ becomes trivial and we obtain

$$
\begin{equation*}
\left\langle X_{j}^{(2)}(t)\right\rangle \propto t^{-(d / 2+n+2)} \tag{B.42}
\end{equation*}
$$

The case $r=0$ requires, in contrast with the previous ones, that momenta are rescaled in Eq. (B.28) as $q \rightarrow t^{1 / 4} q$. In this way we get the equivalent expression

$$
\begin{align*}
\left\langle X_{j}^{(2)}(t)\right\rangle= & t^{-(d / 4+n / 2-7 / 4)} \frac{v}{T} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} q_{j} q^{2 n} \int_{0}^{1} \mathrm{~d} s_{2}^{\prime} e^{-\gamma t\left(1-s_{2}^{\prime}\right)} \int_{0}^{s_{2}^{\prime}} \mathrm{d} s_{1}^{\prime} e^{-R\left(t s_{2}^{\prime}, t s_{1}^{\prime}\right) t^{-1 / 2} q^{2}}  \tag{B.43}\\
& \times\left[\alpha_{t^{-1 / 4} q}+v T t^{-1 / 2} q^{2} e^{-\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}\right] C_{t^{-1 / 4} q}\left(t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)\right) \sin \left(t^{-1 / 4} q_{j} X_{0, j}\left(e^{-\gamma t s_{2}^{\prime}}-e^{-\gamma t s_{1}^{\prime}}\right)\right) .
\end{align*}
$$

Since for $r=0$

$$
\begin{equation*}
\alpha_{t^{-1 / 4} q}+v T t^{-1 / 2} q^{2} e^{-\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}=t^{-1 / 2}\left[D t^{-1 / 2} q^{4}+v T e^{-v k t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}\right]+\text { h.o. } \tag{B.44}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{t^{-1 / 4} q}\left(t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)\right)=T t^{1 / 2} q^{-2} e^{-D q^{4}\left(s_{2}^{\prime}-s_{1}^{\prime}\right)} \quad+\text { h.o., } \tag{B.45}
\end{equation*}
$$

one has

$$
\begin{align*}
\left\langle X_{j}^{(2)}(t)\right\rangle= & v X_{0, j} C_{d} t^{-(d / 4+n / 2-3 / 2)} e^{-\gamma t} \int_{0}^{\infty} \mathrm{d} q \int_{0}^{1} \mathrm{~d} s_{2}^{\prime} \int_{0}^{s_{2}^{\prime}} \mathrm{d} s_{1}^{\prime} q^{d+2 n-1} e^{-D q^{4}\left(s_{2}^{\prime}-s_{1}^{\prime}\right)} \\
& \times\left[e^{\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}-1\right]\left[D t^{-1 / 2} q^{4}+v T e^{-\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}\right]+\text { h.o.. } \tag{B.46}
\end{align*}
$$

At this point the integration over $s_{1}^{\prime}$ and $s_{2}^{\prime}$ is again straightforward and we get

$$
\begin{equation*}
\left\langle X_{j}^{(2)}(t)\right\rangle \propto t^{-(d / 4+n / 2+1)} \tag{B.47}
\end{equation*}
$$

We thus conclude that, in model B dynamics, an algebraic behavior of the tracer particle is observed at long times both in the critical case $(r=0)$ and off-criticality $(r>0)$. These results are summarized in Eq. (2.17) in the main text.

## B. 5 Asymptotic behavior of the particle from the critical properties of the field

We are now in the position to relate the decay exponents of the average particle coordinate that we obtained at criticality to the dynamical critical exponent $z$ of the underlying free-field theory. The key is to introduce the general scaling form of the dynamical susceptibility and two-time function, as recalled in Eq. (1.35).

In order to address the long-time behavior of the average position, we start again from Eq. (2.13), in which we identify

$$
\begin{equation*}
\chi_{x}(t) \equiv v \theta(t) e^{-\gamma t} \tag{B.48}
\end{equation*}
$$

as the susceptibility of the particle. We then rescale time as $s=s^{\prime} t$ and momenta as $p=q t^{1 / z}$, as suggested by the scaling forms in Eqs. (1.35). This gives

$$
\begin{align*}
\left\langle X_{j}^{(2)}(t)\right\rangle= & t^{2-(d+1) / z} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} i p_{j}\left|V_{p t^{-1 / z}}\right|^{2} \int_{0}^{1} \mathrm{~d} s_{2}^{\prime} \int_{0}^{s_{2}^{\prime}} \mathrm{d} s_{1}^{\prime} \chi_{x}\left(t\left(1-s_{2}^{\prime}\right)\right) Q_{p t-1 / z}\left(t s_{1}^{\prime}, t s_{2}^{\prime}\right) \\
& \times\left[\chi_{\phi}\left(p t^{-1 / z}, t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)\right)+\left(p t^{-1 / z}\right)^{2} \chi_{x}\left(t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)\right) C_{\phi}\left(p t^{-1 / z}, t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)\right)\right], \tag{B.49}
\end{align*}
$$

where

$$
\begin{equation*}
Q_{\mathbf{q}}\left(s_{1}, s_{2}\right)=e^{i \mathbf{q} \cdot \mathbf{X}_{0}\left(e^{-\gamma s_{2}}-e^{-\gamma s_{1}}\right)-q^{2} R\left(s_{1}, s_{2}\right)} \tag{B.50}
\end{equation*}
$$

and $R\left(s_{1}, s_{2}\right)$ was defined in Eq. (B.29). It is easy to check that $p^{2} t^{-2 / z} R\left(t s_{1}^{\prime}, t s_{2}^{\prime}\right) \xrightarrow[\gamma t>1]{\longrightarrow} 0$, thus

$$
\begin{align*}
& Q_{p t^{-1 / z}}\left(t s_{1}^{\prime}, t s_{2}^{\prime}\right) \simeq 1+i t^{-1 / z} \mathbf{p} \cdot \mathbf{X}_{0}\left(e^{-\gamma t s_{2}^{\prime}}-e^{-\gamma t s_{1}^{\prime}}\right)  \tag{B.51}\\
& i \chi_{x}\left(t\left(1-s_{2}^{\prime}\right)\right) Q_{p t^{-1 / z}}\left(t s_{1}^{\prime}, t s_{2}^{\prime}\right) \simeq v t^{-1 / z} \mathbf{p} \cdot \mathbf{X}_{0}\left(e^{-\gamma t\left(s_{2}^{\prime}-s_{1}^{\prime}\right)}-1\right) \tag{B.52}
\end{align*}
$$

where we omitted an imaginary term from the right-hand-side of the last equation because it would vanish by symmetry when we integrate over $\mathbf{p}$ in Eq. (B.49). The integrand in Eq. (B.49) now only depends on $u \equiv s_{2}^{\prime}-s_{1}^{\prime}$, so that $v \equiv s_{2}^{\prime}+s_{1}^{\prime}$ can be integrated out yielding

$$
\begin{align*}
\left\langle X_{j}^{(2)}(t)\right\rangle & \simeq v t^{2-(d+2) / z} e^{-\gamma t} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} p_{j}\left|V_{p t-1 / z}\right|^{2} \mathbf{p} \cdot \mathbf{X}_{0} \\
& \times \int_{0}^{1} \mathrm{~d} u f(u)\left\{\chi_{\phi}\left(p t^{-1 / z}, t u\right)+\left(p t^{-1 / z}\right)^{2} \chi_{x}(t u) C_{\phi}\left(p t^{-1 / z}, t u\right)\right\}, \tag{B.53}
\end{align*}
$$

where we defined the function

$$
\begin{equation*}
f(u) \equiv(1-u)\left(e^{\gamma t u}-1\right) . \tag{B.54}
\end{equation*}
$$

We now look for a saddle-point estimate of the integral over $u$ in Eq. (B.53), bearing in mind that we are after terms that can counterbalance the exponential factor $\exp (-\gamma t)$ in front of the integrals, so as to produce an algebraic behavior of $\left\langle X_{j}^{(2)}(t)\right\rangle$ for large $t$. We can already drop a subleading term from

$$
\begin{equation*}
f(u) \simeq(1-u) e^{\gamma t u}=\exp \left\{t\left[\gamma u+\frac{1}{t} \ln (1-u)\right]\right\} \equiv e^{\operatorname{tg}(u)}, \tag{B.55}
\end{equation*}
$$

where the function $g(u)$ has its maximum in $u^{*}=1-(\gamma t)^{-1}$. The integrands $\chi_{\phi}$ and $C_{\phi}$ are both decreasing functions of their second argument and they decay with the relaxation timescale $\tau_{\phi}$ of the field: we thus expect them not to affect the position of the saddle point whenever $\tau_{\phi} \gg \tau_{\kappa}$, i.e., in the presence of slow field modes (with hindsight, we actually know that this argument only fails in model A when we are sufficiently far from criticality so that $\operatorname{Dr}>\gamma$ ). Moreover, due to the additional factor $\chi_{x}(t u) \sim e^{-\gamma t u}$ in front, the term containing $C_{\phi}$ in Eq. (B.53) is a priori subleading for large $t$. We thus obtain

$$
\begin{align*}
& \int_{0}^{1} \mathrm{~d} u f(u)\left[\chi_{\phi}\left(p t^{-1 / z}, t u\right)+\left(p t^{-1 / z}\right)^{2} \chi_{x}(t u) C_{\phi}\left(p t^{-1 / z}, t u\right)\right] \\
& \simeq \int_{0}^{1} \mathrm{~d} u e^{t g(u)} \chi_{\phi}\left(p t^{-1 / z}, t u\right) \simeq \frac{e^{\gamma t-1}}{\gamma t} \chi_{\phi}\left(p t^{-1 / z}, t u^{*}\right) \int_{\mathbb{R}} \mathrm{d} u \exp \left[-\frac{\gamma^{2} t^{2}}{2}\left(u-u^{*}\right)^{2}\right] \\
& =\frac{\sqrt{2 \pi}}{(\gamma t)^{2}}{ }^{\gamma t-1} \chi_{\phi}\left(p t^{-1 / z}, t-1 / \gamma\right), \tag{B.56}
\end{align*}
$$

from which one reads the general asymptotic result

$$
\begin{equation*}
\left\langle X_{j}^{(2)}(t)\right\rangle \simeq \frac{\sqrt{2 \pi} v}{e \gamma^{2}} t^{-(d+2) / z} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} p_{j}\left|V_{p t^{-1 / z}}\right|^{2}\left(\mathbf{p} \cdot \mathbf{X}_{0}\right) \chi_{\phi}\left(p t^{-1 / z}, t-1 / \gamma\right) . \tag{B.57}
\end{equation*}
$$

This expression is in general model-dependent, through the specific form of the field susceptibility $\chi_{\phi}(q, t)$. Close to criticality, however, we can plug in the scaling form Eq. (1.35) to get

$$
\begin{equation*}
\left\langle X_{j}^{(2)}(t)\right\rangle \simeq t^{-1-(d+2 n) / z} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} p_{j} p^{2 n-2+z}\left(\mathbf{p} \cdot \mathbf{X}_{0}\right) \chi_{ \pm}\left(p t^{-1 / z} \xi, \frac{D a_{0}^{z}}{\xi^{z}}(t-1 / \gamma)\right), \tag{B.58}
\end{equation*}
$$

where we set $\eta=0$ since we are dealing with a free theory, and we generically assumed $V_{q} \sim q^{n}$ for small $q$; this also accounts for the case of a linear coupling to the $n$-th even derivative of the field as in Eq. (2.15) (see discussion in Appendix B.4). When $\xi \rightarrow \infty$, the $t$ dependence drops out of the $\mathrm{d}^{d} p$ integral and we recover the universal long-time scaling at criticality, see Eq. (2.19).

Using the free-field susceptibility in Eq. (1.31) allows to write explicitly, for model A and B at criticality $(r=0)$ and within the Gaussian approximation, the asymptotic estimate

$$
\begin{equation*}
\left\langle X_{j}(t)\right\rangle \simeq \frac{\sqrt{2 \pi} c_{d}}{z e d} \Gamma\left(1+\frac{d+2 n}{z}\right) \frac{\lambda^{2} X_{0}}{k}(\gamma t)^{-1}(D t)^{-(d+2 n) / z}, \tag{B.59}
\end{equation*}
$$

where the constant $c_{d}$ was defined in Eq. (B.35), and $\Gamma(x)$ is the Euler Gamma function. This determines the asymptotic amplitude of the average particle position. A similar calculation gives, for the off-critical model B,

$$
\begin{equation*}
\left\langle X_{j}(t)\right\rangle \simeq \frac{\sqrt{\pi / 2} c_{d}}{e d} \Gamma\left(1+\frac{d+2 n}{z}\right) \frac{\lambda^{2} X_{0} D}{k \gamma}(D r)^{-(2+n+d / 2)} t^{-2-(d+n) / 2} \tag{B.60}
\end{equation*}
$$

where we noted that the free-field susceptibility simplifies because $\left(p^{2} t^{-2 / z}+r\right) \simeq r$ at long times, and we changed the integration variable to $y=D r p^{2} \sqrt{t}$ in Eq. (B.57).

We emphasize that, in order to derive our expression for the average position of the particle in Eq. (B.49), we used explicitly the fact that the Hamiltonian of the field is Gaussian: this makes the
equation of motion for $\phi_{\mathbf{q}}(t)$ linear and thus exactly solvable via its linear response propagator. This prevents a direct application of our final scaling result, Eq. (B.58), to an interacting field theory. We postpone the investigation of a possible extension in this direction to future works.

## B. 6 Nonlinear transient behavior for large initial displacements

In this Appendix we investigate the transient behavior displayed by the perturbative solution in Eq. (2.13) when the initial displacement $X_{0}$ is chosen sufficiently large so as to depart from the linear response regime. Our analysis is based on the phenomenological observation that a transient regime exists, in which the average displacement of the particle decays algebraically, but with a characteristic intermediate exponent different from the one displayed at longer times. One then observes, for some time $t_{c}$, a crossover to the asymptotic behavior predicted by Eqs. (2.16) and (2.17); the value of $t_{c}$ grows as we increase the initial displacement $X_{0}$. Interestingly enough, the amplitude of the average position in the intermediate regime turns out to be independent of the value of $X_{0}$ itself. This behavior is well confirmed by numerical simulations of the system (see, e.g., Fig. 2.6b) and it is already visible at zero temperature; we thus focus here, for simplicity, on the noiseless case ( $T=0$ ).

Consider first the critical case $r=0$. Here the field propagator $\chi_{q}(t)$ defined in Eq. (1.31) can be expressed, both for model A and B dynamics, in the compact form

$$
\begin{equation*}
\chi_{q}(t)=D q^{z-2} e^{-D q^{z} t} \Theta(t) \tag{B.61}
\end{equation*}
$$

where $z=2+\alpha$ is the dynamical critical exponent. Stepping to dimensionless variables $s_{1} \rightarrow s_{1} / t$, $s_{2} \rightarrow s_{2} / t$ in Eq. (2.13) and rescaling momenta as $p=q X_{0}$, we can rewrite our perturbative solution for the average tracer position as [159]

$$
\begin{align*}
\left\langle X_{j}^{(2)}(t)\right\rangle= & \frac{X_{0}^{1-d}}{k} \Phi\left(\gamma t, \frac{t}{t_{c}}\right)  \tag{B.62}\\
\Phi\left(\Pi_{1}, \Pi_{2}\right)= & \Pi_{1} \Pi_{2} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} i p_{j} p^{\alpha}\left|V_{p / X_{0}}\right|^{2} \int_{0}^{1} \mathrm{~d} s_{2} \int_{0}^{s_{2}} \mathrm{~d} s_{1} e^{-\Pi_{1}\left(1-s_{2}\right)-\Pi_{2} p^{z}\left(s_{2}-s_{1}\right)} \\
& \times \exp \left[i p_{j}\left(e^{-\Pi_{1} s_{2}}-e^{-\Pi_{1} s_{1}}\right)\right], \tag{B.63}
\end{align*}
$$

where we set $t_{0}=0$ and we identified the crossover time $t_{c} \equiv X_{0}^{z} / D$. This has to be compared with the asymptotic expression we found in Eq. (2.19) which, upon setting $n=0$, can be expressed in terms of $t_{c}$ as

$$
\begin{equation*}
\left\langle X_{j}^{(2)}(t)\right\rangle \simeq \frac{c_{1} X_{0}^{1-d}}{k}(\gamma t)^{-1}\left(t / t_{c}\right)^{-d / z} \tag{B.64}
\end{equation*}
$$

The latter is, in fact, linear in $X_{0}$, so that at long times we can write

$$
\begin{equation*}
\left\langle X_{j}(t)\right\rangle \simeq c_{\infty} X_{0} t^{-\alpha_{\infty}}, \tag{B.65}
\end{equation*}
$$

where we introduced $\alpha_{\infty} \equiv 1+d / z$ and $c_{\infty} \propto \lambda^{2} /\left(\gamma k D^{d / z}\right)$ up to a numerical constant (see Eq. (B.59) in Appendix B.5).

We already noted that the correction in Eq. (2.13) to the average position vanishes at time $t=0$ (as well as for $t \rightarrow \infty$ ), and thus the function $\Phi\left(\Pi_{1}, \Pi_{2}\right)$ vanishes for $\Pi_{1}=\Pi_{2}=0$. However, studying such function analytically is difficult, mostly because $\Pi_{1}$ and $\Pi_{2}$ cannot really be treated as independent variables. Note, moreover, that a residual dependence on $X_{0}$ is left into the integral over the variable $p$ in Eq. (B.63) even after introducing dimensionless variables, thus complicating the analysis even further. Some progress can be made by assuming that, when $t_{c} \gg \tau_{\kappa}=\gamma^{-1}$ and the leading order $O\left(\lambda^{0}\right)$ exponential term has become negligible, the average position of the particle evolves according to a different scaling form, namely Eq. (2.39) of the main text. This second ansatz incorporates the phenomenological observation that the amplitude of the average position is independent of $X_{0}$ within the transient region $t \lesssim t_{c}$, while the behavior as a function of time $t$ remains algebraic with an exponent $\alpha_{0} \neq \alpha_{\infty}$. The underlying physical intuition is the following. At time $t=0$ the particle is put in contact with the field at position $X(0)=X_{0}$, and at short times it is dragged primarily by the restoring force of the harmonic trap, so that $\dot{X} \simeq-\gamma X_{0}$. On a timescale given by $\tau_{\kappa}=\gamma^{-1}$ the particle covers a distance $\Delta X$ of the order of $\Delta X \sim X_{0}$, so that it becomes relevant to take into account the time $t_{c}\left(X_{0}\right)$ taken by the field to rearrange over such a distance. This allows us to identify $t_{c}\left(X_{0}\right) \equiv \tau_{\phi}\left(q \sim 1 / X_{0}\right)$ in the language of Eq. (1.25), which tells us in particular that when $r=0$ this timescale is given by $t_{c}=X_{0}^{z} / D$. When $X_{0}$ is small, on the other hand, we enter the regime in which $t_{c} \ll \tau_{\kappa}$, and no crossover is observed within the asymptotic region $t \gg \tau_{\kappa}$.

The intermediate algebraic decay exponent $\alpha_{0}$ can be determined by comparing the asymptotic form of Eq. (2.39) with Eq. (B.65) and by matching powers of $X_{0}$ in the two expressions. This gives $\beta_{0}=1 / z$, and thus

$$
\begin{equation*}
\alpha_{0}=\alpha_{\infty}-\beta_{0}=1+\frac{d-1}{z} . \tag{B.66}
\end{equation*}
$$

This matching additionally instructs on which parameters control the amplitude of the average particle position within the transient regime, yielding, up to some numerical constant,

$$
\begin{equation*}
c_{0} \propto D^{1 / z} c_{\infty} \propto \frac{\lambda^{2}}{\gamma k} D^{(1-d) / z} . \tag{B.67}
\end{equation*}
$$

We verified that Eq. (B.66) correctly predicts the intermediate exponent in numerical plots of Eq. (2.13) and in numerical simulations of the system in various spatial dimensions $d$. Alternatively, we can rephrase Eq. (2.39) as

$$
\begin{equation*}
\left\langle X_{j}(t)\right\rangle \simeq c_{0} t_{c}^{\alpha_{0}} f_{2}(\tau), \tag{B.68}
\end{equation*}
$$

which is a function of the parameter $\tau=t / t_{c}$ only, having identified $f_{2}(\tau) \equiv \tau^{-\alpha_{0}} f(\tau)$. In the inset of Fig. 2.6b we thus plot $t_{c}^{-\alpha_{0}}\left\langle X_{j}(t)\right\rangle \propto f_{2}(\tau)$ in order to observe this scaling function from the collapse of numerical curves obtained for different values of the initial displacement $X_{0}$.

Above we presented the argument for the critical case $r=0$, but it can be easily extended so as to cover the off-critical case in model $B$, which also displays an eventual algebraic decay. From Eq. (1.25) with $q \sim 1 / X_{0}$ we read the crossover time $t_{c} \sim X_{0}^{2} /(D r)$, valid for $r^{-1 / 2}=\xi \ll X_{0}$. The asymptotic matching of Eq. (2.39) with the long-time decay exponents given in Eq. (2.17)
for $r>0$, i.e., $\alpha_{\infty}=2+d / 2$, yields the prediction $\alpha_{0}=2+(d-1) / 2$ for the intermediate decay exponent, and

$$
\begin{equation*}
c_{0} \propto \sqrt{D r} c_{\infty} \propto \frac{\lambda^{2} D}{\gamma k}(D r)^{-(d+3) / 2} \tag{B.69}
\end{equation*}
$$

This correctly describes the transient behavior observed in numerical simulations for the offcritical case in model B.

## B. 7 Adiabatic elimination of the field degrees of freedom

Following Refs. [9,53], we derive an adiabatic approximation of the dynamics of the system by integrating out the field degrees of freedom from the Fokker-Planck equation (2.31), under the assumption that they relax much faster than the position $\mathbf{X}(t)$ of the particle. Since we have denoted by $D$ and $v$ the mobility of the field and the particle respectively, which set the timescales for their relaxation, we will initially use their ratio $v / D$ as a small parameter for our expansion. A later comparison with the weak-coupling solution discussed in Section 2.2 will lead us to conclude that the adiabatic approximation is in fact only reliable for a dissipative field dynamics (model A) and sufficiently far from the critical point so that $\operatorname{Dr} \gg \gamma \equiv \nu \kappa$, being $\tau_{\kappa}=\gamma^{-1}$ the relaxation timescale of the particle.

To simplify the notation, let us first rewrite the Langevin equations (2.27) and (2.28) as

$$
\begin{align*}
\dot{\mathbf{X}} & =-v \kappa \mathbf{X}+\sum_{\sigma=R, I} \int_{\mathbb{R}^{d}} \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \mathbf{f}_{\mathbf{q}}^{\sigma} \phi_{\mathbf{q}}^{\sigma}+\xi(t) \equiv \mathbf{F}(\mathbf{X}, \phi ; t)+\xi(t),  \tag{B.70}\\
\dot{\phi}_{\mathbf{q}}^{\sigma} & =-\alpha_{\mathbf{q}} \phi_{\mathbf{q}}^{\sigma}+D \lambda q^{\alpha} g_{\mathbf{q}}^{\sigma}+\eta_{\mathbf{q}}^{\sigma} \equiv-a \phi_{\mathbf{q}}^{\sigma}-b+\eta_{\mathbf{q}^{\prime}}^{\sigma} \tag{B.71}
\end{align*}
$$

where $\sigma=R, I$ indicate the real or the imaginary part, respectively. Here we introduced $g_{\mathbf{q}}(\mathbf{X}) \equiv$ $V_{q} \exp (-i \mathbf{q} \cdot \mathbf{X})$ as in Section 2.3.1, while

$$
\left\{\begin{array}{l}
a \equiv \alpha_{\mathbf{q}}=D q^{\alpha}\left(q^{2}+r\right)  \tag{B.72}\\
b \equiv-D \lambda q^{\alpha} g_{\mathbf{q}}^{\sigma} \\
c \equiv \Gamma_{\phi} / 2=D T q^{\alpha}
\end{array}\right.
$$

and $\mathbf{f}_{\mathbf{q}}^{\sigma} \equiv \nu \lambda \mathbf{q}\binom{g_{\mathbf{q}}^{I}}{-g_{\mathbf{q}}^{R}}$. The noise amplitudes can be obtained from Eqs. (1.2) and (1.17),

$$
\begin{align*}
\left\langle\xi_{i}(t) \xi_{j}\left(t^{\prime}\right)\right\rangle & =2 v T \delta_{i j} \delta\left(t-t^{\prime}\right) \equiv \Gamma_{x} \delta_{i j} \delta\left(t-t^{\prime}\right)  \tag{B.73}\\
\left\langle\eta_{\mathbf{q}}^{\sigma}(t) \eta_{\mathbf{q}^{\prime}}^{\sigma}\left(t^{\prime}\right)\right\rangle & =\frac{\Gamma_{\phi}}{2}\left[\delta^{d}\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \pm \delta^{d}\left(\mathbf{q}+\mathbf{q}^{\prime}\right)\right] \delta\left(t-t^{\prime}\right) \tag{B.74}
\end{align*}
$$

where the plus sign in Eq. (B.74) is assumed for the real part $\sigma=R$, and the minus sign for $\sigma=I$. The average values of all the noises involved here vanish, and so do the cross correlations such as $\left.\left\langle\eta_{\mathbf{q}}^{R}(t) \eta_{\mathbf{q}^{\prime}}^{I} t^{\prime}\right)\right\rangle$ or $\left\langle\eta_{\mathbf{q}}^{\sigma}(t) \xi_{j}\left(t^{\prime}\right)\right\rangle$. We note that rescaling time in Eq. (B.70) as $t \rightarrow v t$ is tantamount to setting $v \equiv 1$ and replacing $D \rightarrow \widetilde{D}=D / v$ in all the above relations; we will henceforth use $\widetilde{D}^{-1}$ as an adiabaticity parameter.

In this notation, the Fokker-Planck equation for the joint probability distribution $\mathcal{P}[\phi, \mathbf{X}, t]$ becomes

$$
\begin{equation*}
\partial_{t} \mathcal{P}=\left[\mathcal{L}_{X}+\sum_{\sigma=R, I} \int_{\mathbb{R}^{d}} \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \mathcal{L}_{\mathbf{q}}^{\sigma}\right] \mathcal{P}, \tag{B.75}
\end{equation*}
$$

where, recalling the definition of $\mathbf{F}$ in Eq. (B.70), we introduced

$$
\begin{equation*}
\mathcal{L}_{X}=-\nabla \cdot \mathbf{F}+\frac{\Gamma_{X}}{2} \nabla^{2}, \quad \mathcal{L}_{\mathrm{q}}^{\sigma}=\partial_{\phi}(a \phi+b)+c \partial_{\phi^{\prime}}^{2} \tag{B.76}
\end{equation*}
$$

with $\partial_{\phi} \equiv \frac{\delta}{\delta \phi_{q}^{\sigma}}$. Let us also denote, for brevity,

$$
\begin{equation*}
\int^{\prime} \mathrm{d}^{d} q \equiv \sum_{\sigma=R, I} \int_{\mathbb{R}^{d}} \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}}, \tag{B.77}
\end{equation*}
$$

and omit the indication of the superscript $\sigma$ from now on: a further dependence on $\sigma$ will be understood whenever a quantity depends on $\mathbf{q}$.

The approach described below resembles the Born-Oppenheimer approximation for solving the Schrödinger equation for an atom under the assumption that the dynamics of the nucleus is much slower than that of the surrounding electrons. For each fixed $\mathbf{X}$, we consider the eigenfunctions $\varphi_{n_{\mathbf{q}}}\left(\phi_{\mathbf{q}} ; \mathbf{X}\right)$ of the operators $\mathcal{L}_{\mathbf{q}}$ defined in Eq. (B.76), each satisfying an eigenvalue equation

$$
\begin{equation*}
\lambda_{n_{\mathbf{q}}}(\mathbf{X}) \varphi_{n_{\mathbf{q}}}\left(\phi_{\mathbf{q}} ; \mathbf{X}\right)=-\mathcal{L}_{\mathbf{q}} \varphi_{n_{\mathbf{q}}}\left(\phi_{\mathbf{q}} ; \mathbf{X}\right) . \tag{B.78}
\end{equation*}
$$

We can expand the joint probability density $\mathcal{P}[\phi, \mathbf{X}, t]$ as

$$
\begin{equation*}
\mathcal{P}[\phi, \mathbf{X}, t]=\sum_{\mathbf{n}} P_{\mathbf{n}}(\mathbf{X}, t) \Phi_{\mathbf{n}}[\phi ; \mathbf{X}], \quad \Phi_{\mathbf{n}}[\phi ; \mathbf{X}] \equiv \prod_{\mathbf{q} \in \mathbb{R}^{d}}^{\prime} \varphi_{n_{\mathbf{q}}}\left(\phi_{\mathbf{q}} ; \mathbf{X}\right), \tag{B.79}
\end{equation*}
$$

where $\mathbf{n}=\left\{n_{\mathbf{q}}\right\}$ is the collection of the excitation numbers for each mode, and the prime sign again indicates a further product over real and imaginary parts. Using the property [53]

$$
\begin{equation*}
\int \mathcal{D} \phi \Phi_{\mathbf{n}}[\phi ; \mathbf{X}]=\delta_{\mathbf{n} 0} \tag{B.80}
\end{equation*}
$$

one can show that the marginal probability distribution $P_{0}(\mathbf{X}, t)$ of the position of the particle can be obtained as

$$
\begin{equation*}
P_{0}(\mathbf{X}, t)=\int \mathcal{D} \phi \mathcal{P}[\phi, \mathbf{X}, t] . \tag{B.81}
\end{equation*}
$$

In the following, we will thus derive an effective evolution equation for $P_{0}(\mathbf{X}, t)$.

## B.7.1 Transformation to a Schrödinger-type operator

It is well known (see, e.g., Ref. [53]) that a Fokker-Planck operator $\mathcal{L}_{\mathrm{FP}}$ acting on a probability distribution $P$ can be brought, under suitable conditions, into a self-adjoint form via a similarity transformation

$$
\begin{equation*}
\mathcal{H}_{\mathrm{FP}}=e^{\Phi_{\mathrm{st}} / 2} \mathcal{L}_{\mathrm{FP}} e^{-\Phi_{\mathrm{st}} / 2} \tag{B.82}
\end{equation*}
$$

In the case of natural boundary conditions [53], the function $\Phi_{\mathrm{st}}$ is simply related to the stationary distribution $P_{\text {st }}=\mathcal{N} \exp \left\{-\Phi_{\text {st }}\right\}$, where $\mathcal{N}$ is a normalization constant. This way the FokkerPlanck equation

$$
\begin{equation*}
\partial_{t} P=\mathcal{L}_{\mathrm{FP}} P \quad \leftrightarrow \quad \partial_{t} \widetilde{P}=\mathcal{H}_{\mathrm{FP}} \widetilde{P} \tag{B.83}
\end{equation*}
$$

takes the form of a time-dependent Schrödinger equation in imaginary time for the transformed $\widetilde{P}=e^{\Phi_{\mathrm{st}} / 2} P$. One can check that its eigenfunctions $\psi_{n}$ defined by

$$
\begin{equation*}
\varphi_{n}=\psi_{n} \psi_{0}, \quad \text { with } \psi_{0}^{2}=P_{\text {st }} \tag{B.84}
\end{equation*}
$$

have the same eigenvalues as $\mathcal{L}_{\mathrm{FP}}$ and form an orthonormal set,

$$
\begin{equation*}
\int \psi_{n} \psi_{m}=\delta_{n m} \tag{B.85}
\end{equation*}
$$

Now we observe that each of the operators $\mathcal{L}_{\mathbf{q}}^{\sigma}$ defined in Eq. (B.76) can be mapped onto

$$
\begin{equation*}
\mathcal{H}_{\mathrm{FP}}=c \partial_{\phi}^{2}-W(\phi) \equiv-a \hat{a}^{\dagger} \hat{a} \tag{B.86}
\end{equation*}
$$

using the similarity transformation in Eq. (B.82). Here

$$
\begin{equation*}
W(\phi)=\frac{a^{2}}{4 c}\left(\phi+\frac{b}{a}\right)^{2}-\frac{a}{2} \tag{B.87}
\end{equation*}
$$

is a simple harmonic potential, while $\hat{a}^{\dagger}$ and $\hat{a}$ are the raising and lowering bosonic operators defined by

$$
\begin{equation*}
\hat{a}=\sqrt{\frac{a}{4 c}}\left(\tilde{\phi}+\frac{2 c}{a} \partial_{\tilde{\phi}}\right), \quad \hat{a}^{\dagger}=\sqrt{\frac{a}{4 c}}\left(\tilde{\phi}-\frac{2 c}{a} \partial_{\tilde{\phi}}\right), \tag{B.88}
\end{equation*}
$$

where we introduced

$$
\begin{equation*}
\tilde{\phi} \equiv \phi+\frac{b}{a}=\sqrt{\frac{c}{a}}\left(\hat{a}+\hat{a}^{\dagger}\right) . \tag{B.89}
\end{equation*}
$$

The solution to the eigenvalue problem (analogous to Eq. (B.78))

$$
\begin{equation*}
\lambda_{n} \psi_{n}=-\mathcal{H}_{\mathrm{FP}} \psi_{n} \tag{B.90}
\end{equation*}
$$

is then given by the set of eigenvalues $\lambda_{n}=a n$, and the corresponding eigenfunctions are

$$
\begin{equation*}
\psi_{n}(\tilde{\phi})=\frac{1}{\sqrt{2^{n} n!}} H_{n}\left(\sqrt{\frac{a}{2 c}} \tilde{\phi}\right) \psi_{0}(\tilde{\phi}), \quad \psi_{0}(\tilde{\phi})=\left(\frac{a}{2 \pi c}\right)^{1 / 4} e^{-a \tilde{\phi}^{2} /(4 c)}, \tag{B.91}
\end{equation*}
$$

where $H_{n}(z)$ are Hermite polynomials [303]. Note that using $P_{\text {st }}=\psi_{0}^{2}(\tilde{\phi})$, as prescribed by Eq. (B.84), correctly renders the ( $\mathbf{q}, \sigma$ )-dependent part of the stationary distribution of the field at fixed particle position $\mathbf{X}$, which is in our case the canonical one. Indeed, rewriting the Hamiltonian in Eq. (2.1) in Fourier space we get

$$
\begin{align*}
\mathcal{P}_{\mathrm{st}}(\phi ; x) & \propto e^{-\beta \mathcal{H}} \propto \exp \left\{-\beta \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}}\left[\frac{1}{2}\left(q^{2}+r\right) \phi_{\mathbf{q}} \phi_{-\mathbf{q}}-\lambda V_{q} e^{-i \mathbf{q} \cdot \mathbf{x}} \phi_{\mathbf{q}}\right]\right\} \\
& =\exp \left\{-\beta \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}}\left[\frac{1}{2}\left(q^{2}+r\right)\left(\left(\phi_{\mathbf{q}}^{R}\right)^{2}+\left(\phi_{\mathbf{q}}^{I}\right)^{2}\right)-\lambda\left(\phi_{\mathbf{q}}^{R} g_{\mathbf{q}}^{R}+\phi_{\mathbf{q}}^{I} g_{\mathbf{q}}^{I}\right)\right]\right\}, \tag{B.92}
\end{align*}
$$

which factorizes over the modes and their real and imaginary parts. This coincides with $P_{\mathrm{st}}=$ $\psi_{0}^{2}(\tilde{\phi})$ upon substituting the definition of $\tilde{\phi}$ in Eq. (B.89) and of $a, b, c$ in Eq. (B.72).

## B.7.2 Effective Fokker-Planck equation

Following Ref. [9], we now generalize that approach from two to an infinite set of coupled Langevin equations. In order to obtain an evolution equation for each of the $P_{\mathbf{n}}(\mathbf{X}, t)$, we first substitute the expansion of $\mathcal{P}[\phi, \mathbf{X}, t]$ in Eq. (B.79) into the Fokker-Planck equation (B.75) and we multiply both sides by $\Psi_{\mathrm{m}} / \Psi_{0}$, where (recall $\Phi_{\mathrm{m}}=\Psi_{\mathrm{m}} \Psi_{0}$ )

$$
\begin{equation*}
\Psi_{\mathbf{m}}[\phi ; \mathbf{X}]=\prod_{\mathbf{q} \in \mathbb{R}^{d}}^{\prime} \psi_{m_{\mathbf{q}}}\left(\phi_{\mathbf{q}} ; \mathbf{X}\right) . \tag{B.93}
\end{equation*}
$$

Then we take the functional integral over $\mathcal{D} \phi$ and use the orthogonality relation

$$
\begin{equation*}
\int \mathcal{D} \phi \Psi_{\mathrm{m}} \Psi_{\mathrm{n}}=\delta_{\mathrm{mn}} \tag{B.94}
\end{equation*}
$$

which follows from Eq. (B.85). We now notice that the eigenvalue equation (B.78) implies

$$
\begin{equation*}
\int^{\prime} \mathrm{d}^{d} q \mathcal{L}_{\mathbf{q}} \Phi_{\mathbf{n}}[\phi ; \mathbf{X}]=-\int^{\prime} \mathrm{d}^{d} q \lambda_{n_{\mathbf{q}}}[\mathbf{X}] \Phi_{\mathbf{n}}[\phi ; \mathbf{X}]=-\lambda_{\mathbf{n}} \Phi_{\mathbf{n}}[\phi ; \mathbf{X}] \tag{B.95}
\end{equation*}
$$

where we introduced

$$
\begin{equation*}
\lambda_{\mathbf{n}} \equiv \int^{\prime} \mathrm{d}^{d} q \lambda_{n_{\mathbf{q}}}=\int^{\prime} \mathrm{d}^{d} q n_{\mathbf{q}} a_{\mathbf{q}} . \tag{B.96}
\end{equation*}
$$

(Note that we reintroduced the $\mathbf{q}$-dependence in $a$ defined in Eq. (B.72), which had so far been omitted for brevity). Some straightforward algebra [9] then gives (omitting the various functional dependencies from $\left.P_{\mathbf{n}}=P_{\mathbf{n}}(\mathbf{X}, t)\right)$

$$
\begin{equation*}
\partial_{t} P_{\mathbf{m}}=\sum_{\mathbf{n}}\left\langle\frac{\Psi_{\mathbf{n}}}{\Psi_{0}} \mathcal{L}_{X} \Phi_{\mathbf{n}}\right\rangle P_{\mathbf{n}}-\lambda_{\mathbf{m}} P_{\mathbf{m}} \tag{B.97}
\end{equation*}
$$

where by the average symbol we mean

$$
\begin{equation*}
\langle\cdots\rangle=\int \mathcal{D} \phi(\cdots)=\int \prod_{\mathbf{q} \in \mathbb{R}^{d}}{ }^{\prime} \mathrm{d} \phi_{\mathbf{q}}(\cdots) \tag{B.98}
\end{equation*}
$$

In particular, the marginal distribution of the particle position defined in Eq. (B.81) evolves according to

$$
\begin{equation*}
\partial_{t} P_{0}=\left\langle\mathcal{L}_{X} \Phi_{0}\right\rangle P_{\mathbf{0}}+\sum_{\mathbf{n} \neq 0}\left\langle\mathcal{L}_{X} \Phi_{\mathbf{n}}\right\rangle P_{\mathbf{n}}, \tag{B.99}
\end{equation*}
$$

because $\lambda_{\mathbf{0}}=0$ (we proved this in Sec. B.7.1). By $\mathbf{n} \neq 0$ in the sum above we mean that the numbers $n_{\mathbf{q}}$ cannot be all zero simultaneously. Since all the other $P_{\mathbf{m}}$ 's decay on timescales $\lambda_{\mathrm{m}}^{-1} \propto \widetilde{D}^{-1}$, we can solve for $P_{\mathbf{m}}$ up to $O\left(\widetilde{D}^{-1}\right)$ by setting $\partial_{t} P_{\mathbf{m}}=\delta_{\mathbf{m} 0}$ in Eq. (B.97) and keeping only the term $\mathbf{n}=0$ in the sum, whence

$$
\begin{equation*}
P_{\mathrm{m}}=\frac{1}{\lambda_{\mathrm{m}}}\left\langle\frac{\Psi_{\mathrm{m}}}{\Psi_{0}} \mathcal{L}_{X} \Phi_{0}\right\rangle P_{0}+O\left(\frac{1}{\widetilde{D}^{2}}\right) . \tag{B.100}
\end{equation*}
$$

Plugging this result back into Eq. (B.99) and using the fact that $\left\langle\nabla^{2} \Phi_{\mathbf{n}}\right\rangle=0$ because of Eq. (B.80), we get an evolution equation for the reduced probability density

$$
\begin{equation*}
\partial_{t} P_{0}(\mathbf{X}, t)=\mathcal{L}^{\text {eff }} P_{0}(\mathbf{X}, t), \tag{B.101}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{L}^{\mathrm{eff}}= & -\nabla \cdot\left\langle\mathbf{F} \Psi_{0}^{2}\right\rangle+\frac{\Gamma_{x}}{2} \nabla^{2}+\sum_{\mathbf{n} \neq 0} \nabla \cdot\left\langle\Psi_{\mathbf{n}} \mathbf{F} \Psi_{0}\right\rangle \frac{1}{\lambda_{\mathbf{n}}}\left[\nabla \cdot\left\langle\Psi_{\mathbf{n}} \mathbf{F} \Psi_{0}\right\rangle-\left\langle\Psi_{0}^{2} \mathbf{F} \cdot\left(\nabla \frac{\Psi_{\mathbf{n}}}{\Psi_{0}}\right)\right\rangle\right. \\
& \left.-2 \Gamma_{x}\left\langle\Psi_{\mathbf{n}} \nabla \Psi_{0}\right\rangle \cdot \nabla-\frac{\Gamma_{x}}{2}\left\langle\frac{\Psi_{\mathbf{n}}}{\Psi_{0}}\left(\nabla^{2} \Psi_{0}^{2}\right)\right\rangle\right]+O\left(\frac{1}{\widetilde{D}^{2}}\right) . \tag{B.102}
\end{align*}
$$

Recall that in general $\lambda_{\mathrm{n}}=\lambda_{\mathrm{n}}[\mathbf{X}]$ (although not in our specific case), while we did not indicate the dependence on $\mathbf{X}$ and $\phi$ of $\mathbf{F}$ and $\Psi_{\mathbf{n}}$, so as to lighten the notation. The result in Eq. (B.101) is analogous to Eq. (2.13) in Ref. [9], which was derived for the simple case of two coupled scalar equations (but note that the analog of the second term in braces in Eq. (B.102) was reported with the wrong sign in Ref. [9]).

In order to compute the averages that appear in Eq. (B.102), we can make explicit use of the fact that $\mathbf{F}$ is linear in each of the $\phi_{\mathbf{q}}$, hence also in the bosonic creation and annihilation operators $\hat{a}_{\mathbf{q}}^{\dagger}$ and $\hat{a}_{\mathbf{q}}$. Let us inspect explicitly one of these terms:

$$
\begin{align*}
\left\langle\Psi_{\mathbf{n}} \mathbf{F} \Psi_{0}\right\rangle & =-v k \mathbf{X}\left\langle\Psi_{\mathbf{n}} \Psi_{0}\right\rangle+\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \mathrm{f}_{\mathbf{q}}\left\langle\Psi_{\mathbf{n}}\right| \tilde{\phi}_{\mathbf{q}}-\frac{b_{\mathbf{q}}}{a_{\mathbf{q}}}\left|\Psi_{\mathbf{0}}\right\rangle \\
& =-v k \mathbf{X} \delta_{\mathbf{n} 0}+\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \mathrm{f}_{\mathbf{q}}\left[\sqrt{\frac{c_{\mathbf{q}}}{a_{\mathbf{q}}}}\left\langle\Psi_{\mathbf{n}}\right| \hat{a}_{\mathbf{q}}+\hat{a}_{\mathbf{q}}^{\dagger}\left|\Psi_{0}\right\rangle-\frac{b_{\mathbf{q}}}{a_{\mathbf{q}}}\left\langle\Psi_{\mathbf{n}} \Psi_{0}\right\rangle\right] \\
& =-v k \mathbf{X} \delta_{\mathbf{n} 0}+\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \mathbf{f}_{\mathbf{q}}\left[\sqrt{\frac{c_{\mathbf{q}}}{a_{\mathbf{q}}}} \delta_{\mathbf{n q}}-\frac{b_{\mathbf{q}}}{a_{\mathbf{q}}} \delta_{\mathbf{n} 0}\right], \tag{B.103}
\end{align*}
$$

where we used the definition of $\tilde{\phi}_{\mathbf{q}}$ in Eq. (B.89); the $\delta_{\mathbf{n q}}$ in the last line selects the element $\mathbf{n}$ with $n_{\mathbf{p}}=\delta_{\mathbf{p q}}$, while $\delta_{\mathbf{n} 0}$ selects the "ground state" with $n_{\mathbf{p}}=0$ for every $\mathbf{p}$. Next, note that

$$
\begin{equation*}
\nabla \cdot\left\langle\Psi_{\mathbf{n}} \mathbf{F} \Psi_{\mathbf{0}}\right\rangle \frac{1}{\lambda_{\mathbf{n}}} \nabla \cdot\left\langle\Psi_{\mathbf{n}} \mathbf{F} \Psi_{\mathbf{0}}\right\rangle=\sum_{i, j} \partial_{i}\left\langle\Psi_{\mathbf{n}} F_{i} \Psi_{0}\right\rangle \frac{1}{\lambda_{\mathbf{n}}} \partial_{j}\left\langle\Psi_{\mathbf{n}} F_{j} \Psi_{0}\right\rangle, \tag{B.104}
\end{equation*}
$$

and for the sake of simplicity we will assume isotropy of the interaction potential (i.e., $V_{q}$ depends only on $q=|\boldsymbol{q}|)$. This implies that no mixed derivative of the form $\partial_{i} \partial_{j}$ will survive the $\mathrm{d}^{d} q$ integration, so that a $\delta_{i j}$ can be understood in the sum. Similar considerations apply to the other averages in Eq. (B.102), which can be dealt with using the properties of Hermite polynomials (or equivalently the bosonic algebra); it is crucial at some point to reinstate the dependence on $\sigma$, because many of the contributions cancel out when taking $\sum_{\sigma}$. A lengthy but simple computation gives, once reinstating the original parameters $v$ and $D$,

$$
\begin{equation*}
\mathcal{L}^{\mathrm{eff}}=\sum_{j=1}^{d}\left[\partial_{j}\left(\chi_{j} v k X_{j}\right)+\chi_{j} v T \partial_{j}^{2}\right]+O\left(\left(\frac{v}{D}\right)^{2}\right), \tag{B.105}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{j} \equiv 1-\frac{\lambda^{2} v}{D} \int_{\mathbb{R}} \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{q_{j}^{2}}{q^{\alpha}\left(q^{2}+r\right)^{2}}\left|V_{q}\right|^{2} . \tag{B.106}
\end{equation*}
$$

As we had already assumed $V_{q}$ to be isotropic, then $\chi_{j}=\chi$ is the same for all the components (i.e., it is independent of the index $j$ ). It can be easily computed by replacing $q_{j}^{2} \rightarrow q^{2} / d$ in the integral, leading to the final result in Eq. (2.34).

We conclude by noting that our effective equation (2.34) is heuristically consistent with the results of Refs. [84, 85]. Similarly, we can consider several copies of the effective Fokker-Planck operator obtained in Ref. [9] (let us call it $\mathcal{L}_{\mathrm{K}}^{\text {eff }}$ ), one for each of the field modes ( $\mathbf{q}, \sigma$ ) and particle components $j$. Calling then each of these copies $\mathcal{L}_{\mathrm{K}}^{\text {eff }} \equiv \mathcal{L}_{j}^{\sigma, \boldsymbol{q}}$, one can recover our result $\mathcal{L}^{\text {eff }}$ as

$$
\begin{equation*}
\mathcal{L}^{\mathrm{eff}}=\sum_{j=1}^{d} \sum_{\sigma=R, I} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \mathcal{L}_{j}^{\sigma, \mathbf{q}} . \tag{B.107}
\end{equation*}
$$

## B. 8 Numerical simulation

Numerical simulations are performed by direct integration of the coupled Langevin equations of motion (2.5) and (2.6). Field variables are discretized as $\left\{\phi_{i}(t)\right\}_{i=1}^{N}$ with $\phi_{i}(t) \equiv \phi\left(\mathbf{x}_{i}, t\right) \in \mathbb{R}$, and they sit on the $N=L^{d}$ sites of a $d$-dimensional hypercubic lattice of side length $L$. Distances are measured in units of the lattice spacing $a$, which we retain for clarity in the following formulas, but which will be eventually set to unity. The coordinate $\mathbf{X}(t) \in \mathbb{R}^{d}$ of the center of the particle is taken to be real-valued, i.e., the particle is not constrained to move on the lattice sites only. Upon integration by parts, the equation of motion of the particle can be rewritten as

$$
\begin{equation*}
\dot{\mathbf{X}}(t)=-v k \mathbf{X}+v \lambda \int \mathrm{~d}^{d} x V(\mathbf{x}-\mathbf{X}) \nabla \phi(\mathbf{x})+\xi(t) \simeq-v k \mathbf{X}+v \lambda \sum_{i=1}^{N} V\left(\mathbf{x}_{i}-\mathbf{X}\right) \widetilde{\mathbf{\nabla}} \phi_{i}+\xi(t), \tag{B.108}
\end{equation*}
$$

where we introduced the discrete gradient

$$
\begin{equation*}
\widetilde{\nabla}_{j} \phi_{i}=\frac{\phi\left(\mathbf{x}_{i}+\hat{\mu}_{j}\right)-\phi\left(\mathbf{x}_{i}-\hat{\mu}_{j}\right)}{2 a} \tag{B.109}
\end{equation*}
$$

with $\hat{\mu}_{j}$ locating the position of the 2 neighbouring sites of each $\mathbf{x}_{i}$ along direction $j$. The discretized equation of motion for the field $\phi_{i}$ in model A reads

$$
\begin{equation*}
\partial_{t} \phi_{i}(t)=-D\left[(r-\widetilde{\Delta}) \phi_{i}(t)-\lambda V\left(\mathbf{x}_{i}-\mathbf{X}(t)\right)\right]+\eta_{i}(t), \tag{B.110}
\end{equation*}
$$

where $\eta_{i}(t)$ is a Gaussian random variable with variance $\left\langle\eta_{i}(t) \eta_{j}\left(t^{\prime}\right)\right\rangle=2 D T a^{-1} \delta_{i j} \delta\left(t-t^{\prime}\right)$. We also defined the discrete Laplacian

$$
\begin{equation*}
\widetilde{\Delta} \phi_{i}=\frac{1}{a^{2}} \sum_{\langle k, i\rangle}\left(\phi_{k}-\phi_{i}\right), \tag{B.111}
\end{equation*}
$$

where the sum runs over the $2 d$ neighbouring sites of $\mathbf{x}_{i}$. Similarly, the discretized equation of motion for the field in model B reads

$$
\begin{equation*}
\partial_{t} \phi_{i}(t)=D \widetilde{\Delta}\left[(r-\widetilde{\Delta}) \phi_{i}(t)-\lambda V\left(\mathbf{x}_{i}-\mathbf{X}(t)\right)\right]+\widetilde{\boldsymbol{\nabla}} \cdot \boldsymbol{\eta}_{i}(t) \tag{B.112}
\end{equation*}
$$

where $\eta_{i}(t)$ is a vectorial noise with zero mean and variance

$$
\begin{equation*}
\left\langle\eta_{i}^{(\alpha)}(t) \eta_{j}^{(\beta)}\left(t^{\prime}\right)\right\rangle=2 D T a^{-1} \delta_{i j} \delta_{\alpha \beta} \delta\left(t-t^{\prime}\right), \tag{B.113}
\end{equation*}
$$

and we take its discrete divergence as $\widetilde{\nabla}_{\alpha} \eta_{i}^{(\alpha)}(t)$. We chose in both cases a Gaussian interaction potential as in Eq. (2.4), which yields a smooth expression for its Laplacian

$$
\begin{equation*}
\nabla^{2} V_{\mathrm{G}}(\mathbf{x})=\frac{|\mathbf{x}|^{2}-R^{2} d}{R^{4}} V_{\mathrm{G}}(\mathbf{x}) . \tag{B.114}
\end{equation*}
$$

Equations (B.108) and (B.110) (or (B.112)) represent a set of $(N+d)$ ordinary stochastic differential equations which can be integrated by standard methods in real space [304]. We choose a simple Euler-Maruyama scheme (order $\Delta t^{1 / 2}$ ) for the evolution of the field variables and a more refined method, i.e., the Stochastic Runge-Kutta (order $\Delta t^{3 / 2}$, see Ref. [305]), for the particle coordinate. We expect this to improve the stability of the particle dynamics in spite of the lower-order algorithm adopted for the field, because the latter only contributes at $O(\lambda \ll 1)$ to the evolution of the particle.

At the beginning of each trial, we prepare the field in its equilibrium distribution at temperature $T$ in Fourier space and then move back to real space using a discrete Fourier transform. We then add the particle at position $X_{0} \neq 0$, and record its relaxation trajectory as it moves towards the center of the harmonic trap. Simulations performed at temperature $T \sim O\left(10^{-1}\right)$ on a lattice with side $L \sim O\left(10^{3}\right)$, such as the one shown in Fig. 2.6a, require $O\left(10^{8}-10^{9}\right)$ trials in order to obtain a clear sample of the algebraic decay of the average particle position. Indeed, the signal/noise ratio becomes increasingly small at long times, which is the region we are mostly interested in. The complete code written in C is available open source on GitHub [306].

## B. 9 A first quantitative estimate

In this Appendix we attempt a comparison between our model with off-critical model B dynamics, and experiments performed on colloidal particles in binary liquid mixtures. Even though our model is not meant to give a realistic description of such a physical system (for instance, hydrodynamic effects are ignored), it is still interesting to inspect the typical orders of magnitude and check how large the algebraic behavior of the average particle position can be made, compared with its radius $R$.

Following Sections 2.4.1 and 2.4.2, we start by choosing the value of the initial displacement $X_{0}$ in order to maximize the amplitude of the particle position at the crossover time $t_{c}$. This was given in Eq. (2.44), which suggests to take $X_{0}$ as small as possible, but still sufficiently large so that the assumption $t_{c}>\tau_{\kappa}$ we made in Section 2.4.1 is still satisfied. Recall that $t_{c}$ is the time taken by the field in order to relax over a length scale $\sim X_{0}$, and it can be identified in the off-critical model B with $t_{c} \sim X_{0}^{2} / D r$.

What is the typical size of $t_{c}$ ? While $r=\xi^{-1 / 2}$ and it is simple to plug in typical values for the correlation length $\xi$ which can be obtained in experiments, it is not obvious how large a realistic $D$ is. Within model B, we learn from Eq. (1.25) that $\tau_{\phi}^{-1} \simeq D r q^{2}$ for wavelengths $q \ll r^{1 / 2}=1 / \xi$. However, real binary fluid mixtures are generally described by model $\mathrm{H}[54,59]$, where the field relaxation time for $q \xi \ll 1$ is given within mode-coupling theory by $\tau_{\phi}^{-1} \simeq D_{\xi} q^{2}$, with [307]

$$
\begin{equation*}
D_{\xi}=\frac{k_{B} T}{6 \pi \eta \xi}, \tag{B.115}
\end{equation*}
$$

being $\eta$ the fluid viscosity. Note the similarity with the free diffusion coefficient of the colloid $\left\langle X^{2}(t)\right\rangle \simeq D_{R} t$,

$$
\begin{equation*}
D_{R}=\frac{k_{B} T}{6 \pi \eta R} \tag{B.116}
\end{equation*}
$$

Typical colloid radii are of the order of $R \simeq 1 \mu \mathrm{~m}$, while typical correlation lengths obtainable with a water-lutidine mixture are or the order of a few tens of nanometers [35,36]. To give a heuristic estimate of $D$, we compare the diffusion coefficient of the order parameter fluctuations in model B with that of model H , thus identifying $\mathrm{Dr} \simeq D_{\xi}$, which renders $t_{c} \simeq X_{0}^{2} / D_{\xi}$.

Equation (2.44) still contains the dimensionless parameter $g$, which sets the strength of the interaction between the field and the particle. Its amplitude will depend on the specific coupling mechanism realized in a certain experiment, and clearly the overall effect will be enhanced if $g$ can be made larger. However, here we take $g \sim 1$ in order to remain within the perturbative regime, under which most of the analyses in this work were carried out.

To fix the ideas, we take $t_{c} \sim 4 \tau_{\kappa}$, whence $X_{0} \simeq \sqrt{2 \tau_{\kappa} D_{\xi}}$. From Eq. (2.44) we read

$$
\begin{equation*}
\frac{\left\langle X_{j}\left(t_{c}\right)\right\rangle}{R} \sim\left(\frac{4 \tau_{\kappa} D_{\xi}}{R^{2}}\right)^{(1-d-z) / 2} \sim\left(\frac{200 \tau_{\kappa} D_{R}}{R^{2}}\right)^{-(d+3) / 2} \tag{B.117}
\end{equation*}
$$

where in the last step we inserted the realistic estimate $\xi \sim R / 50$ and we set $z=4$. Now we note that $\tau_{d} \sim R^{2} / D_{R}$ is the timescale of thermal diffusion of the colloid over a distance of the order of its own radius. A typical value for the free diffusion coefficent is $D_{R} \simeq 0.22(\mu m)^{2} s^{-1}$ [36], whence $\tau_{d} \sim 4-5 \mathrm{~s}$. We can conclude that

$$
\begin{equation*}
\frac{\left\langle X_{j}\left(t_{c}\right)\right\rangle}{R} \sim\left(\frac{\tau_{d}}{200 \tau_{\kappa}}\right)^{(d+3) / 2} \tag{B.118}
\end{equation*}
$$

Typical timescales $\tau_{\kappa}$ of relaxation of colloidal particles trapped by optical tweezers are of the order of a few tens of milliseconds [35]. It then appears that $\left\langle X\left(t_{c}\right)\right\rangle$, measured in units of the colloid radius $R$, can be made as large as $10^{-1}$ at least. It should be stressed that digital video-microscopic observation of $2 \mu \mathrm{~m}$-sized silica particles immersed in binary liquid mixtures currently allows to resolve displacements of up to 5 nm . We are thus led to conclude that, even if $\left\langle X\left(t_{c}\right)\right\rangle$ is indeed small compared to the colloid radius, the effect we predicted could still be detected experimentally.

## Calculations of Chapter 3

## C. 1 Brownian motion in an oscillating harmonic potential

The motion of a Brownian particle in a (possibly moving) harmonic potential is ruled by the Ornstein-Uhlenbeck process, recalled in Section 1.2. Here we specialize the expressions derived therein to the case in which $\mathbf{X}(t) \mapsto \mathbf{Z}(t)$ is forced sinusoidally as in Eq. (3.12). Setting $\mathbf{X}_{0}=0$, it is straightforward to obtain

$$
\begin{align*}
& \mathbf{m}(t)=\langle\mathbf{Z}(t)\rangle_{0}= \\
& \xrightarrow[t_{0} \rightarrow-\infty]{ } \Delta+\mathbf{\Delta}+\mathbf{A} \sin \left(\Omega t-e_{z}^{-\gamma_{z}\left(t-t_{0}\right)}\right]+\mathbf{A}\left[\sin \left(\Omega t-\theta_{z}\right)-\sin \left(\Omega t_{0}-\theta_{z}\right) e^{-\gamma_{z}\left(t-t_{0}\right)}\right]  \tag{C.1}\\
&
\end{align*}
$$

where we defined the phase shift $\theta_{z}$ as in Eq. (3.28). In the deterministic limit where $\kappa_{z} \rightarrow \infty$, the particle simply follows the external forcing with no delay $\left(\theta_{z} \rightarrow 0\right)$ and we recover $\langle\mathbf{Z}(t)\rangle_{0}=\mathbf{z}_{F}(t)$.

Proceeding as in Appendix B.1, we can compute any generic $n$-point average over the independent process - see in particular Eqs. (B.4) and (B.11). These are denoted as $\langle\ldots\rangle_{0}$ in the main text of Chapter 3, e.g., $\left\langle\exp \left[i \mathbf{q} \cdot \mathbf{X}^{(0)}(t)\right]\right\rangle \mapsto\langle\exp [i \mathbf{q} \cdot \mathbf{X}(t)]\rangle_{0}$ with reference to Appendix B.1.

## C. 2 Master equation

In this Appendix we provide details on the derivation and solution of the master equation for $P_{1}(\mathbf{y}, t)$ discussed in Section 3.2.

## C.2.1 Derivation of the master equation

The master equation (3.15) can be derived from Eq. (3.14) by evaluating each of the terms that appear on its RHS. The first one reads simply

$$
\begin{equation*}
\langle\delta(\mathbf{y}-\mathbf{Y}(t)) \mathbf{Y}(t)\rangle=\mathbf{y} P_{1}(\mathbf{y}, t), \tag{C.2}
\end{equation*}
$$

where the average is intended over all possible realizations of the stochastic noises $\eta_{\mathbf{q}}(t)$ and $\xi^{(y, z)}(t)$, and similarly

$$
\begin{equation*}
\left\langle\delta(\mathbf{y}-\mathbf{Y}(t)) e^{i \mathbf{q} \cdot \mathbf{Y}(t)}\right\rangle=e^{i \mathbf{q} \cdot \mathbf{y}} P_{1}(\mathbf{y}, t) . \tag{C.3}
\end{equation*}
$$

In order to obtain the first nontrivial correction of $O\left(\lambda^{2}\right)$, it is sufficient to compute up to $O\left(\lambda^{0}\right)$ the term

$$
\begin{equation*}
\left\langle\delta(\mathbf{y}-\mathbf{Y}(t)) e^{i \cdot \mathbf{q} \cdot \mathbf{Z}(s)}\right\rangle_{0}=\left\langle e^{i \mathbf{q} \cdot \mathbf{Z}(s)}\right\rangle_{0} P_{1}(\mathbf{y}, t), \tag{С.4}
\end{equation*}
$$

where we used the fact that the processes for $\mathbf{Y}$ and $\mathbf{Z}$ with $\lambda=0$ are independent, and the remaining average on the r.h.s. of Eq. (C.4) is meant over the noise $\xi^{(z)}(t)$ only. Expectation values involving the noises $\xi^{(y)}(t)$ and $\eta(t)$ can be handled by taking path-integrals over the stochastic actions [54]

$$
\begin{equation*}
\mathcal{S}_{\xi}[\xi]=\frac{1}{2 \Omega_{y}} \sum_{i=1}^{d} \int \mathrm{~d} \tau \xi_{i}^{2}(\tau), \quad \mathcal{S}_{\eta}[\eta]=\frac{1}{2} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \int \mathrm{~d} \tau \frac{\eta_{\mathbf{q}}(\tau) \eta_{-\mathbf{q}}(\tau)}{\Omega_{\phi}(q)}, \tag{C.5}
\end{equation*}
$$

with $\Omega_{y} \equiv 2 v_{y} T$, and $\Omega_{\phi}(q)$ as in Eq. (1.24). For instance,

$$
\begin{align*}
\left\langle\delta(\mathbf{y}-\mathbf{Y}(t)) \xi_{i}^{(y)}(t)\right\rangle & =\left\langle\int \mathcal{D} \xi^{(y)} \delta(\mathbf{y}-\mathbf{Y}(t)) \xi_{i}^{(y)}(t) e^{-\mathcal{S}_{\xi}\left[\xi^{(y)}\right]}\right\rangle_{\eta, \xi^{(z)}} \\
& =-\Omega_{y}\left\langle\int \mathcal{D} \xi^{(y)} \delta(\mathbf{y}-\mathbf{Y}(t)) \frac{\delta}{\delta \xi_{i}^{(y)}(t)} e^{-\mathcal{S}_{\xi\left[\xi^{(y)}\right]}}\right\rangle_{\eta, \xi^{(z)}} \\
& =\Omega_{y}\left\langle\frac{\delta}{\delta \xi_{i}^{(y)}(t)} \delta(\mathbf{y}-\mathbf{Y}(t))\right\rangle=-\Omega_{y} \mathbf{\nabla}_{\mathbf{y}} \cdot\left\langle\delta(\mathbf{y}-\mathbf{Y}(t)) \frac{\delta \mathbf{Y}(t)}{\delta \xi_{i}^{(y)}(t)}\right\rangle \tag{C.6}
\end{align*}
$$

where we basically retraced the steps that prove the Novikov theorem [10, 308]. Using the equation of motion (3.6) for $\mathbf{Y}(t)$, one gets ${ }^{1}$

$$
\begin{equation*}
\mathbf{Y}(t)=\mathbf{Y}\left(t_{0}\right)+\int_{t_{0}}^{t} \mathrm{~d} s e^{-\gamma_{y}(t-s)}\left[\xi^{(y)}(s)+\lambda v_{y} \mathbf{f}_{y}(\mathbf{Y}, \phi, s)\right] \tag{C.7}
\end{equation*}
$$

whence

$$
\begin{equation*}
\frac{\delta Y_{j}(t)}{\delta \xi_{i}^{(y)}(t)}=\int_{t_{0}}^{t} \mathrm{~d} s e^{-\gamma_{y}(t-s)} \delta_{i j} \delta(t-s)=\frac{1}{2} \delta_{i j} . \tag{C.8}
\end{equation*}
$$

In the last step we have adopted the Stratonovich convention, but this does not affect the resulting Fokker-Planck equation, because the noise $\xi^{(y)}$ enters additively in the Langevin equation (3.6) for the particle $\mathbf{Y}$ [53]. Note that in Eq. (C.8) we have neglected the term $\mathbf{f}_{y}(\mathbf{Y}, \phi, s)$, while in principle it contains an implicit dependence on $\xi^{(y)}(t)$. However, one can check that it brings no additional contributions, morally because after taking the functional derivative with respect to $\xi_{i}^{(y)}(t)$ one finds a vanishing term in the form $\int_{t_{0}}^{t} \mathrm{~d} s \int_{t_{0}}^{s} \mathrm{~d} \tau(\ldots) \delta(t-\tau)=0$, independently of the convention adopted. From Eq. (C.6) we then find

$$
\begin{equation*}
\left\langle\delta(\mathbf{y}-\mathbf{Y}(t)) \xi^{(y)}(t)\right\rangle=-\frac{\Omega_{y}}{2} \nabla_{\mathbf{y}} P_{1}(\mathbf{y}, t) . \tag{C.9}
\end{equation*}
$$

Similarly to Eq. (C.6), we can then calculate

$$
\begin{align*}
\left\langle\delta(\mathbf{y}-\mathbf{Y}(t)) \eta_{\mathbf{q}}(s)\right\rangle & =-\Omega_{\phi}(q)\left\langle\int \mathcal{D} \eta \delta(\mathbf{y}-\mathbf{Y}(t)) \frac{\delta}{\delta \eta_{-\mathbf{q}}(s)} e^{-\mathcal{S}_{\eta}[\eta]}\right\rangle_{\xi^{(y)}, \xi^{(z)}} \\
& =-\Omega_{\phi}(q) \nabla_{\mathbf{y}} \cdot\left\langle\delta(\mathbf{y}-\mathbf{Y}(t)) \frac{\delta \mathbf{Y}(t)}{\delta \eta_{-\mathbf{q}}(s)}\right\rangle \tag{C.10}
\end{align*}
$$

[^17]and using the effective Langevin equation for $\mathbf{Y}(t)$ one obtains
\[

$$
\begin{equation*}
\frac{\delta \mathbf{Y}(t)}{\delta \eta_{-\mathbf{q}}(s)}=i v_{y} \lambda \int_{t_{0}}^{t} \mathrm{~d} s_{2} e^{-\gamma_{y}\left(t-s_{2}\right)} \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \mathbf{p} V_{-p}^{(y)} \frac{\delta}{\delta \eta_{-\mathbf{q}}(s)}\left[\phi_{\mathbf{p}}\left(s_{2}\right) e^{i \mathbf{p} \cdot \mathbf{Y}\left(s_{2}\right)}\right] \tag{C.11}
\end{equation*}
$$

\]

From Eqs. (3.6) and (3.13) it follows that

$$
\begin{align*}
& \frac{\delta}{\delta \eta_{-\mathbf{q}}(s)}\left[\phi_{\mathbf{p}}\left(s_{2}\right) e^{i \mathbf{p} \cdot Y\left(s_{2}\right)}\right]=e^{i \mathbf{p} \cdot Y\left(s_{2}\right)} \frac{\delta \phi_{\mathbf{p}}\left(s_{2}\right)}{\delta \eta_{-\mathbf{q}}(s)}+O(\lambda)  \tag{C.12}\\
& =e^{i \mathbf{p} \cdot Y\left(s_{2}\right)} \int_{t_{0}}^{s_{2}} \mathrm{~d} s_{1} G_{p}\left(s_{2}-s_{1}\right) \delta^{d}(p+q) \delta\left(s_{1}-s\right)+O(\lambda)=e^{i \mathbf{p} \cdot \mathbf{Y}\left(s_{2}\right)} G_{p}\left(s_{2}-s\right) \delta^{d}(p+q)+O(\lambda),
\end{align*}
$$

so we can express

$$
\begin{align*}
\left\langle\delta(\mathbf{y}-\mathbf{Y}(t)) \eta_{\mathbf{q}}(s)\right\rangle= & i v_{y} \lambda \Omega_{\phi}(q) V_{q}^{(y)} \mathbf{q} \int_{t_{0}}^{t} \mathrm{~d} s_{2} e^{-\gamma_{y}\left(t-s_{2}\right)} G_{q}\left(s_{2}-s\right) \nabla_{\mathbf{y}}\left\langle\delta(\mathbf{y}-\mathbf{Y}(t)) e^{-i \mathbf{q} \cdot \mathbf{Y}\left(s_{2}\right)}\right\rangle \\
& +O\left(\lambda^{2}\right) . \tag{C.13}
\end{align*}
$$

Note that in the calculation above there has been no need to specify the Itô or Stratonovich interpretation, because the noise $\eta_{q}(s)$ gets integrated over the past times in the effective Langevin equation for $\mathbf{Y}$ derived as explained in Section 3.2.1: the non-Markovianity renders such a specification unnecessary [56, 57]. Finally, we interpret

$$
\begin{equation*}
\left\langle\delta(\mathbf{y}-\mathbf{Y}(t)) e^{i \mathbf{q} \cdot \mathbf{Y}(s)}\right\rangle=\int_{\mathbf{Y}(t)=\mathbf{y}} \mathcal{D} \mathbf{Y}(\tau) e^{i \mathbf{q} \cdot \mathbf{Y}(s)}=\int \mathrm{d} \mathbf{x} e^{i \mathbf{q} \cdot \mathbf{x}} P_{2}(\mathbf{y}, t ; \mathbf{x}, s), \tag{C.14}
\end{equation*}
$$

where the path integral is intended over all possible realizations of the process $\mathbf{Y}(\tau)$, conditioned to the constraint $\mathbf{Y}(t)=\mathbf{y}$. Putting together the various terms in Eqs. (C.2) to (C.4), (C.9), (C.13) and (C.14), and using Eq. (1.33), we arrive at the master equation in Eq. (3.15). Note that a term of $O\left(\lambda^{3}\right)$ in the marginal distribution $P(\mathbf{y}, t)$ is forbidden by the symmetry $\{\lambda \leftrightarrow-\lambda, \phi \leftrightarrow-\phi\}$, so that the next perturbative correction is at least of $O\left(\lambda^{4}\right)$.

A hierarchy of master equations linking the $n$-time correlation function $P_{n}$ with $P_{n+1}$ can be obtained starting from the definition [58]

$$
\begin{equation*}
P_{n}\left(\mathbf{x}_{n}, t_{n} ; \ldots ; \mathbf{x}_{1}, t_{1}\right)=\left\langle\delta\left(\mathbf{x}_{n}-\mathbf{Y}\left(t_{n}\right)\right) \ldots \delta\left(\mathbf{x}_{1}-\mathbf{Y}\left(t_{1}\right)\right)\right\rangle \tag{C.15}
\end{equation*}
$$

and acting as

$$
\begin{equation*}
\partial_{t_{j}} P_{n}\left(\mathbf{x}_{n}, t_{n} ; \ldots ; \mathbf{y}, t_{j} ; \ldots ; \mathbf{x}_{1}, t_{1}\right)=-\nabla_{\mathbf{y}} \cdot\left\langle\delta\left(\mathbf{x}_{n}-\mathbf{Y}\left(t_{n}\right)\right) \ldots \delta\left(\mathbf{x}_{1}-\mathbf{Y}\left(t_{1}\right)\right) \dot{\mathbf{Y}}\left(t_{j}\right)\right\rangle \tag{C.16}
\end{equation*}
$$

The result of this procedure is completely analogous to Eq. (3.15) upon replacing $P_{1} \rightarrow P_{n}$ and $P_{2} \rightarrow P_{n+1}$.

In order to check the accuracy of the master equation (3.15), we can use it to predict the expectation value of the position $\langle\mathbf{Y}(t)\rangle$ when $\mathbf{Y}\left(t=t_{0}\right) \neq 0$ and the second particle $\mathbf{Z}$ is decoupled from the system (i.e., with $V_{q}^{(z)}=0$ ). Recall that we derived this same quantity in Section 2.2 via a weak-coupling expansion. Within the effective master equation derived here, one starts instead by replacing the two-point function $P_{2}(\mathbf{y}, t ; \mathbf{x}, s)$ in Eq. (3.15) by its $O\left(\lambda^{0}\right)$ approximation,

$$
\begin{equation*}
P_{2}(\mathbf{y}, t ; \mathbf{x}, s)=P_{1 \mid 1}(\mathbf{y}, t \mid \mathbf{x}, s) P_{1}(\mathbf{x}, s)+O\left(\lambda^{2}\right) \tag{C.17}
\end{equation*}
$$

where we used the fact that the independent $(\lambda=0)$ process is Markovian, $P_{1 \mid 1}$ is the OrnsteinUhlenbeck propagator given in Section 1.2, and $P_{1}(\mathbf{x}, s)$ is chosen to be the thermal equilibrium distribution of the particle $\mathbf{Y}$ in its harmonic trap (see, c.f., Eq. (C.22)). By using Eq. (C.17), the master equation (3.15) becomes a Fokker-Planck equation which can be used to compute $\langle\mathbf{Y}(t)\rangle$ : a straightforward calculation renders the same result as in Eq. (2.13), as expected.

## C.2.2 Irrelevance of the memory kernel in the periodic state up to $O\left(\lambda^{2}\right)$

Here we prove that the non-Markovian term in the master equation (3.15) containing the memory kernel $\mathcal{L}(t-s)$ can be discarded in the periodic state. In order to do this, we need to use the result derived in Appendix B.2, namely that - under suitable hypotheses of translational invariance - the marginal equilibrium distribution of a single particle coupled to the field reads simply $P_{\text {eq }}(\mathbf{X}) \propto \exp [-\beta \mathcal{U}(\mathbf{X})]$, i.e., it is unaffected by the interaction.

We then consider the master equation for $\mathbf{Y}(t)$ in Eq. (3.15), and set initially $V_{q}^{(z)} \equiv 0$, so that the second particle is decoupled from the problem. The master equation then reads at long times

$$
\begin{equation*}
\partial_{t} P_{1}(\mathbf{y}, t)=\mathcal{L}_{0} P_{1}(\mathbf{y}, t)+\lambda^{2} \int_{0}^{\infty} \mathrm{d} u \int \mathrm{~d} \mathbf{x} \mathcal{L}(\mathbf{y}, \mathbf{x} ; u) P_{2}(\mathbf{y}, t ; \mathbf{x}, t-u)+O\left(\lambda^{4}\right) \tag{C.18}
\end{equation*}
$$

where we called $u \equiv t-s$ and sent $t_{0} \rightarrow-\infty$, and where the operators $\mathcal{L}_{0}$ and $\mathcal{L}$ were given in Eqs. (3.16) and (3.19), respectively. In the absence of any external forcing, the system will reach a state of thermal equilibrium with a stationary probability distribution $P_{1, \text { eq }}$ satisfying $\partial_{t} P_{1, \mathrm{eq}}(\mathbf{y}) \equiv 0$ : this has to be the case order by order in the coupling constant $\lambda$. In particular, we read at $O\left(\lambda^{2}\right)$

$$
\begin{equation*}
0 \equiv \mathcal{L}_{0} P_{1, \mathrm{eq}}^{(2)}(\mathbf{y})+\int_{0}^{\infty} \mathrm{d} u \int \mathrm{~d} \mathbf{x} \mathcal{L}(\mathbf{y}, \mathbf{x} ; u) P_{2, \mathrm{eq}}^{(0)}(\mathbf{y}, t ; \mathbf{x}, t-u) \tag{C.19}
\end{equation*}
$$

where the superscript indicates the order in the expansion in powers of $\lambda$. On the other hand, we know a priori (see discussion above) that the stationary distribution of a single particle in thermal equilibrium with a fluctuating field reads simply

$$
\begin{equation*}
P_{1, \mathrm{eq}}(\mathbf{Y}) \propto \int \mathcal{D} \phi e^{-\beta \mathcal{H}[\phi, \mathbf{Y}]} \propto e^{-\beta \kappa_{y} Y^{2} / 2} \tag{C.20}
\end{equation*}
$$

Here we deduce in particular that $P_{1, \mathrm{eq}}^{(2)}(\mathbf{y})=0$, and thus we can conclude that

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} u \int \mathrm{~d} \mathbf{x} \mathcal{L}(\mathbf{y}, \mathbf{x} ; u) P_{2, \mathrm{eq}}^{(0)}(\mathbf{y}, t ; \mathbf{x}, t-u) \equiv 0 \tag{C.21}
\end{equation*}
$$

Switching on the coupling $V_{q}^{(z)}$, so as to include the second particle into the problem, has actually no effect on $P_{2, \mathrm{eq}}(\mathbf{y}, t ; \mathbf{x}, t-u)$ at $O\left(\lambda^{0}\right)$ - this can be deduced by looking at its master equation, see Appendix C.2.1. Accordingly, we conclude that Eq. (C.21) must still hold true in the periodic state, up to $O\left(\lambda^{2}\right)$.

## C.2.3 Solution of the master equation in the periodic state

In this Appendix we look for a perturbative solution of the master equation (3.20) in powers of the coupling constant $\lambda$. To lighten the notation, we will drop the subscript $y$ from the constants $v$ and $\kappa$, and simply add the subscript $z$ when we are referring to the second particle Z. Notice first that Eq. (3.20) is solved at the lowest order by the stationary distribution of the OrnsteinUhlenbeck process (see Appendix C.1):

$$
\begin{equation*}
P_{1}^{(0)}(\mathbf{y})=(2 \pi T / \kappa)^{-d / 2} \exp \left(-\kappa y^{2} / 2 T\right) \tag{C.22}
\end{equation*}
$$

The effect of the external perturbation only appears at the next perturbative order as

$$
\begin{equation*}
\partial_{t} P_{1}^{(2)}(\mathbf{y}, t)=\mathcal{L}_{0} P_{1}^{(2)}(\mathbf{y}, t)+\mathcal{L}_{z}(t) P_{1}^{(0)}(\mathbf{y}, t) \tag{C.23}
\end{equation*}
$$

with $\mathcal{L}_{0}$ and $\mathcal{L}_{z}$ given in Eqs. (3.16) and (3.17), respectively. The Green function of the operator $\mathcal{L}_{\mathrm{OU}} \equiv \partial_{t}-\mathcal{L}_{0}$ is simply the Ornstein-Uhlenbeck propagator in Eq. (1.9), henceforth denoted as $P_{1 \mid 1^{\prime}}^{(0)}$ so that the solution of Eq. (C.23) after an initial transient will read

$$
\begin{equation*}
P_{1}^{(2)}(\mathbf{y}, t)=\int \mathrm{d} \mathbf{x} \int_{-\infty}^{t} \mathrm{~d} t^{\prime} P_{1 \mid 1}^{(0)}\left(\mathbf{y}, t \mid \mathbf{x}, t^{\prime}\right) f_{s}\left(\mathbf{x}, t^{\prime}\right) \tag{C.24}
\end{equation*}
$$

where we introduced the source term

$$
\begin{equation*}
f_{s}(\mathbf{y}, t) \equiv \mathcal{L}_{z}(t) P_{1}^{(0)}(\mathbf{y}, t) \tag{C.25}
\end{equation*}
$$

Using the definition of $\mathcal{L}_{z}(t)$ given in Eq. (3.17) and integrating by parts, it is straightforward to check that $\int \mathrm{d} \mathbf{y} P_{1}^{(2)}(\mathbf{y}, t)=0$, which shows that the normalization condition $\int \mathrm{d} \mathbf{y} P_{1}(\mathbf{y}, t)=1$ is still satisfied.

Since the operator $\mathcal{L}_{\mathrm{OU}}$ is time-translational invariant, then so will be its propagator

$$
\begin{equation*}
P_{1 \mid 1}^{(0)}\left(\mathbf{y}, t \mid \mathbf{x}, t^{\prime}\right)=P_{1 \mid 1}^{(0)}\left(\mathbf{y}, \tau \equiv t-t^{\prime} \mid \mathbf{x}, 0\right) . \tag{C.26}
\end{equation*}
$$

As a result, Eq. (C.24) takes the form of a convolution over the time domain. The integration over the spatial degrees of freedom can be readily performed by noting that

$$
\begin{align*}
& \int \mathrm{d} \mathbf{x} P_{1 \mid 1}^{(0)}(\mathbf{y}, \tau \mid \mathbf{x}, 0) \nabla_{\mathbf{x}}\left[e^{-i \mathbf{q} \cdot \mathbf{x}} P_{1}^{(0)}(\mathbf{x})\right]=-\int \mathrm{d} \mathbf{x} e^{-i \mathbf{q} \cdot \mathbf{x}} P_{1}^{(0)}(\mathbf{x}) \nabla_{\mathbf{x}} P_{1 \mid 1}^{(0)}(\mathbf{y}, \tau \mid \mathbf{x}, 0)  \tag{C.27}\\
& =e^{-\gamma \tau} \nabla_{\mathbf{y}} \int \mathrm{d} \mathbf{x} e^{-i \mathbf{q} \cdot \mathbf{x}} P_{1}^{(0)}(\mathbf{x}) P_{1 \mid 1}^{(0)}(\mathbf{y}, \tau \mid \mathbf{x}, 0)=e^{-\gamma \tau} \nabla_{\mathbf{y}} P_{1}^{(0)}(\mathbf{y}) \exp \left[-i \mathbf{q} \cdot \mathbf{y} e^{-\gamma \tau}-q^{2} \sigma^{2}(\tau) / 2\right]
\end{align*}
$$

where $\sigma(\tau)$ is given in Eq. (1.11) and where we used Gaussian integration in the last line. We thus find

$$
\begin{equation*}
P_{1}^{(2)}(\mathbf{y}, t)=\nabla_{\mathbf{y}} \cdot\left[v P_{1}^{(0)}(\mathbf{y}) \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} v(\mathbf{q}) \int_{-\infty}^{t} \mathrm{~d} t^{\prime} F_{\mathbf{q}}^{(z)}\left(t^{\prime}\right) e^{-\gamma \tau} e^{-i \mathbf{q} \cdot \mathbf{y e} e^{-\gamma \tau}-q^{2} \sigma^{2}(\tau) / 2}\right], \tag{C.28}
\end{equation*}
$$

with $F_{\mathbf{q}}^{(z)}(t)$ and $v(\mathbf{q})$ defined in Eqs. (3.21) and (3.24), respectively.
As usual, knowing $P_{1}(\mathbf{y}, t)$ allows to compute averages of one-time observables $O(\mathbf{Y})$ as

$$
\begin{equation*}
\langle O(\mathbf{Y})(t)\rangle=\int \mathrm{d} \mathbf{y} O(\mathbf{y})\left[P_{1}^{(0)}(\mathbf{y})+\lambda^{2} P_{1}^{(2)}(\mathbf{y}, t)\right]+O\left(\lambda^{3}\right) \tag{C.29}
\end{equation*}
$$

Thus, the preliminary result in Eq. (C.28) can be used in practical calculations for a generic choice of $F_{\mathfrak{q}}^{(z)}(t)$. Below we will focus instead on the particular case of periodic driving.

## C.2.3.1 Periodic driving

We have already observed that the time integral in Eq. (C.28) is a convolution between $F_{\mathbf{q}}^{(z)}(t)$ and a non-periodic function which we will denote as

$$
\begin{equation*}
H(\tau) \equiv \Theta(\tau) h(\tau) \equiv \Theta(\tau) e^{-\gamma \tau} e^{-i \mathbf{q} \cdot \mathbf{y} e^{-\gamma \tau}-q^{2} \sigma^{2}(\tau) / 2} \tag{С.30}
\end{equation*}
$$

the Fourier transform of which reads

$$
\begin{equation*}
\tilde{H}(\omega) \equiv \int_{-\infty}^{\infty} \mathrm{d} \tau e^{-i \omega \tau} h(\tau) \Theta(\tau)=\int_{0}^{\infty} \mathrm{d} \tau e^{-i \omega \tau} h(\tau) \tag{C.31}
\end{equation*}
$$

Now let us choose $F_{\mathbf{q}}^{(z)}(t)$ to be periodic with period $T=2 \pi / \Omega$, so that we can expand it in Fourier series as

$$
\begin{equation*}
F_{\mathbf{q}}^{(z)}(t)=\sum_{n \in \mathbb{Z}} a_{n}(\mathbf{q}) e^{i n \Omega t} \tag{C.32}
\end{equation*}
$$

where the values of the coefficients $a_{n}(\mathbf{q})$ depend on the specific form of the external forcing applied to the particle $\mathbf{Z}(t)$ in Eq. (3.21) (further below we will focus on the specific case of monochromatic forcing). The Fourier transform of $F_{\mathbf{q}}^{(z)}(t)$ will then read

$$
\begin{equation*}
F(\omega)=\sum_{n \in \mathbb{Z}} a_{n}(\mathbf{q}) \delta(\omega-n \Omega) \tag{C.33}
\end{equation*}
$$

so we can transform the convolution in Eq. (C.28) into a product in Fourier space:

$$
\begin{align*}
P_{1}^{(2)}(\mathbf{y}, t) & =\nabla_{\mathbf{y}} \cdot\left[v P_{1}^{(0)}(\mathbf{y}) \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} v(\mathbf{q}) \int_{-\infty}^{\infty} \mathrm{d} t^{\prime} F_{\mathbf{q}}^{(z)}\left(t^{\prime}\right) H\left(t-t^{\prime}\right)\right] \\
& =\nabla_{\mathbf{y}} \cdot\left[v P_{1}^{(0)}(\mathbf{y}) \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} v(\mathbf{q}) \int \frac{\mathrm{d} \omega}{2 \pi} \sum_{n} a_{n}(\mathbf{q}) \delta(\omega-n \Omega) \tilde{H}(\omega) e^{i \omega t}\right] \\
& =\sum_{n \in \mathbb{Z}}\left[\nabla_{\mathbf{y}} \cdot v P_{1}^{(0)}(\mathbf{y}) \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} v(\mathbf{q}) a_{n}(\mathbf{q}) \tilde{H}(n \Omega)\right] e^{i n \Omega t}, \tag{C.34}
\end{align*}
$$

where in $\tilde{H}(\omega)$ we understand a further dependence on $\mathbf{q}$ and $\mathbf{y}$. One can also obtain an expression for the moment generating function by using Gaussian integration,

$$
\begin{equation*}
\left\langle e^{-i \mathbf{p} \cdot \mathbf{Y}(t)}\right\rangle=e^{-\frac{T p^{2}}{2 k}}\left[1-v \lambda^{2} \sum_{n} C_{n}(\mathbf{p}) e^{i n \Omega t}\right]+\mathcal{O}\left(\lambda^{4}\right) \tag{C.35}
\end{equation*}
$$

where we introduced

$$
\begin{equation*}
C_{n}(\mathbf{p}) \equiv \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} e^{-\frac{T q^{2}}{2 k}} v(\mathbf{q}) a_{n}(\mathbf{q}) A_{n}(\mathbf{p} \cdot \mathbf{q}) \tag{C.36}
\end{equation*}
$$

and where the function $A_{n}(\mathbf{p} \cdot \mathbf{q})$ was given in Eq. (3.26). We can use the moment generating function to compute the mean displacement of the particle,

$$
\begin{equation*}
\langle\mathbf{Y}(t)\rangle=\left.i \nabla_{\mathbf{p}}\left\langle e^{-i \mathbf{p} \cdot \mathbf{Y}(t)}\right\rangle\right|_{\mathbf{p}=0} \simeq-v \lambda^{2} \sum_{n \in \mathbb{Z}}\left[\int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} e^{-\frac{T q^{2}}{2 k}} v(\mathbf{q}) \frac{a_{n}(\mathbf{q})}{\gamma+i n \Omega}\right] e^{i n \Omega t} \tag{C.37}
\end{equation*}
$$

Connected correlations can be obtained from the cumulant generating function, which reads, up to the first nontrivial order in $\lambda$,

$$
\begin{equation*}
\ln \left\langle e^{-i \mathbf{p} \cdot \mathbf{Y}(t)}\right\rangle \simeq-\frac{T p^{2}}{2 k}-v \lambda^{2} \sum_{n \in \mathbb{Z}} C_{n}(\mathbf{p}) e^{i n \Omega t} \tag{C.38}
\end{equation*}
$$

## C.2.3.2 Monochromatic forcing

Motivated by the setting described in Section 3.1, we consider here a sinusoidal forcing term $\mathbf{z}_{F}(t)$ as in Eq. (3.12). In order to calculate explicitly the various quantities discussed above, we need first the coefficients of the Fourier series of the function $F_{\mathbf{q}}^{(z)}(t)$ :

$$
\begin{equation*}
a_{n}(\mathbf{q}) \equiv\left(e^{i n \Omega t}, F_{\mathbf{q}}^{(z)}(t)\right) \tag{C.39}
\end{equation*}
$$

where we introduced the scalar product

$$
\begin{equation*}
(f(t), g(t))=\frac{\Omega}{2 \pi} \int_{0}^{2 \pi / \Omega} \mathrm{d} t f^{*}(t) g(t) \tag{C.40}
\end{equation*}
$$

Recall the definition of $F_{\mathbf{q}}^{(z)}(t)$ in Eq. (3.21), where the term $\langle\exp [i \mathbf{q} \cdot \mathbf{Z}(t)]\rangle_{0}$ was computed in Appendix C. 1 and is given in Eq. (3.27) for the case of a sinusoidal forcing. Using the properties of the Bessel functions of the first kind $J_{n}(z)$ [281], one can prove the relation

$$
\begin{equation*}
\left(e^{i n \Omega t}, e^{i z \sin (\Omega(t-u))}\right)=e^{-i n \Omega u} J_{n}(z) \tag{C.41}
\end{equation*}
$$

so that the Fourier coefficients in Eq. (C.39) take the form

$$
\begin{equation*}
a_{n}(\mathbf{q})=D q^{\alpha} \frac{J_{n}(\mathbf{q} \cdot \mathbf{A})}{\alpha_{q}+i n \Omega} e^{i \mathbf{q} \cdot \Delta} \exp \left(-\frac{T q^{2}}{2 \kappa_{z}}-i n \theta_{z}\right) \tag{C.42}
\end{equation*}
$$

For $n=0$ the coefficient does not depend on the dynamics of the field ( $\alpha=0$ or $\alpha=2$ ), and one recovers the adiabatic mean value in Eq. (3.51). Notice also that, in the deterministic limit $\kappa_{z} \rightarrow \infty$, one has $\exp \left[-T q^{2} /\left(2 \kappa_{z}\right)-i n \theta_{z}\right] \rightarrow 1$.

## C. 3 Effective field picture

In this Appendix we analyze the dynamics of the particle $\mathbf{Y}$ as if it were immersed into the effective field

$$
\begin{equation*}
\phi_{\mathbf{q}}^{\mathrm{eff}}(t)=\int_{-\infty}^{t} \mathrm{~d} s G_{q}(t-s)\left[\lambda D q^{\alpha} V_{q}^{(z)} e^{-i \mathbf{q} \cdot \mathbf{Z}(s)}+\eta_{\mathbf{q}}(s)\right] \tag{C.43}
\end{equation*}
$$

In this expression the second particle $\mathbf{Z}(t)$ is treated as a source, on the same footing as the noise $\eta_{\mathbf{q}}(t)$. We take for simplicity the deterministic limit $\kappa_{z} \rightarrow \infty$ for the motion of the second particle, so that it appears clearly that the field in Eq. (C.43) is Gaussian with mean value

$$
\begin{equation*}
\left\langle\phi_{\mathbf{q}}^{\mathrm{eff}}(t)\right\rangle=\lambda V_{q}^{(z)} \int_{0}^{\infty} \mathrm{d} u \chi_{q}(u) e^{-i \mathbf{q} \cdot \mathbf{z}_{F}(t-u)}=\lambda V_{q}^{(z)} F_{-\mathbf{q}}^{(z)}(t) \tag{C.44}
\end{equation*}
$$

and (connected) correlations that are analogous to those of the free-field (see Appendix 1.3). The function $F_{-\mathbf{q}}^{(z)}(t)$ was defined in Eq. (3.21). Plugging this expression for the average field $\left\langle\phi_{\mathbf{q}}^{\text {eff }}(t)\right\rangle$ into the Langevin equation (3.6) for the particle $\mathbf{Y}$, we get

$$
\begin{equation*}
\dot{\mathbf{Y}}(t)=-\gamma_{y} \mathbf{Y}(t)+\xi^{(y)}(t)+v_{y} \lambda \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} i \mathbf{q} V_{-q}^{(y)}\left\langle\phi_{q}^{\mathrm{eff}}(t)\right\rangle e^{i \mathbf{q} \cdot \mathbf{Y}(t)} \tag{C.45}
\end{equation*}
$$

Note that we are treating the field $\phi^{\text {eff }}$ as if it were independent of the variable $\mathbf{Y}(t)$, and that by using $\left\langle\phi_{q}^{\text {eff }}(t)\right\rangle$ in place of $\phi_{q}^{\text {eff }}(t)$ we are practically ignoring its thermal fluctuations. It is however rather straightforward (see, e.g., Ref. [53]) to show that Eq. (C.45) is equivalent to the Fokker-Planck equation (3.20) satisfied by the particle up to $O\left(\lambda^{2}\right)$ in the periodic state. That the thermal fluctuations of the field do not enter at all the Fokker-Planck equation (up to and including $O\left(\lambda^{2}\right)$ ) may look surprising at first sight. However, this is actually consistent with the fact that such fluctuations do not modify the equilibrium distribution of the particle in the absence of any external forcing (see discussion in Appendix C.2.2). Indeed, the field does not know that the particle $\mathbf{Y}$ is not in equilibrium, being its displacement already of $O\left(\lambda^{2}\right)$ : any feedback effect would only appear at higher perturbative orders in the coupling constant.

## C. 4 Upper bound on the value of $\lambda$

In Section 3.2.2 we derived an expression for the variance of the particle position, Eq. (3.30), which takes the form

$$
\begin{equation*}
\left\langle Y_{j}^{2}(t)\right\rangle_{c}=\frac{T}{\kappa_{y}}\left(1-\lambda^{2} \mathcal{A}\right) \tag{C.46}
\end{equation*}
$$

upon calling

$$
\begin{equation*}
\mathcal{A} \equiv \sum_{n \in \mathbb{Z}} \frac{v D}{2 \gamma_{y}+i n \Omega} e^{i n\left(\Omega t-\theta_{z}\right)}\left[\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{q_{j}^{2} q^{\alpha} v(\mathbf{q}) J_{n}(\mathbf{q} \cdot \mathbf{A})}{\alpha_{q}+i n \Omega} e^{-\frac{T q^{2}}{2 k_{p}}+i \mathbf{q} \cdot \Delta}\right] \tag{C.47}
\end{equation*}
$$

Up to this order in $\lambda$, a necessary condition for the variance to be positive is $\lambda^{2} \mathcal{A} \leq 1$. Calling $g(\mathbf{q}) \equiv q_{j}^{2} v(\mathbf{q}) \exp \left[-T q^{2} /\left(2 k_{p}\right)\right]$, it is simple to derive an upper bound for

$$
\begin{align*}
|\mathcal{A}| & \leq \sum_{n \in \mathbb{Z}} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{D q^{\alpha} g(\mathbf{q}) J_{n}(\mathbf{q} \cdot \mathbf{A})}{\sqrt{\alpha_{q}^{2}+(n \Omega)^{2}} \sqrt{\left(2 \gamma_{y}\right)^{2}+(n \Omega)^{2}}} \\
& \leq \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{D q^{\alpha} g(\mathbf{q})}{2 \gamma_{y} \alpha_{q}} \sum_{n \in \mathbb{Z}} J_{n}(\mathbf{q} \cdot \mathbf{A})=\frac{1}{2 \gamma_{y}} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{g(\mathbf{q})}{q^{2}+r} \tag{C.48}
\end{align*}
$$

where in the second line we set $\Omega=0$, and in the third we used the identity $\sum_{n=-\infty}^{\infty} J_{n}(x)=1$ [281]. The last integral in Eq. (C.48) is a decreasing function of the parameter $r$ and it can be computed in closed form for some elementary functional forms of the interaction potentials $V_{q}^{(a)}$ contained in $v(\mathbf{q})$ (see Eq. (3.24)). Choosing, for instance, Gaussian interacting potentials as in Eq. (2.4) and setting $r=0$ (for which the integral is maximum), we get the upper bound reported in Eq. (3.32). For $\lambda$ smaller than this upper bound it is guaranteed that the variance in Eq. (C.46) is positive, a necessary condition for the perturbative expansion to provide meaningful results.

## C. 5 Equilibrium effective potential

In this Appendix we study the effective induced interaction between the two particles due to the presence of the field.

## C.5.1 Derivation of the potential

Let us start by considering the joint probability distribution of the two particles, which at equilibrium is the canonical one given in Eq. (3.36). Under the functional integral we recognize, up to a normalization factor, the stationary distribution of the field at fixed particles positions

$$
\begin{align*}
\mathcal{P}_{\mathrm{st}}[\phi \mid \mathbf{Y}, \mathbf{Z}] & =\frac{1}{\mathcal{Z}_{\mathrm{st}}(\mathbf{Y}, \mathbf{Z})} e^{-\beta\left(\mathcal{H}_{\phi}+\mathcal{H}_{\text {int }}\right)}  \tag{C.49}\\
& =\frac{1}{\mathcal{Z}_{\mathrm{st}}} \exp \left\{-\beta \int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}}\left[\frac{1}{2}\left(q^{2}+r\right) \phi_{\mathbf{q}} \phi_{-\mathbf{q}}-\lambda \phi_{\mathbf{q}}\left(V_{-q}^{(y)} e^{i \mathbf{q} \cdot \mathbf{Y}}+V_{-q}^{(z)} e^{i \mathbf{q} \cdot \mathbf{Z}}\right)\right]\right\} .
\end{align*}
$$

The coupling to the field is linear, so the Gaussian functional integral over $\mathcal{P}_{\text {st }}[\phi \mid \mathbf{Y}, \mathbf{Z}]$ in Eq. (3.36) can be calculated exactly. To this end, we first bring it in the form

$$
\begin{equation*}
\int \mathcal{D} \phi e^{-\beta\left(\mathcal{H}_{\phi}+\mathcal{H}_{\mathrm{int}}\right)}=\int \mathcal{D} \phi e^{-\frac{\beta}{2}(\phi, \hat{A} \phi)+\beta \lambda\left(h^{(y)}+h^{(z)}, \phi\right)} \propto \exp \left[-\frac{\beta \lambda^{2}}{2}\left(h^{(y)}+h^{(z)}, \hat{A}^{-1}\left(h^{(y)}+h^{(z)}\right)\right)\right] \tag{C.50}
\end{equation*}
$$

where we introduced the vectors $h^{(a)}(\mathbf{x}) \equiv V^{(a)}\left(\mathbf{x}-\mathbf{X}_{a}\right)$ and the scalar product

$$
\begin{equation*}
(f, g)=\int \mathrm{d}^{d} x f(\mathbf{x}) g(\mathbf{x}) \tag{C.51}
\end{equation*}
$$

The operator $\hat{A}$ is defined by its kernel

$$
\begin{equation*}
A(\mathbf{x}, \mathbf{y})=\left(-\nabla^{2}+r\right) \delta(\mathbf{x}-\mathbf{y}), \quad \hat{A} \phi(\mathbf{x})=\int \mathrm{d}^{d} y A(\mathbf{x}, \mathbf{y}) \phi(\mathbf{y}) \tag{C.52}
\end{equation*}
$$

In Fourier space, these become $\tilde{h}^{(a)}(\mathbf{q})=V_{q}^{(a)} \exp \left[-i \mathbf{q} \cdot \mathbf{X}_{a}(t)\right]$ and

$$
\begin{equation*}
\tilde{A}(\mathbf{q}, \mathbf{p})=\left(q^{2}+r\right) \delta(\mathbf{q}+\mathbf{p}) \quad \rightarrow \quad \tilde{A}^{-1}(\mathbf{q}, \mathbf{p})=\frac{\delta(\mathbf{q}+\mathbf{p})}{q^{2}+r} \tag{C.53}
\end{equation*}
$$

Integrating over the dummy variables (momenta) as

$$
\begin{equation*}
(f, \hat{A} g)=\int \frac{\mathrm{d}^{d} q \mathrm{~d}^{d} p}{(2 \pi)^{2 d}} \tilde{f}(-\mathbf{q}) \tilde{A}(\mathbf{q},-\mathbf{p}) \tilde{g}(\mathbf{p}) \tag{C.54}
\end{equation*}
$$

we finally get the effective Hamiltonian $\mathcal{H}_{\text {eff }}(\mathbf{Y}, \mathbf{Z})$ given in Eq. (3.38), featuring the field-induced interaction potential $V_{c}(\mathbf{Y}-\mathbf{Z})$ of Eq. (3.39) (up to a constant that we fix by requiring $V_{c}(\mathbf{x} \rightarrow$ $\infty)=0$ ). We notice that $V_{c}(\mathbf{x})$ is translational invariant, as expected, so that the induced force is given by $\mathbf{F}_{c}(\mathbf{x})=-\lambda^{2} \nabla_{\mathbf{x}} V_{c}(\mathbf{x})$. The latter is in general a non-monotonic function of $\mathbf{x}$, and the location of its extremal points $\mathbf{x}=\mathbf{x}_{*}$ along the various spatial directions is found by inspecting the Hessian matrix

$$
\begin{equation*}
\left.0 \equiv \frac{\partial^{2} V_{c}(\mathbf{x})}{\partial x_{i} \partial x_{j}}\right|_{\mathbf{x}=\mathbf{x}_{*}}=\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{v(\mathbf{q})}{q^{2}+r} q_{i} q_{j} e^{i \mathbf{q} \cdot \mathbf{x}_{*}} . \tag{C.55}
\end{equation*}
$$

## C.5.2 Analysis of the induced potential for the isotropic case

If the interaction potentials of the two particles are equal, i.e., $V_{q}^{(y)}=V_{q}^{(z)} \equiv V_{q}$, then $v(\mathbf{q}) \equiv\left|V_{q}\right|^{2}$ (see Eq. (3.24)). Moreover, if $V(\mathbf{x})$ is isotropic (which is a sensible requirement if the particles are assumed to be spherically symmetric), then $v(\mathbf{q})=v(q)$, and we can rewrite Eq. (3.39) in polar coordinates as

$$
\begin{equation*}
V_{c}(x)=-\int_{0}^{\infty} \mathrm{d} q \frac{q^{d-1}}{q^{2}+r} v(q) \int \frac{\mathrm{d} \Omega_{d}}{(2 \pi)^{d}} e^{i \mathbf{q} \cdot \mathbf{x}} . \tag{C.56}
\end{equation*}
$$

Using the property of the Bessel functions [281], one can prove that

$$
\begin{equation*}
\int \frac{\mathrm{d} \Omega_{d}}{(2 \pi)^{d}} e^{i q \cdot x}=\frac{J_{d / 2-1}(q x)}{(2 \pi)^{d / 2}(q x)^{d / 2-1}}, \tag{C.57}
\end{equation*}
$$

and introducing the dimensionless variable $z \equiv q x$ we find

$$
\begin{equation*}
V_{c}(x)=-\frac{x^{2-d}}{(2 \pi)^{d / 2}} \int_{0}^{\infty} \mathrm{d} z \frac{z^{d / 2}}{z^{2}+r x^{2}} v(z / x) J_{d / 2-1}(z) . \tag{C.58}
\end{equation*}
$$

If we assume for $V_{q}$ a Gaussian form as in Eq. (2.4), then this expression becomes

$$
\begin{equation*}
V_{c}(x)=R^{2-d} f(x / \xi, x / R), \tag{C.59}
\end{equation*}
$$

where the scaling function

$$
\begin{equation*}
f(\Theta, \Lambda) \equiv-\frac{\Lambda^{2-d}}{(2 \pi)^{d / 2}} \int_{0}^{\infty} \mathrm{d} z \frac{z^{d / 2} e^{-(z / \Lambda)^{2}}}{z^{2}+\Theta^{2}} J_{d / 2-1}(z) \tag{C.60}
\end{equation*}
$$

depends on the dimensionless parameters $\Theta=x \sqrt{r}=x / \xi$ and $\Lambda=x / R$ (in accordance with the scaling form in Eq. (1) of Ref. [107]). Note that $\Theta$ and $\Lambda$ actually play the role of an IR and a UV cutoff, respectively. Similarly, the resulting induced force is

$$
\begin{equation*}
\mathbf{F}_{c}(x)=-\lambda^{2} \nabla_{\mathbf{x}} V_{c}(x)=-\mathbf{x} \lambda^{2} R^{1-d} f^{\prime}\left(\frac{x}{\xi}, \frac{x}{R}\right), \tag{C.61}
\end{equation*}
$$

with

$$
\begin{equation*}
f^{\prime}(\Theta, \Lambda) \equiv \frac{\Lambda^{1-d}}{(2 \pi)^{d / 2}} \int_{0}^{\infty} \mathrm{d} z \frac{z^{d / 2+1} e^{-(z / \Lambda)^{2}}}{z^{2}+\Theta^{2}} J_{d / 2}(z) \tag{C.62}
\end{equation*}
$$

We now look for the asymptotic behavior for large $x$ of the induced potential in Eq. (3.39) with the Gaussian interaction potential $v(q)=\exp \left(-q^{2} R^{2}\right)$. This can be obtained by using the identity [62]

$$
\begin{equation*}
\frac{1}{q^{2}+r}=\int_{0}^{\infty} \mathrm{d} \mu e^{-\mu\left(q^{2}+r\right)} \tag{С.63}
\end{equation*}
$$

and performing the Gaussian integration in $\mathrm{d}^{d} q$. Changing variables to $s \equiv\left(\mu+R^{2}\right) / x$ gives $^{2}$

$$
\begin{equation*}
V_{c}(x)=-\frac{x^{1-d / 2}}{(4 \pi)^{d / 2}} e^{R^{2} r} \int_{R^{2} / x}^{\infty} \frac{\mathrm{d} s}{s^{d / 2}} e^{-x[r s+1 /(4 s)]} . \tag{C.64}
\end{equation*}
$$

[^18]Finally, the integral over $s$ can be estimated for large $x$ using the Laplace method, whence

$$
\begin{equation*}
V_{c}(x) \sim-\frac{(2 \pi x)^{(1-d) / 2}}{2 r^{(3-d) / 4}} e^{R^{2} r-x \sqrt{r}}, \tag{C.65}
\end{equation*}
$$

which presents the familiar exponential tails $\sim \exp (-x / \xi)$, being $\xi=r^{-1 / 2}$ the field correlation length. One can check that a similar asymptotic behavior is shared by the induced force, since for large $x$ one finds $\mathbf{F}_{c}(x) \sim \mathbf{x} \lambda^{2} \sqrt{r} V_{c}(x)$.

In $d=1$, the expressions above become

$$
\begin{align*}
& V_{c}(x)=-\frac{x}{\pi} \int_{0}^{\infty} \mathrm{d} z \frac{\cos (z) e^{-z^{2}(R / x)^{2}}}{z^{2}+r x^{2}}  \tag{C.66}\\
& F_{c}(x)=-\frac{\lambda^{2}}{\pi} \int_{0}^{\infty} \mathrm{d} z \frac{z \sin (z) e^{-z^{2}(R / x)^{2}}}{z^{2}+r x^{2}} \tag{С.67}
\end{align*}
$$

which are plotted in Fig. 3.2a (rescaled by the $R$-dependent part of their asymptotic amplitude found in Eq. (C.65)). It appears that the induced force is small for both small and large $x$, while it presents a maximum defined by the condition

$$
\begin{equation*}
\left.\partial_{x} F_{c}(x)\right|_{x_{\max }} \propto \int_{-\infty}^{\infty} \mathrm{d} q \frac{q^{2} e^{-q^{2} R^{2}}}{q^{2}+r} e^{i q x_{\max }} \equiv 0 \tag{C.68}
\end{equation*}
$$

Note that the induced potential in Eq. (C.66) diverges for $r=0$, but the force in Eq. (C.67) does not. Equivalently, the induced potential in Eq. (C.66) is regularized by subtracting its value in $x=0$,

$$
\begin{equation*}
V_{c}(x=0)=-\frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} q \frac{v(q)}{q^{2}+r}, \tag{C.69}
\end{equation*}
$$

which is just a constant shift in energy. However, the induced force $F_{c}(x)$ in $d=1$ and for $r=0$ is still somewhat pathological, in that it saturates to a constant value at large $x$ instead of decaying to zero. To understand why, we note that at large distances $x$ the cutoff $R$ in the induced potential $V_{c}(\mathbf{x})$ is expected to play no role (apart from taming possible UV divergences which can arise for sufficiently large $d$ ). If we set $R \simeq 0$ in Eq. (3.39), we obtain

$$
\begin{equation*}
V_{c}(\mathbf{x}) \simeq-\int \frac{\mathrm{d}^{d} q}{(2 \pi)^{d}} \frac{1}{q^{2}+r} e^{i \mathbf{q} \cdot \mathbf{x}}=-\langle\phi(\mathbf{x}) \phi(0)\rangle, \tag{C.70}
\end{equation*}
$$

where we recognized the two-point correlation function of a scalar Gaussian field in $d$ spatial dimensions [62]. At the critical point $r=0$, this behaves generically as $\langle\phi(\mathbf{x}) \phi(\mathbf{0})\rangle \sim|\mathbf{x}|^{2-d}$, and in particular in $d=1$ it grows linearly with $x$. This explains why the force $F_{c}(x) \propto \partial_{x} V_{c}(x)$ saturates to a constant value for large $x$. However, we will simply interpret this phenomenon as a pathology of the model for $d=1$ and $r=0$, which does not affect our results since we always assume the field to have a (possibly small but) finite correlation length $\xi=r^{-1 / 2}$.

Different choices of the interaction potential $V(x)$ lead to qualitatively similar results. For instance, a more realistic representation of a spherical particle requires

$$
\begin{equation*}
V(\mathbf{x})=\frac{1}{V_{d}} \Theta(R-|\mathbf{x}|) \quad \leftrightarrow \quad V_{q}=\left(\frac{2}{q R}\right)^{d / 2} \Gamma\left(\frac{d}{2}+1\right) J_{d / 2}(q R), \tag{C.71}
\end{equation*}
$$

where $V_{d}$ is the volume of a $d$-dimensional sphere and $\Theta(z)$ is the Heaviside distribution. This leads to the same scaling forms as in Eqs. (C.59) and (C.61) for the induced potential and force, with different scaling functions

$$
\begin{align*}
f_{2}(\Theta, \Lambda) & \equiv-\Lambda^{2} c_{d} \int_{0}^{\infty} \mathrm{d} z \frac{z^{-d / 2} J_{d / 2-1}(z)}{z^{2}+\Theta^{2}}\left[J_{d / 2}\left(\frac{z}{\Lambda}\right)\right]^{2}  \tag{C.72}\\
f_{2}^{\prime}(\Theta, \Lambda) & \equiv \Lambda c_{d} \int_{0}^{\infty} \mathrm{d} z \frac{z^{1-d / 2} J_{d / 2}(z)}{z^{2}+\Theta^{2}}\left[J_{d / 2}\left(\frac{z}{\Lambda}\right)\right]^{2}  \tag{C.73}\\
c_{d} & \equiv(2 / \pi)^{d / 2}[\Gamma(d / 2+1)]^{2} \tag{C.74}
\end{align*}
$$

which are qualitatively similar to the Gaussian case shown in Fig. 3.2a. In particular, the induced force still presents a maximum as a function of the distance $x$, which can give rise to the phenomenon of frequency doubling in the adiabatic response (see Section 3.3.3.2 and Appendix C.6.3).

## C. 6 Particle dynamics within the adiabatic approximation

In this Appendix we derive the particle dynamics at lowest order within the adiabatic approximation. This is achieved by averaging the equations of motion (3.6) and (3.7) of $\mathbf{Y}(t)$ and $\mathbf{Z}(t)$, respectively, over the stationary distribution $\mathcal{P}_{\text {st }}[\phi \mid \mathbf{Y}, \mathbf{Z}]$ of the field $\phi$ at fixed particles positions given in Eq. (3.34). This is analogous to the Born-Oppenheimer approximation in condensed matter physics, where the wavefunction of the electrons orbiting around a nucleus is obtained by exploiting the separation of their dynamical timescales.

## C.6.1 Langevin equation within the adiabatic approximation

Let us focus on the motion of $\mathbf{Y}(t)$, the particle in the fixed trap, which is ruled by Eq. (3.6). We average each of the terms that appear in Eq. (3.6) over the stationary distribution in Eq. (3.34). The terms proportional to $\mathbf{Y}(t)$ and $\dot{\mathbf{Y}}(t)$ yield trivially

$$
\begin{equation*}
\langle\mathbf{Y}(t)\rangle_{\mathrm{st}}=\int \mathcal{D} \phi \mathbf{Y}(t) \mathcal{P}_{\mathrm{st}}[\phi \mid \mathbf{Y}, \mathbf{Z}]=\mathbf{Y}(t) \tag{C.75}
\end{equation*}
$$

and similarly for $\dot{\mathbf{Y}}(t)$, while

$$
\begin{align*}
\left\langle\lambda \mathbf{f}_{y}\right\rangle_{\mathrm{st}} & =-\left\langle\nabla_{y} \mathcal{H}_{\mathrm{int}}\right\rangle_{\mathrm{st}}=-\frac{1}{\mathcal{Z}_{\mathrm{st}}} \int \mathcal{D} \phi \nabla_{y} \mathcal{H}_{\mathrm{int}} e^{-\beta\left(\mathcal{H}_{\phi}+\mathcal{H}_{\mathrm{int}}\right)} \\
& =\frac{1}{\beta} \nabla_{y} \log \mathcal{Z}_{\mathrm{st}}=\lambda^{2} \nabla_{y} V_{c}(\mathbf{Y}, \mathbf{Z}), \tag{C.76}
\end{align*}
$$

where in the last step we used Eq. (3.37). This yields the effective Langevin equation (3.40).
Now we look for a perturbative solution of Eq. (3.40) that is valid up to $O\left(\lambda^{2}\right)$, and which we will denote as $\mathbf{Y}_{\mathrm{ad}}(t)$. To this end, we average each of its terms over the noises $\xi^{(y)}(t)$ and $\xi^{(z)}(t)$, bearing in mind that

$$
\begin{equation*}
\left\langle e^{i \mathbf{q} \cdot(\mathbf{Z}(t)-\mathbf{Y}(t))}\right\rangle=\left\langle e^{i \mathbf{q} \cdot(\mathbf{Z}(t)-\mathbf{Y}(t))}\right\rangle_{0}+\boldsymbol{O}(\lambda)=\left\langle e^{i \mathbf{q} \cdot \mathbf{Z}(t)}\right\rangle_{0}\left\langle e^{-i \mathbf{q} \cdot \mathbf{Y}(t)}\right\rangle_{0}+O(\lambda), \tag{C.77}
\end{equation*}
$$

where we used the fact that the two independent processes for $\mathbf{Y}(t)$ and $\mathbf{Z}(t)$ factorize. Specializing Eq. (B.11) to the present case gives

$$
\begin{equation*}
\left\langle e^{-i \mathbf{q} \cdot \mathbf{Y}(t)}\right\rangle_{0}=\exp \left[-T q^{2} /\left(2 \kappa_{y}\right)\right] \tag{C.78}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\partial_{t}\left\langle\mathbf{Y}_{\mathrm{ad}}\right\rangle=-v_{y} \kappa_{y}\left\langle\mathbf{Y}_{\mathrm{ad}}\right\rangle-v_{y} \lambda^{2} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \frac{i \mathbf{q} v(\mathbf{q})}{q^{2}+r} e^{-\frac{T q^{2}}{2 \kappa y}}\left\langle e^{i \mathbf{q} \cdot \mathbf{Z}}\right\rangle_{0} \tag{C.79}
\end{equation*}
$$

Solving this differential equation with the initial condition $\left\langle\mathbf{Y}_{\mathrm{ad}}\left(t=t_{0}\right)\right\rangle=0$, we finally obtain Eq. (3.41).

## C.6.2 Adiabatic limit from the master equation

Consider the free-field susceptibility $\chi_{q}(t-s)$ in Eq. (1.31) and assume $\alpha_{q} \neq 0$ (see Eq. (1.25)). One can take the formal limit $D \rightarrow \infty$, finding

$$
\begin{equation*}
\chi_{q}(t-s) \xrightarrow[D \rightarrow \infty]{ } \frac{\delta(t-s)}{q^{2}+r} \tag{C.80}
\end{equation*}
$$

Inserting this expression into Eq. (3.23) for the average displacement of the particle, we immediately recover its adiabatic approximation in Eq. (3.41).

Conversely (and more generally), it is straightforward to check [53] that the Fokker-Planck equation corresponding to the adiabatic Langevin equation (3.40) is exactly the master equation (3.20). To see this, one can use the adiabatic limit in Eq. (C.80) in the expression (3.21) for the function $F_{\mathbf{q}}(t)$, which appears in the operator $\mathcal{L}_{z}(t)$ of the master equation. The key observation is then that

$$
\begin{equation*}
F_{\mathbf{q}}^{(z)}(t) \xrightarrow[D \rightarrow \infty]{ } \frac{\left\langle e^{i \mathbf{q} \cdot \mathbf{Z}(t)}\right\rangle_{0}}{q^{2}+r} \tag{C.81}
\end{equation*}
$$

## C.6.3 Frequency doubling in the adiabatic response

Looking at the Fourier coefficients of the adiabatic response in Eq. (3.49), it appears that $\left|\mathbf{b}_{1}\right|=0$ in correspondence of a certain value $r_{1}$ of the parameter $r$. This value can be approximately found, in $d=1$, by writing

$$
\begin{equation*}
\frac{q}{q^{2}+r}=\frac{1}{q}\left(1-\frac{r}{q^{2}+r}\right) \tag{C.82}
\end{equation*}
$$

in the condition $\left|b_{1}\right|=0$, which gives

$$
\begin{align*}
\int \mathrm{d} q e^{-q^{2} \widetilde{R}^{2}} \frac{J_{1}(q A)}{q} \cos (q \Delta) & =r_{1} \int \mathrm{~d} q e^{-q^{2} \widetilde{R}^{2}} \frac{J_{1}(q A)}{q\left(q^{2}+r_{1}\right)} \cos (q \Delta) \\
& =\int \mathrm{d} y \exp \left(-y^{2} \widetilde{R}^{2} r_{1}\right) \frac{J_{1}\left(y A \sqrt{r_{1}}\right)}{y\left(y^{2}+1\right)} \cos \left(y \Delta \sqrt{r_{1}}\right) \tag{C.83}
\end{align*}
$$

where we changed variable as $q=y \sqrt{r_{1}}$ in the last line. Assuming $r_{1}$ to be small, which can be verified a posteriori, one can expand for small $r_{1}$, finding

$$
\begin{equation*}
r_{1}=\left[\frac{4}{\pi A} \int_{0}^{\infty} \mathrm{d} q e^{-q^{2} \widetilde{R}^{2}} \frac{J_{1}(q A)}{q} \cos (q \Delta)\right]^{2}+O\left(r_{1}^{3 / 2}\right) \tag{C.84}
\end{equation*}
$$

One can check numerically that $r_{1}$ determined above is an increasing function of the driving amplitude $A$. A further expansion for small $A$ gives

$$
\begin{equation*}
r_{1} \simeq \frac{e^{-\Delta^{2} /\left(2 \widetilde{R}^{2}\right)}}{\pi \widetilde{R}^{2}}+O\left(r_{1}^{3 / 2}\right) \tag{C.85}
\end{equation*}
$$

which is finite even for $A=0$, in agreement with the physical interpretation we proposed in Section 3.3.3.

## C. 7 Phase of the dynamical response

Here we derive some of the results concerning the phase of the dynamical response anticipated in Section 3.4.2.2.

## C.7.1 Large- $\Omega$ behavior

Let us focus first on the limit in which the frequency $\Omega$ of the external driving is large: then the Fourier coefficients in Eq. (3.48) become

$$
\begin{equation*}
\mathbf{c}_{n} e^{i n \theta_{z}} \sim i \frac{\lambda^{2} v_{y} D}{(n \Omega)^{2}} \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} \mathbf{q} q^{\alpha} J_{n}(\mathbf{q} \cdot \mathbf{A}) e^{-q^{2} \widetilde{R}^{2}+i \mathbf{q} \cdot \Delta} \tag{C.86}
\end{equation*}
$$

where we factored out the phase $\theta_{z}$ of the driven particle. As explained in the main text, this approximation works if the condition in Eq. (3.65) is met. Notice that the quantity on the r.h.s. of Eq. (C.86) is purely imaginary, which means that for large $\Omega$ the dynamical response of $\mathbf{Y}$ is either in phase or in counterphase with the motion of the particle $\mathbf{Z}(t)$ (see Eq. (3.55)). To determine its sign, one has to evaluate the integral in Eq. (C.86). In $d=1$ and focusing on the first harmonic $n=1$, we can rescale $z \equiv q \Delta$ and write

$$
\begin{equation*}
c_{1} e^{i \theta_{z}} \propto \frac{i}{\Omega^{2}} \int_{0}^{\infty} \mathrm{d} z z^{\alpha+1} \cos (z) J_{1}\left(z \beta_{1}\right) e^{-\left(z \beta_{2}\right)^{2}}, \tag{C.87}
\end{equation*}
$$

where we called $\beta_{1} \equiv \widetilde{R} / \Delta$ and $\beta_{2} \equiv A / \Delta$ the small parameters of our problem (see setup in Fig. 3.1). Figure C.1a shows that, for $\beta_{1}$ and $\beta_{2} \ll 1$, this integral is positive for model $\mathrm{B}(\alpha=2)$ and negative for model $\mathrm{A}(\alpha=0)$. This corresponds to the behavior of the phase observed in Fig. 3.6a. Although the sign may change in $d>1$, one would in any case observe a $\pi / 2$ phase shift with respect to the adiabatic prediction at large $\Omega$ (see Fig. 3.3b).

## C.7.2 Dependence of the phase $\varphi_{1}$ on $\Delta$

Let us now study the dependence of the phase $\varphi_{1}$ of the dynamical response defined in Eq. (3.61) on the average separation $\Delta$ between the two traps. To this end, we will consider the case of model A $(\alpha=0)$ and examine the behavior for large $\Delta$ of the integral $I_{1}$ that appears in Eq. (3.62). Focusing on the component $j$ parallel to $\mathbf{A}$ and $\Delta$, we note that Eq. (3.62) can be rewritten, up to first order in the driving amplitude $A$, as

$$
\begin{equation*}
I_{1}=-\frac{A}{2 D R^{d+4}} \frac{\partial^{2}}{\partial x^{2}} \int \frac{\mathrm{~d}^{d} y}{(2 \pi)^{d}} \frac{e^{-y^{2}+i y_{j} x}}{y^{2}+R^{2} r+i \Omega / \Omega_{0}}, \tag{C.88}
\end{equation*}
$$



Figure C.1: (a) Plot of the integral in Eq. (C.87) in the case of model A (orange, below, rescaled for graphical convenience) and model B (blue, above), compared with the plane $z=0$ (green, center) to check the zero crossings. (b) Integration contour for the function in Eq. (C.91) analytically continued to the complex plane $s$. The black dots indicate the stationary points $s_{ \pm}$of $f(s)$, and we plotted in solid blue the contour lines of $v(s)=\operatorname{Im}[f(s)]$ passing through $s_{+}$. We deform the original integration contour, i.e., the positive real axis, to a portion of the curve above indicated by the red-dashed line. Indeed, the integrand in Eq. (C.91) vanishes for large $|s|$ in the region $\{\operatorname{Re}(s)>0, \operatorname{Im}(s)<0\}$, so the integration contour can be closed at infinity and the Cauchy theorem applies. In this plot we set all the parameters in $f(s)$ to unity, for the sake of illustration.
where we used $J_{1}(x) \simeq x / 2$, and we rescaled momenta as $q=y / R$. One can check a posteriori that including higher orders in $A$ does not change our conclusions as long as $A \ll \Delta$. In Eq. (C.88) we have introduced the quantities $x \equiv \Delta / R$, and $\Omega_{0} \equiv D / R^{2}$, which we recognize from Eq. (1.25) as the inverse timescale of relaxation of the field $\phi$ over a length scale $\sim R$. The integral in $I_{1}$ finally contains a further dependence on $R^{2} r=(R / \xi)^{2}$. Using again Eq. (C.63) and computing the Gaussian integral we find

$$
\begin{equation*}
I_{1}=-\frac{A}{2 D R^{d+4}} \frac{\partial^{2}}{\partial x^{2}} \int_{0}^{\infty} \mathrm{d} \mu \frac{e^{-\mu c-x^{2} / 4(1+\mu)}}{[4 \pi(1+\mu)]^{d / 2}} \tag{C.89}
\end{equation*}
$$

where we defined $c \equiv R^{2} r+i \Omega / \Omega_{0}$. In order to avoid the trivial saddle-point $\mu=\infty$, we change variables as $\mu=s x$, leading to

$$
\begin{align*}
I_{1} & =-\frac{A}{2 D R^{d+4}} \frac{\partial^{2}}{\partial x^{2}}\left[\frac{x^{1-d / 2}}{(4 \pi)^{d / 2}} Q(x)\right]  \tag{C.90}\\
Q(x) & =\int_{0}^{\infty} \mathrm{d} s g(s) e^{-x f(s)} \tag{C.91}
\end{align*}
$$

with

$$
\begin{equation*}
f(s) \equiv s c-\frac{1}{4 s}, \quad g(s) \equiv(s+1 / x)^{-d / 2} \exp \left[\frac{x}{4 s(s x+1)}\right] \tag{C.92}
\end{equation*}
$$

Since the function $g(s)$ is regular and $x$-independent for large $x$, the integral in Eq. (C.91) can be estimated using the method of steepest descent [309]. To this end, one considers the analytic continuation in the complex plane $s=a+i b$ of the function $f(s)=u(a, b)+i v(a, b)$, and then
deforms the original integration path (i.e., the positive real axis) to a level curve of $v(a, b)$ passing through a stationary point of $u(a, b)$. By the Cauchy-Riemann conditions, these stationary points are necessarily saddle-points for $u(a, b)$, and they coincide with the extrema of the function $f(s)$, given by $s_{ \pm}= \pm 1 /(2 \sqrt{c})$. The relevant integration contour is shown in Fig. C.1b, and it passes through the saddle-point $s_{+}$. By standard methods, one then finds

$$
\begin{equation*}
Q(x) \simeq \sqrt{\frac{2 \pi}{x\left|f^{\prime \prime}\left(s_{+}\right)\right|}} g\left(s_{+}\right) e^{-x f\left(s_{+}\right)-i 3 \theta / 2} \tag{C.93}
\end{equation*}
$$

where $f\left(s_{+}\right)=\sqrt{c} \equiv \rho \exp (i \theta)$, and we introduced

$$
\begin{equation*}
\rho=R\left[r^{2}+(\Omega / D)^{2}\right]^{1 / 4}, \quad \theta=\frac{1}{2} \arctan \left(\frac{\Omega}{D r}\right) \tag{C.94}
\end{equation*}
$$

The angle $3 \theta / 2$ in Eq. (C.93) stems from selecting the path along which $s_{+}$is a maximum (and not minimum) point for $u(a, b)$. We also see that $\left|f^{\prime \prime}\left(s_{+}\right)\right|=1 /\left(2 \rho^{6}\right)$, while

$$
\begin{equation*}
g\left(s_{+}\right)=(s+1 / x)^{-d / 2} \exp \left[\frac{x}{4 s(s x+1)}\right] \tag{C.95}
\end{equation*}
$$

Note that $g\left(s_{+}\right)$still contains $x$, and this may have affected the position of the saddle-point. We must then make sure a posteriori that $x$ is sufficiently large so that $g(s)$ has saturated to its asymptotic value, $g(s) \rightarrow s^{-d / 2} \exp \left[1 /\left(4 s^{2}\right)\right]$, at the saddle-point $s=s_{+}$. From Eq. (C.95), this amounts at requiring $x \gg 2|\sqrt{c}|$, or equivalently $\Delta \gg 2 R \rho(\Omega)$. When $r$ is negligible, this condition becomes $\Omega \ll \Omega_{0}(\Delta / R)^{2}$ : this sets a limit to the values of $\Omega$ for which the saddle-point estimate is valid. We finally plug Eq. (C.93) back into Eq. (C.90) to get

$$
\begin{equation*}
I_{1} \propto e^{-i x \operatorname{Im}\left[f\left(s_{+}\right)\right]}=e^{-i x \rho \sin \theta} \tag{C.96}
\end{equation*}
$$

where we omitted a complex prefactor and extracted the $\Delta$-dependent part of the phase. This justifies the result reported in Eq. (3.66).

## C. 8 Numerical simulations

Numerical simulations are performed by direct integration of the coupled Langevin equations of motion (3.4) and (3.6) in real space, with a procedure analogous to the one described in Appendix B.8. The second particle, $\mathbf{Z}(t)$, is instead moved deterministically as in the infinite trap strength limit $\kappa_{z} \rightarrow \infty$. The discretized equation of motion for the field (see Eqs. (3.4), (B.110) and (B.112)) are straightforwardly generalized as

$$
\begin{align*}
\partial_{t} \phi_{i}(t) & =-D\left[(r-\widetilde{\Delta}) \phi_{i}(t)-\lambda V\left(\mathbf{x}_{i}-\mathbf{Y}(t)\right)-\lambda V\left(\mathbf{x}_{i}-\mathbf{Z}(t)\right)\right]+\eta_{i}(t)  \tag{C.97}\\
\partial_{t} \phi_{i}(t) & =D \widetilde{\Delta}\left[(r-\widetilde{\Delta}) \phi_{i}(t)-\lambda V\left(\mathbf{x}_{i}-\mathbf{Y}(t)\right)-\lambda V\left(\mathbf{x}_{i}-\mathbf{Z}(t)\right)\right]+\widetilde{\nabla} \cdot \boldsymbol{\eta}_{i}(t) \tag{C.98}
\end{align*}
$$

for model A or model B dynamics, respectively.
Once we start the simulation, we need to wait until the system has reached its long-time periodic state, which can be recognized by the fact that the mean value of the oscillations of $\mathbf{Y}(t)$
stops growing, and from its independence from the field dynamics (model A or B). This process takes longer as we approach criticality ( $r \rightarrow 0$ ), but it is never infinite because the system size $L$ is finite. We may estimate the relaxation time by using Eq. (1.25) and inserting $q \simeq 2 \pi / L$. Once the non-equilibrium periodic state is reached, we record the trajectory of $\mathbf{Y}(t)$ and use its periodicity in order to average the relevant observables over each period $T=2 \pi / \Omega$. This allows to improve the statistics without the need to repeat the initial relaxation for each run.

## C. 9 Dynamical functional for the many-particle problem

In this Appendix we derive the Martin-Siggia-Rose (or Janssen-De Dominicis-Peliti) dynamical functional [70-72] that describes the many-particle problem introduced in Section 3.6. The dynamical functionals corresponding to Eqs. (3.4) and (3.70) can be obtained by standard methods (see Ref. [54] and Section 1.5), leading in the case $\lambda=0$ to

$$
\begin{equation*}
\mathcal{S}_{a}\left[\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right]=\int \mathrm{d} t\left\{\widetilde{\mathbf{X}}_{a}(t)\left[\dot{\mathbf{X}}_{a}(t)-\mathbf{F}_{a}\left(\mathbf{X}_{a}(t), t\right)\right]-\frac{\Omega_{a}}{2}\left|\widetilde{\mathbf{X}}_{a}(t)\right|^{2}\right\}, \tag{C.99}
\end{equation*}
$$

for the particles, and to $\mathcal{S}_{\phi}[\phi, \tilde{\phi}]$ given in Eq. (1.49) for the field. Above we have introduced $\Omega_{a} \equiv 2 v_{a} T$, while $\widetilde{\boldsymbol{X}}_{a}, \tilde{\phi}$ are the auxiliary variables (response fields [54]) conjugate to $\mathbf{X}_{a}$ and $\phi$, respectively. Choosing $\lambda \neq 0$ leads to the total action

$$
\begin{equation*}
\mathcal{S}\left[\phi, \tilde{\phi},\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]=\sum_{a=1}^{N} \mathcal{S}_{a}\left[\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right]+\mathcal{S}_{\phi}[\phi, \tilde{\phi}]-\lambda \mathcal{S}_{\text {int }}\left[\phi, \tilde{\phi},\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right], \tag{C.100}
\end{equation*}
$$

where the interaction terms proportional to the coupling $\lambda$ gave rise to

$$
\begin{equation*}
\mathcal{S}_{\text {int }}\left[\phi, \tilde{\phi},\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]=\sum_{a=1}^{N} \int \mathrm{~d} t \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}}\left[D q^{\alpha} \tilde{\phi}_{\mathbf{q}}(t)+i v_{a} \phi_{\mathbf{q}}(t) \mathbf{q} \cdot \widetilde{\mathbf{X}}_{a}(t)\right] V_{-q}^{(a)} e^{i \mathbf{q} \cdot \mathbf{X}_{a}(t)} . \tag{C.101}
\end{equation*}
$$

It is useful at this point to introduce the vector notation

$$
\boldsymbol{\Psi}=\boldsymbol{\Psi}_{q}(t) \equiv\binom{\phi_{\mathbf{q}}(t)}{\tilde{\phi}_{\mathbf{q}}(t)}, \quad \boldsymbol{\Psi}^{T} \equiv\left(\begin{array}{ll}
\phi_{-\mathbf{q}}(t) & \tilde{\phi}_{-\mathbf{q}}(t) \tag{C.102}
\end{array}\right)
$$

so as to rewrite in a compact form

$$
\begin{equation*}
\mathcal{S}_{\phi}[\phi, \tilde{\phi}]=\frac{1}{2} \boldsymbol{\Psi}^{T} \hat{A} \boldsymbol{\Psi}, \quad \mathcal{S}_{\text {int }}\left[\phi, \tilde{\phi},\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]=\frac{1}{\lambda} \mathbf{b}^{T} \boldsymbol{\Psi}, \tag{С.103}
\end{equation*}
$$

where we introduced the matrix (see Eq. (1.49))

$$
\hat{A}_{q, p}\left(t, t^{\prime}\right)=\left(\begin{array}{cc}
0 & -\partial_{t}+\alpha_{q}  \tag{C.104}\\
\partial_{t}+\alpha_{q} & -\Omega(q)
\end{array}\right) \delta^{d}(\mathbf{q}+\mathbf{p}) \delta\left(t-t^{\prime}\right)
$$

and the vector

$$
\begin{equation*}
\mathbf{b}_{q}(t) \equiv \sum_{a=1}^{N}\binom{-i v_{a} \mathbf{q} \cdot \widetilde{\mathbf{X}}_{a}(t)}{D q^{\alpha}} V_{q}^{(a)} e^{-i \mathbf{q} \cdot \mathbf{x}_{a}(t)} . \tag{C.105}
\end{equation*}
$$

The effective action $\mathcal{S}_{\text {efff }}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]$ that describes the particles alone will have the form of Eq. (3.72), where the free part $\mathcal{S}_{0}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]$ is simply the sum of the single-particle actions $\mathcal{S}_{a}\left[\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right]$ given in Eq. (C.99). In order to obtain the interacting part $\mathcal{S}_{\lambda}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]$, we marginalize over the field $\phi$ and its conjugate variable $\tilde{\phi}$ as

$$
\begin{equation*}
e^{-\mathcal{S}_{\lambda}\left[\left\{\boldsymbol{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]} \equiv \int \mathcal{D} \phi \mathcal{D} \tilde{\phi} e^{-\mathcal{S}_{\phi}+\lambda \mathcal{S}_{\text {int }}}=\int \mathcal{D} \phi \mathcal{D} \tilde{\phi} e^{-\frac{1}{2} \Psi^{T} \hat{A} \Psi+\mathbf{b}^{T} \Psi} \propto e^{\frac{1}{2} \mathbf{b}^{T} \hat{A}^{-1} \mathbf{b}} . \tag{C.106}
\end{equation*}
$$

The result of the Gaussian integration involves the inverse matrix [54]

$$
\hat{A}_{q, p}^{-1}\left(t, t^{\prime}\right)=\left(\begin{array}{cc}
C_{q}\left(t, t^{\prime}\right) & G_{q}\left(t-t^{\prime}\right)  \tag{C.107}\\
G_{q}\left(t^{\prime}-t\right) & 0
\end{array}\right) \delta^{d}(\mathbf{q}+\mathbf{p})
$$

where $G_{q}(t)$ and $C_{q}\left(t, t^{\prime}\right)$ are the linear response function and the correlator of the free field given in Eqs. (1.27) and (1.30), respectively. Equation (C.106) is only formal, but it can be made explicit by integrating over the dummy variables (times and momenta) as

$$
\begin{equation*}
\mathbf{b}^{T} \hat{A}^{-1} \mathbf{b} \equiv \int \frac{\mathrm{~d}^{d} q \mathrm{~d}^{d} p}{(2 \pi)^{2 d}} \int \mathrm{~d} t \mathrm{~d} t^{\prime} \mathbf{b}_{-q}(t) \hat{A}_{q,-p}^{-1}\left(t, t^{\prime}\right) \mathbf{b}_{p}\left(t^{\prime}\right) \tag{C.108}
\end{equation*}
$$

The resulting $\mathcal{S}_{\lambda}\left[\left\{\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}\right\}\right]$ can then be expressed as in Eq. (3.74), with

$$
\begin{align*}
\mathcal{S}_{a b}\left[\mathbf{X}_{a}, \widetilde{\mathbf{X}}_{a}, \mathbf{X}_{b}, \widetilde{\mathbf{X}}_{b}\right]=v_{a} & \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{d}} V_{q}^{(b)} V_{-q}^{(a)} \int \mathrm{d} t \int \mathrm{~d} t^{\prime}\left[\mathbf{q} \cdot \widetilde{\mathbf{X}}_{a}(t)\right] e^{i \mathbf{q} \cdot\left[\mathbf{X}_{a}(t)-\mathbf{X}_{b}\left(t^{\prime}\right)\right]} \\
& \times\left\{i \chi_{q}\left(t-t^{\prime}\right)+\frac{v_{b}}{2} C_{q}\left(t, t^{\prime}\right)\left[\mathbf{q} \cdot \widetilde{\mathbf{X}}_{b}\left(t^{\prime}\right)\right]\right\}, \tag{С.109}
\end{align*}
$$

and where $\chi_{q}(t)$ is the linear susceptibility of the field given in Eq. (1.31). We note that the terms with $a=b$ in Eq. (3.74) describe the self-interaction of the particle $\mathbf{X}_{a}$ mediated by the field $\phi$, while the terms with $a \neq b$ describe the field-induced interaction between pairs of particles. Finally, we recognize in Eq. (C.109) a drift term (i.e., the one containing $\chi_{q}\left(t-t^{\prime}\right)$ ) which is nonlocal in time, and a colored noise term (i.e., the one containing $C_{q}\left(t, t^{\prime}\right)$ ): they both result from having integrated out the field degrees of freedom from the dynamics.

## Calculations of Chapter 4

## D. 1 Stochastic entropy production rate

The irreversibility $\Delta S_{\text {tot }}\left[\{\mathbf{Y}, \phi\}_{t_{\mathrm{i}}}^{t_{f}}\right]$ associated with an individual, joint (probe+field) trajectory was given in Eq. (4.17). Due to the Gaussian statistics of the noise, the path weights therein are proportional to the exponential of the Onsager-Machlup action $\mathcal{A}[69,132]$, i.e.,

$$
\begin{equation*}
\mathcal{P} \propto \rho_{\mathbf{Y}, \phi}\left[\mathbf{Y}\left(t_{\mathrm{i}}\right), \phi\left(\mathbf{x}, t_{\mathrm{i}}\right)\right] e^{-\mathcal{A}}, \tag{D.1}
\end{equation*}
$$

where $\rho_{\mathbf{Y}, \phi}$ is the joint field-particle probability density. Since the noises acting on the probe and the field are independent from each other, the total action of the joint process is the sum of the actions of the probe and the field, reading [132]

$$
\begin{align*}
\mathcal{A}= & \frac{1}{4 \gamma_{y} T} \int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} \mathrm{~d} t\left(\gamma_{y} \dot{\mathbf{Y}}+\nabla_{\mathbf{Y}} \mathcal{H}^{\mathrm{int}}+\nabla_{\mathbf{Y}} \mathcal{U}-\mathbf{F}_{\mathrm{ext}}\right)^{2} \\
& +\frac{1}{4 \gamma_{\phi} T} \int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} \mathrm{~d} t \int \mathrm{~d}^{d} \mathbf{x}\left(\gamma_{\phi} \dot{\phi}+\nabla \cdot \mathbf{J}_{\mathrm{d}}\right)\left(-\nabla^{2}\right)^{-\alpha / 2}\left(\gamma_{\phi} \dot{\phi}+\nabla \cdot \mathbf{J}_{\mathrm{d}}\right), \tag{D.2}
\end{align*}
$$

where we defined

$$
\begin{equation*}
\nabla \cdot \mathrm{J}_{\mathrm{d}}=\left(-\nabla^{2}\right)^{\alpha / 2} \frac{\delta \mathcal{H}}{\delta \phi} \tag{D.3}
\end{equation*}
$$

with $\alpha=0$ for non-conserved dynamics and $\alpha=2$ for conserved dynamics. All the stochastic integrals in this section [such as the one in Eq. (D.2)] are intended in the Stratonovich sense, but we will omit the o sign to ease the notation ${ }^{1}$. The term $-\nabla \cdot \mathbf{J}_{d}$ in Eq. (D.3) is the deterministic dynamical operator of the field dynamics (4.3), i.e., $-\nabla \cdot \mathbf{J}_{d}=\gamma_{\phi} \dot{\phi}-\eta$. The action of the timereversed process is, accordingly, given by

$$
\begin{align*}
\mathcal{A}^{\mathrm{R}}= & \frac{1}{4 \gamma_{y} T} \int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} \mathrm{~d} t\left(-\gamma_{y} \dot{\mathbf{Y}}+\nabla_{\mathbf{Y}} \mathcal{H}^{\text {int }}+\nabla_{\mathbf{Y}} \mathcal{U}-\mathbf{F}_{\mathrm{ext}}\right)^{2} \\
& +\frac{1}{4 \gamma_{\phi} T} \int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} \mathrm{~d} t \int \mathrm{~d}^{d} \mathbf{x}\left(-\gamma_{\phi} \dot{\phi}+\nabla \cdot \mathbf{J}_{\mathrm{d}}\right)\left(-\nabla^{2}\right)^{-\alpha / 2}\left(-\gamma_{\phi} \dot{\phi}+\nabla \cdot \mathbf{J}_{\mathrm{d}}\right) . \tag{D.4}
\end{align*}
$$

Inserting the path probabilities into Eq. (4.17) yields

$$
\begin{equation*}
\Delta S_{\text {tot }}=\ln \frac{\rho_{\mathbf{Y}, \phi}\left[\mathbf{Y}\left(t_{\mathrm{i}}\right), \phi\left(t_{\mathrm{i}}\right)\right]}{\rho_{\mathbf{Y}, \phi}\left[\mathbf{Y}\left(t_{\mathrm{f}}\right), \phi\left(t_{\mathrm{f}}\right)\right]}+\mathcal{A}^{\mathrm{R}}-\mathcal{A} \equiv \Delta S_{y, \phi}^{\mathrm{sh}}+\mathcal{A}^{\mathrm{R}}-\mathcal{A}, \tag{D.5}
\end{equation*}
$$

[^19]where the we identified the term $\Delta S_{y, \phi}^{\mathrm{sh}}$ as the change, along the considered time interval, of the Shannon entropy $S_{y, \phi}^{\text {sh }} \propto-\ln \rho_{\mathbf{Y}, \phi}$ associated with the initial/final configuration $\rho_{\mathbf{Y}, \phi}$ of the joint process (i.e., considering both the probe and the field). Furthermore, the second term on the r.h.s. of Eq. (D.5) can be simplified to
\[

$$
\begin{align*}
\mathcal{A}^{\mathrm{R}}-\mathcal{A} & =\frac{1}{\gamma_{y} T} \int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} \mathrm{~d} t \gamma_{y} \dot{\mathbf{Y}} \underbrace{\left(\nabla_{\mathbf{Y}} \mathcal{H}^{\mathrm{int}}+\nabla_{\mathbf{Y}} \mathcal{U}-\mathbf{F}_{\mathrm{ext}}\right)}_{=\left(\xi-\gamma_{y} \dot{\mathbf{Y}}\right)}+\frac{1}{\gamma_{\phi} T} \int \mathrm{~d}^{d} \mathbf{x} \int_{t_{\mathrm{i}}}^{t_{\mathrm{f}}} \mathrm{~d} t \gamma_{\phi} \dot{\phi}\left(-\nabla^{2}\right)^{-\alpha / 2} \underbrace{\nabla \cdot \mathbf{J}_{\mathrm{d}}}_{=\left(\eta-\gamma_{\phi} \dot{\phi}\right)} \\
& =\frac{1}{T} \int_{\{\mathbf{Y}, \phi\}_{t_{\mathrm{i}}}^{t_{\mathrm{f}}}}\left(\xi-\gamma_{y} \dot{\mathbf{Y}}\right) \mathrm{d} \mathbf{Y}+\frac{1}{T} \int \mathrm{~d}^{d} \mathbf{x} \int_{\{\mathbf{Y}, \phi\}_{t_{\mathrm{i}}}^{t_{\mathrm{f}}}} \mathrm{~d} \phi(\mathbf{x})\left(-\nabla^{-2}\right)^{\alpha / 2}\left(\eta-\gamma_{\phi} \dot{\phi}\right) . \tag{D.6}
\end{align*}
$$
\]

In the last step, we have inserted the equations of motion (4.2) and (4.3), and we converted the integrals over time into line integrals along the trajectory $\{\mathbf{Y}, \phi\}_{t_{\mathrm{i}}}^{t_{\mathrm{f}}}$. As a final step, we identify in Eq. (D.6) the heat flows as given in Eqs. (4.12) and (4.16), and therefore we obtain Eq. (4.18), consistently with the thermodynamic definition of entropy.

## D.1.1 Proof of the second law

It is well known that the definition of $\Delta S_{\text {tot }}$ given in Eq. (4.17) implies, after taking an ensemble average, that the total entropy production is constrained by the second law, i.e., $\left\langle\Delta S_{\text {tot }}\right\rangle \geq 0$ [109, 310]. One way to show this is to prove first the integral fluctuation theorem [109, 145, 311], i.e.,

$$
\begin{equation*}
\left\langle e^{-\Delta S_{\mathrm{tot}}[\{\mathbf{Y}, \phi\}]}\right\rangle=\int \mathcal{D}\{\mathbf{Y}, \phi\} \mathcal{P}[\{\mathbf{Y}, \phi\}] e^{-\Delta S_{\mathrm{tot}}[\{\mathbf{Y}, \phi\}]}=\int \mathcal{D}\{\mathbf{Y}, \phi\} \mathcal{P}^{\mathrm{R}}\left[\left\{\mathbf{Y}^{\mathrm{R}}, \phi^{\mathrm{R}}\right\}\right]=1 \tag{D.7}
\end{equation*}
$$

where in the second line we inserted the definition of $\Delta S_{\text {tot }}$ given in Eq. (4.17), while in the third line we assumed that the integration measure is invariant under time-reversal, i.e., $\mathcal{D}\{\mathbf{Y}, \phi\}=$ $\mathcal{D}\left\{\mathbf{Y}^{\mathrm{R}}, \phi^{\mathrm{R}}\right\}$. Using $\ln x \leq x-1, \forall x>0$, the second law follows as

$$
\begin{equation*}
\left\langle-\Delta S_{\mathrm{tot}}\right\rangle=\left\langle\ln e^{-\Delta S_{\mathrm{tot}}}\right\rangle \leq\left\langle e^{-\Delta S_{\mathrm{tot}}}\right\rangle-1=0 \tag{D.8}
\end{equation*}
$$

where in the last step we used Eq. (D.7). The fluctuations of $\Delta S_{\text {tot }}$ can also be shown to obey, by construction, the detailed fluctuation theorem $p\left[\Delta S_{\mathrm{tot}}\right] / p\left[-\Delta S_{\mathrm{tot}}\right]=e^{-\Delta S_{\mathrm{tot}}}$ [109, 310]. Along long trajectories with $t_{\mathrm{f}} \gg t_{\mathrm{i}}$, this further implies that the total dissipation $Q=\int \mathrm{d} \mathbf{x} Q_{\phi}(\mathbf{x})+Q_{y}$ asymptotically also fulfills these relations, because $\Delta S_{y, \phi}^{\text {sh }}$ - contrary to $Q_{\phi}$ and $Q_{y}$ - does not grow upon increasing time (i.e., it is not "extensive").

## D. 2 Comparison with the dissipated power predicted by a GLE

An established approach [139-144] to study the thermodynamics of driven particles in complex environments is based on using generalized Langevin equations (GLEs) [7, 38]. Within this description, the effect of the (slowly relaxing) medium on the particle is described by a friction kernel and a colored noise, as discussed in Section 1.4. However, GLEs generally capture only temporal correlations of the medium, but not dynamically-varying spatial correlations. In this section, we consider the conditions under which a GLE may capture the various dependencies
on the drag velocity $v$ of the mean dissipation rate, which are discussed in Section 4.3.4-see, e.g., Fig. 4.4(b). In particular, consider a generic linear (overdamped) GLE of the form

$$
\begin{equation*}
\gamma_{y} \dot{Y}=-\int_{-\infty}^{t} \mathrm{~d} t^{\prime} \Gamma\left(t-t^{\prime}\right) \dot{Y}\left(t^{\prime}\right)-\kappa(Y-v t)+\mu, \tag{D.9}
\end{equation*}
$$

with a certain friction kernel $\Gamma$ (which we do not need to specify further here) and a zero-mean Gaussian colored noise ${ }^{2} \mu$. We consider a nonequilibrium steady-state of the system with $v \neq 0$, and we are particularly interested in the mean position (relative to the center of the trap), from which we can access the mean power [see Eq. (4.22)].

By averaging the GLE (D.9) over the possible realizations of the noise, one finds

$$
\begin{equation*}
\gamma_{y} \dot{u}=-\int_{-\infty}^{t} \mathrm{~d} t^{\prime} \Gamma\left(t-t^{\prime}\right) \dot{u}\left(t^{\prime}\right)-\kappa(u-v t), \tag{D.10}
\end{equation*}
$$

with $u(t) \equiv\langle Y(t)\rangle$. In the steady state, the average velocity $\dot{u}(t)$ of the particle does not depend on time $t$. Accordingly, we can further simplify the previous equation as

$$
\begin{equation*}
\gamma_{y} \dot{u}=-G_{\mathrm{m}} \dot{u}-\kappa(u-v t), \tag{D.11}
\end{equation*}
$$

where we have introduced the constant $G_{\mathrm{m}}=\int_{-\infty}^{t} \mathrm{~d} t^{\prime} \Gamma\left(t-t^{\prime}\right)$. The solution of Eq. (D.11) is

$$
\begin{equation*}
u=v t+C, \quad \text { with } \quad C=-\left(\gamma_{y}+G_{\mathrm{m}}\right) v / \kappa \tag{D.12}
\end{equation*}
$$

Together with Eq. (4.34), this implies that, for any linear GLE, with arbitrary friction kernel, the correction to the average dissipated power is

$$
\begin{equation*}
\langle\dot{W}\rangle=-\kappa v\left[\langle Y(t)\rangle-v t+v \gamma_{y} / \kappa\right]=-\kappa v\left(C+v \gamma_{y} / \kappa\right)=G_{\mathrm{m}} v^{2} . \tag{D.13}
\end{equation*}
$$

This expression, being quadratic in $v$, corresponds to the first regime among those shown in Fig. 4.4(b), and to the usual Stokes friction. We conclude that the other regimes discussed in Section 4.3.4 and displayed in Fig. 4.4(b) can only possibly emerge in the presence of a nonlinear friction term in the effective evolution equation of the probe. Choosing heuristically a form of the friction term in Eq. (D.9) other than linear seems difficult to justify on phenomenological grounds alone. In contrast, by systematically integrating out the field degrees of freedom $\phi(\mathbf{x}, t)$ from the joint field-particle dynamics [given by Eqs. (4.2) and (4.3)], we can obtain an effective description for the motion of the particle in the form of a nonlinear GLE [see, c.f., Eq. (4.63)]. This will be discussed in the next two sections within this Appendix.

## D. 3 Moment generating function of the particle position

Here we provide the derivation of the cumulant generating function of the particle position reported in Eq. (4.31). We start from the coupled equations of motion for the variables $\mathbf{Z}(t)$ and

[^20]$\varphi(\mathbf{z}, t)$, i.e., Eqs. (4.25) and (4.26). Assuming the coupling constant $\lambda$ to be small, it is possible to derive a (forward) evolution equation which describes the marginal probability distribution $P_{1}(\mathbf{z}, t)$ of the particle coordinate alone. The derivation is analogous to the one presented in Appendix C.2.1, where a more general case was treated, in which a second particle also interacts with the field via an interaction potential $V_{p}^{(z)}$; the present case corresponds to $V_{p}^{(z)} \mapsto 0$. We report here only the final result:
\[

$$
\begin{equation*}
\partial_{t} P_{1}(\mathbf{z}, t)=\mathcal{L}_{0}(\mathbf{z}) P_{1}(\mathbf{z}, t)+\lambda^{2} \int_{-\infty}^{t} \mathrm{~d} s \int \mathrm{~d} \mathbf{x} \mathcal{L}(\mathbf{z}, \mathbf{x} ; t-s) P_{2}(\mathbf{z}, t ; \mathbf{x}, s)+O\left(\lambda^{4}\right) \tag{D.14}
\end{equation*}
$$

\]

Here $\mathcal{L}_{0}$ is the Fokker-Planck operator for an Ornstein-Uhlenbeck particle [53],

$$
\begin{equation*}
\mathcal{L}_{0} \equiv \boldsymbol{\nabla}_{\mathbf{z}} \cdot\left(\gamma \mathbf{z}+v T \boldsymbol{\nabla}_{\mathbf{z}}\right), \tag{D.15}
\end{equation*}
$$

while the memory term $\mathcal{L}$, analogous to the one in Eq. (3.19), reads

$$
\begin{equation*}
\mathcal{L}(\mathbf{z}, \mathbf{x} ; u) \equiv v \nabla_{\mathbf{z}}^{l} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} i p_{l}\left|V_{p}\right|^{2} e^{-i \mathbf{p} \cdot(\mathbf{z}-\mathbf{x})}\left[\chi_{\mathbf{p}}^{(\mathbf{v})}(u)-i v C_{\mathbf{p}}^{(\mathbf{v})}(u) e^{-\gamma u} p_{j} \nabla_{\mathbf{z}}^{j}\right] \tag{D.16}
\end{equation*}
$$

where $\chi_{\mathbf{p}}^{(\mathbf{v})}$ and $C_{\mathbf{p}}^{(\mathbf{v})}$ were given in Eqs. (4.27) and (4.28).
We want to use Eq. (D.14) to find an expression for the characteristic function

$$
\begin{equation*}
g(\mathbf{k}, t) \equiv\left\langle e^{-i \mathbf{k} \cdot \mathbf{Z}(t)}\right\rangle=\int \mathrm{d} \mathbf{z} e^{-i \mathbf{k} \cdot \mathbf{z}} P_{1}(\mathbf{z}, t) \tag{D.17}
\end{equation*}
$$

We start by taking the Fourier transform of the various terms in the master equation (D.14), which leads to

$$
\begin{equation*}
\left[\partial_{t}-\mathcal{L}_{0}^{\dagger}(\mathbf{k})\right] g(\mathbf{k}, t)=f(\mathbf{k}, t)+O\left(\lambda^{4}\right) \tag{D.18}
\end{equation*}
$$

where, from Eq. (D.15),

$$
\begin{equation*}
\mathcal{L}_{0}^{\dagger}(\mathbf{k})=-\gamma \mathbf{k} \cdot \nabla_{\mathbf{k}}-v T k^{2}, \tag{D.19}
\end{equation*}
$$

and we have introduced

$$
\begin{equation*}
f(\mathbf{k}, t) \equiv \lambda^{2} \int_{-\infty}^{t} \mathrm{~d} s \int \mathrm{~d} \mathbf{x} \mathrm{~d} \mathbf{z} e^{-i \mathbf{k} \cdot \mathbf{z}} \mathcal{L}(\mathbf{z}, \mathbf{x} ; t-s) P_{2}(\mathbf{z}, t ; \mathbf{x}, s) . \tag{D.20}
\end{equation*}
$$

The solution of Eq. (D.18) is formally given, at the lowest nontrivial order in $\lambda$, by

$$
\begin{equation*}
g(\mathbf{k}, t)=g^{(0)}(\mathbf{k})+\int_{-\infty}^{t} \mathrm{~d} t^{\prime} \int \frac{\mathrm{d}^{d} k^{\prime}}{(2 \pi)^{d}} g_{1 \mid 1}\left(\mathbf{k}, t \mid \mathbf{k}^{\prime}, t^{\prime}\right) f\left(\mathbf{k}^{\prime}, t^{\prime}\right)+O\left(\lambda^{4}\right), \tag{D.21}
\end{equation*}
$$

where we introduced

$$
\begin{equation*}
g^{(0)}(\mathbf{p}) \equiv \exp \left(-p^{2} T / 2 \kappa\right), \tag{D.22}
\end{equation*}
$$

i.e., the moment generating function of the uncoupled $(\lambda=0)$ particle, and where we indicated by $g_{1 \mid 1}$ the propagator of the Ornstein-Uhlenbeck process in momentum space. The latter is easily found by solving the homogeneous part of Eq. (D.18) via the method of characteristics [309], or even by simply Fourier transforming the real space propagator given in Eq. (1.9): both ways lead to

$$
\begin{equation*}
g_{1 \mid 1}\left(\mathbf{k}, t \mid \mathbf{k}^{\prime}, t^{\prime}\right)=e^{-\left(k^{2} / 2\right) \sigma^{2}\left(t-t^{\prime}\right)} \delta^{d}\left(\mathbf{k}^{\prime}+\mathbf{k} e^{-\gamma\left(t-t^{\prime}\right)}\right), \tag{D.23}
\end{equation*}
$$

where $\sigma\left(t-t^{\prime}\right)$ was introduced in Eq. (1.11).
Let us now focus on the stationary state, for which

$$
\begin{equation*}
g(\mathbf{k}, t) \rightarrow g(\mathbf{k}), \quad g_{1 \mid 1}\left(\mathbf{k}, t \mid \mathbf{k}^{\prime}, t^{\prime}\right) \rightarrow g_{1 \mid 1}\left(\mathbf{k}, t-t^{\prime} \mid \mathbf{k}^{\prime}, 0\right), \quad P_{2}(\mathbf{z}, t ; \mathbf{x}, s) \rightarrow P_{2}(\mathbf{z}, t-s ; \mathbf{x}, 0) \tag{D.24}
\end{equation*}
$$

Equation (D.21) then becomes

$$
\begin{align*}
g(\mathbf{k}) & =g^{(0)}(\mathbf{k})+\int_{0}^{\infty} \mathrm{d} u^{\prime} \int \frac{\mathrm{d}^{d} k^{\prime}}{(2 \pi)^{d}} g_{1 \mid 1}\left(\mathbf{k}, u^{\prime} \mid \mathbf{k}^{\prime}, 0\right) f\left(\mathbf{k}^{\prime}\right)+O\left(\lambda^{4}\right) \\
& =g^{(0)}(\mathbf{k})+\int_{0}^{\infty} \mathrm{d} u^{\prime} e^{-\left(k^{2} / 2\right) \sigma^{2}\left(u^{\prime}\right)} f\left(-\mathbf{k} e^{-\gamma u^{\prime}}\right)+O\left(\lambda^{4}\right) \tag{D.25}
\end{align*}
$$

where in the second line we used Eq. (D.23). Manipulating Eqs. (D.16) and (D.20) renders

$$
\begin{equation*}
f(\mathbf{k})=-v \lambda^{2} \int_{0}^{\infty} \mathrm{d} u \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}}\left|V_{p}\right|^{2}(\mathbf{p} \cdot \mathbf{k})\left[\chi_{\mathbf{p}}^{(\mathbf{v})}(u)+v \mathbf{p} \cdot(\mathbf{p}+\mathbf{k}) C_{\mathbf{p}}^{(\mathbf{v})}(u) e^{-\gamma u}\right] \widetilde{P}_{2}(\mathbf{p}+\mathbf{k}, u ;-\mathbf{p}, 0) \tag{D.26}
\end{equation*}
$$

in terms of the double Fourier transform $\widetilde{P}_{2}$ of the two-point probability distribution $P_{2}$, with respect to both its spatial arguments. Since we are neglecting terms of order higher than $\lambda^{2}$, then $P_{2}$ above can be replaced by its expression for $\lambda=0$, i.e.,

$$
\begin{equation*}
P_{2}(\mathbf{z}, t ; \mathbf{x}, s)=P_{1 \mid 1}(\mathbf{z}, t \mid \mathbf{x}, s) P_{1}(\mathbf{x}, s)+O\left(\lambda^{2}\right) \tag{D.27}
\end{equation*}
$$

where $P_{1 \mid 1}$ is the Ornstein-Uhlenbeck propagator given in Eq. (1.14), with Fourier transform $g_{1 \mid 1}$ provided in Eq. (D.23). In the long-time limit, we can replace $P_{1}(\mathbf{x}, s)$ by the stationary distribution $P_{1}^{\text {st }}(\mathbf{x})$ eventually attained by the uncoupled particle in its harmonic trap, see Eq. (1.14). We recall that the Fourier transform of $P_{1}^{\text {st }}(\mathbf{x})$ is the function $g^{(0)}(\mathbf{p})$ given in Eq. (D.22). This yields

$$
\begin{equation*}
\widetilde{P}_{2}\left(\mathbf{p}_{2}, t ; \mathbf{p}_{1}, 0\right) \simeq \int \frac{\mathrm{d}^{d} p_{0}}{(2 \pi)^{d}} g_{1 \mid 1}\left(\mathbf{p}_{2}, t \mid \mathbf{p}_{1}-\mathbf{p}_{0}, 0\right) g^{(0)}\left(\mathbf{p}_{0}\right)=g^{(0)}\left(\mathbf{p}_{1}+\mathbf{p}_{2} e^{-\gamma t}\right) e^{-p_{2}^{2} \sigma^{2}(t) / 2} \tag{D.28}
\end{equation*}
$$

Equation (D.26) can be further simplified by noting that, for any $u$-independent value $A$ [and, in particular, for $A \equiv \mathbf{p} \cdot(\mathbf{p}+\mathbf{k})$ ], we can rewrite [81]

$$
\begin{equation*}
\left[\chi_{p}(u)+v A C_{p}(u) e^{-\gamma u}\right]=-\frac{e^{A \sigma_{2}^{2}(u)}}{\alpha_{p}} \frac{\partial}{\partial u}\left[\chi_{p}(u) e^{-A \sigma_{2}^{2}(u)}\right] \tag{D.29}
\end{equation*}
$$

where we recall that $\chi_{p}(u)$ and $C_{p}(u)$ differ from the corresponding $\chi_{\mathbf{p}}^{(\mathbf{v})}(u)$ and $C_{\mathbf{p}}^{(\mathbf{v})}(u)$ only by a multiplicative factor $\exp (i \mathbf{p} \cdot \mathbf{v} u)$ for $u>0$ [see Eqs. (4.27) and (4.28)], and where we introduced

$$
\begin{equation*}
\sigma_{2}^{2}(u) \equiv \sigma^{2}(u / 2) \tag{D.30}
\end{equation*}
$$

with $\sigma$ given in Eq. (1.11). Equation (D.29) readily follows as a direct consequence of the fluctuation-dissipation theorem for the free-field, recalled in Eq. (1.32). From Eq. (D.26), after integrating by parts in $u$, we thus get

$$
\begin{equation*}
f(\mathbf{k})=-i v \lambda^{2} g^{(0)}(\mathbf{k}) \int_{0}^{\infty} \mathrm{d} u \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \frac{\left|V_{p}\right|^{2}(\mathbf{p} \cdot \mathbf{k})(\mathbf{p} \cdot \mathbf{v})}{p^{2}+r} G_{\mathbf{p}}^{(\mathbf{v})}(u) e^{-\mathbf{p} \cdot(\mathbf{p}+\mathbf{k}) \sigma_{2}^{2}(u)} \tag{D.31}
\end{equation*}
$$

with $G_{\mathbf{p}}^{(\mathbf{v})}(u)$ given in Eq. (4.28). We finally substitute the expression of $f(\mathbf{k})$ given in Eq. (D.31) into Eq. (D.25) for $g(\mathbf{k})$, and we simplify the integral over $u^{\prime}$ by recognizing that

$$
\begin{equation*}
(\mathbf{p} \cdot \mathbf{k}) e^{-\gamma u^{\prime}} \exp \left[(\mathbf{p} \cdot \mathbf{k}) \sigma_{2}^{2}(u) e^{-\gamma u^{\prime}}\right]=-\frac{1}{\gamma \sigma_{2}^{2}(u)} \frac{\partial}{\partial u^{\prime}} \exp \left[(\mathbf{p} \cdot \mathbf{k}) \sigma_{2}^{2}(u) e^{-\gamma u^{\prime}}\right] \tag{D.32}
\end{equation*}
$$

This gives the moment generating function

$$
\begin{align*}
g(\mathbf{k})= & g^{(0)}(\mathbf{k})\left\{1+\frac{i \lambda^{2}}{\kappa} \int_{0}^{\infty} \frac{\mathrm{d} u}{\sigma_{2}^{2}(u)} \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} \frac{(\mathbf{p} \cdot \mathbf{v})}{p^{2}+r}\left|V_{p}\right|^{2} G_{\mathbf{p}}^{(\mathbf{v})}(u) e^{-p^{2} \sigma_{2}^{2}(u)}\left[1-e^{-(\mathbf{p} \cdot \mathbf{k}) \sigma_{2}^{2}(u)}\right]\right\} \\
& +O\left(\lambda^{4}\right) . \tag{D.33}
\end{align*}
$$

Upon taking the logarithm of Eq. (D.33) and expanding for small $\lambda$, we obtain the cumulant generating function reported in Eq. (4.31). In particular, computing $-\left.\nabla_{\mathbf{q}}^{2} g(\mathbf{q})\right|_{\mathbf{q}=0}$ gives the correlation function

$$
\begin{equation*}
\left\langle Z_{l} Z_{m}\right\rangle_{c}=\frac{T}{\kappa} \delta_{l m}+\frac{\lambda^{2}}{\kappa} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \frac{i p_{l} p_{m}(\mathbf{p} \cdot \mathbf{v})}{p^{2}+r}\left|V_{p}\right|^{2} \int_{0}^{\infty} \mathrm{d} u G_{\mathbf{p}}^{(\mathbf{v})}(u) \sigma_{2}^{2}(u) e^{-p^{2} \sigma_{2}^{2}(u)} \tag{D.34}
\end{equation*}
$$

We note that the contribution $\propto \lambda^{2}$ actually vanishes for $l \neq m$, as it follows from the fact that, otherwise, the integrand would be an odd function of some component of the vector $\mathbf{p}$. It thus appears that no cross-correlations arise between the various orthogonal components of the displacement, i.e., $\left\langle Z_{l} Z_{m}\right\rangle_{c} \propto \delta_{l m}$, but the variance is anisotropically modified along the directions parallel and perpendicular to the trap velocity $\mathbf{v}$ (see also Fig. D.1). In the critical case, as well as for small velocities or small thermal fluctuations, it is possible to prove analytically that the correction in Eq. (D.34) is positive. Note that in the absence of the field (i.e., for $\lambda=0$ ) the variance does not change, at finite $v$, compared to the case $v=0$.

## D. 4 Average particle position and dissipation rate

In this Appendix, we analyze the behavior of the average particle position $\langle\mathbf{Z}\rangle$ reported in Eq. (4.32), together with its consequences on the dissipation rate discussed Section 4.3.4, focusing on the case of non-conserved dynamics.

## D.4.1 Behavior as a function of the drag speed $v$

The average position $\langle Z\rangle$ in the steady state is plotted in the inset of Fig. 4.4(b) as a function of the trap velocity $v$, for the case of non-conserved dynamics in $d=1$. For any finite value of $r$, i.e., of the correlation length $\xi=r^{-1 / 2}$, one can generically identify three regimes and a crossover:

- Low-velocity (adiabatic) regime, for $0<v \lesssim v_{I}$. When $v=0$ the system is in equilibrium, and the average particle position is not modified by the presence of the field [81], thus yielding $\langle Z(v=0)\rangle=0$. Inspecting Eq. (4.32) shows that $\langle Z\rangle \propto-v$, i.e., a linear dependence of $\langle Z\rangle$ on $v$ for small $v$.
- Intermediate crossover, for $v_{I} \lesssim v \lesssim v_{I I}$. Here $|\langle Z\rangle|$ reaches a maximum and behaves in a possibly non-monotonic way (depending on the choice of the various parameters).
- High-velocity (adiabatic) regime, for $v_{I I} \lesssim v \lesssim v_{I I I}$. The amplitude of the average position starts decaying as $|\langle Z\rangle| \propto v^{-1}$.
- "Depinning" regime, for $v \gtrsim v_{\text {III }}$. At very high speeds, one can check that $\langle Z\rangle$ tends to a small but finite value.

These regimes correspond to those observed for the correction $\propto \lambda^{2}$ to the dissipation rate $\langle\dot{W}\rangle_{\lambda} \propto v\langle Z\rangle$ in Fig. 4.4(b), which grows like $\propto v^{2}$ for small $v$ (as it is the case for the usual Stokes friction), while it is $v$-independent for intermediate $v$, and finally grows like $\propto v$ in the last regime.

We can understand these behaviors starting from the effective equation of motion for the particle coordinate $\mathbf{Z}(t)$, which is given in Eq. (4.63). The latter is markedly non-Markovian because of the presence of a (nonlinear) memory term [i.e., the term that is proportional to $\left.\chi_{\mathbf{p}}^{(\mathbf{v})}(u)\right]$, and a colored multiplicative noise term $\zeta_{\mathbf{p}}(t)$. In the limits of very small and very large drag speed $v$, however, we physically expect to recover an approximately Markovian description. First, for very small $v$, the field is fast enough to equilibrate with the particle being fixed at its actual position, so that an adiabatic approximation is applicable [64, 65, 81, 104]. Second, for very large $v$, the evolution of the field is so slow that the particle effectively encounters a field landscape that is effectively static, i.e., quenched.

To make these statements more substantial, it is interesting to investigate the properties of the nonequilibrium steady state of the field, characterized by the formation of a comoving stationary profile around the particle, which we dubbed shadow in Section 4.3.3. Its analytical expression is found by averaging Eq. (4.26) over thermal fluctuations and by setting $\partial_{t}\left\langle\varphi_{\mathbf{p}}\right\rangle=0$, which yields, at the leading order in $\lambda$ [148],

$$
\begin{equation*}
\left\langle\varphi_{\mathbf{p}}\right\rangle_{\mathrm{st}}=\lambda \frac{D p^{\alpha} V_{p} \exp \left[-T p^{2} /(2 \kappa)\right]}{\alpha_{p}-i \mathbf{p} \cdot \mathbf{v}} \tag{D.35}
\end{equation*}
$$

where we used Eq. (4.31), for $\lambda=0$, in order to express the average $\langle\exp (-i \mathbf{p} \cdot \mathbf{Z})\rangle=g(\mathbf{p})$ at the numerator of the resulting expression. The shadow is plotted in Fig. 4.4(a) for the case of $d=1$ and non-conserved dynamics. Qualitatively, as the value of the speed $v$ increases, the shadow becomes increasingly asymmetric (with its wavefront becoming steeper and its wake longer), and its overall amplitude decreases towards zero. In the limit of a point-like particle - which is obtained by choosing an interaction potential $V(\mathbf{x})=\delta(\mathbf{x})$ - one can explicitly compute the inverse Fourier transform of Eq. (D.35) in $d=1$ non-conserved dynamics by complex integration, finding

$$
\begin{equation*}
\langle\varphi(z)\rangle_{\mathrm{st}}=\frac{\lambda}{\sqrt{(v / D)^{2}+(2 / \xi)^{2}}} \exp \left\{-\frac{v}{2 D}\left[z+|z| \sqrt{1+\left(\frac{2 D}{v \xi}\right)^{2}}\right]\right\} . \tag{D.36}
\end{equation*}
$$

Accordingly, the shadow decays exponentially, in front or behind the particle (i.e., for $z \rightarrow \pm \infty$ ), over two generically distinct length scales $\ell_{ \pm}$, respectively, as reported in Eq. (4.30). From this
expression of $\ell_{ \pm}$it appears that $D / \xi$ is a natural velocity scale of this problem and, in fact, we shall see below that it coincides with the velocity $v_{I}$ under which the dynamics is adiabatic. Close to equilibrium, i.e., for $v \ll v_{I}=D / \xi$, Eq. (D.36) reduces to

$$
\begin{equation*}
\langle\varphi(z)\rangle_{\mathrm{st}} \simeq \frac{\lambda \xi}{2} e^{-|z| / \xi} \tag{D.37}
\end{equation*}
$$

which is symmetric as expected, and extends over distances of $O(\xi)$. Conversely, for large speeds $v \gg v_{I}$ the amplitude of the shadow decreases as $1 / v$, and decays in its front over a typical length $D / v \ll \xi$, and in its wake over the length $\xi^{2} v / D \gg \xi$. Notably, by using a more realistic interaction potential $V(\mathbf{x})$ that takes into account the finite particle radius $R \ll \xi$, Eq. (D.36) would still describe the tails of the shadow, i.e., its behavior for $|z| \gg R$.

As we emphasized in Chapter 2, choosing positive values of the coupling constant $\lambda$ and $V(\mathbf{x})$ in Eq. (2.3) results in an effective attraction between the particle and the shadow; we are interested here in how this attraction modifies the steady-state average particle position $\langle\mathbf{Z}\rangle$. Let us assume initially that this deterministic attraction dominates over the (non-Gaussian) thermal fluctuations induced by the field, which are encoded in the noise term $\zeta_{\mathbf{p}}(t)$ in Eq. (4.64). Focusing on the two Markovian limits described above, we can approximately replace the field $\varphi_{\mathbf{p}}$ in Eq. (4.25) by its mean value, i.e., by the shadow given in Eq. (D.35). This approximation implies that

$$
\begin{equation*}
v^{-1} \partial_{t}\langle\mathbf{Z}(t)\rangle \simeq-\kappa\langle\mathbf{Z}\rangle+\lambda \int \frac{\mathrm{d}^{d} p}{(2 \pi)^{d}} i \mathbf{p}\left\langle e^{i \mathbf{p} \cdot \mathbf{Z}}\right\rangle\left\langle\varphi_{\mathbf{p}}\right\rangle_{\mathrm{st}} . \tag{D.38}
\end{equation*}
$$

The second term on the right hand side represents a field-induced effective force which, in the steady state defined by $\partial_{t}\langle\mathbf{Z}(t)\rangle=0$, counterbalances the restoring force $-\kappa\langle\mathbf{Z}\rangle$ of the harmonic trap. For small speeds $v$, the shadow is essentially symmetric [see Eq. (D.37)] around its center which we will denote as $z_{p}$. Linearizing Eq. (D.38) around the unperturbed position $\langle Z\rangle=0$ (for simplicity, we consider below the case $d=1$ ) renders in general

$$
\begin{equation*}
v^{-1} \partial_{t}\langle Z\rangle \simeq-\kappa\langle Z\rangle-\lambda^{2} \kappa_{\phi}\left(\langle Z\rangle-z_{p}\right), \tag{D.39}
\end{equation*}
$$

where the expression of the effective linear strength $\mathcal{K}_{\phi}$ and of $z_{p}$ introduced above can be found on the basis of the expression of the shadow in Eq. (D.35) - as they are not necessary for our argument, we do not provide them here. In the steady state and at leading order in the coupling $\lambda$, we thus find

$$
\begin{equation*}
\langle Z\rangle \simeq \lambda^{2} \frac{\kappa_{\phi}}{\kappa} z_{p} \tag{D.40}
\end{equation*}
$$

At small but nonzero $v$, one expects the center of the shadow to lag behind the average particle position (which effectively "drags" the shadow), i.e., $z_{p}=a v+O\left(v^{2}\right)$ with some $a<0$. Accordingly, Eq. (D.40) with this expression for $z_{p}$ predicts that $|\langle Z\rangle|$ has a linear dependence on $v$ for small velocities, as observed in Fig. 4.4(b) (see the inset), and as discussed above.

The simplified description presented above is expected to become less accurate as $v$ increases, because the rearrangement of the field can no longer be assumed to be instantaneous, and the particle actually moves considerably (due to the dragging) while the shadow forms. The spatial extension of the shadow is of $O(\xi)$ in this regime [see Eq. (D.37)], so it builds over a timescale
$\tau_{\xi} \simeq \xi^{2} / D$ in the case of non-conserved dynamics. This timescale should be compared with the time $\tau$ taken by the trap to span a distance of the order of the field correlation length $\xi$, i.e., $\tau \simeq \xi / v$. The two timescales balance at

$$
\begin{equation*}
v_{I} \simeq D / \xi \tag{D.41}
\end{equation*}
$$

which we identify as the end of the first regime, i.e., the beginning of the crossover in Fig. 4.4(b). This estimate assumes also that $\tau_{\xi} \ll \tau_{\kappa}$, i.e., that the field relaxes faster than the typical timescale set by the harmonic trap (which is typically the case in experimental realizations with colloidal particles - see Appendix D.5.1).

For intermediate velocities $v_{I} \leq v \leq v_{I I}$, the behavior of $\langle Z\rangle$ is fully determined by nonMarkovian effects which, contrary to the previous regimes, cannot be explained in terms of a simplified model. Conversely, for $v>v_{I I}$, we can again replace the field by its expectation value as in Eq. (D.38). In this high-velocity regime, the shadow is so asymmetric [see Fig. 4.4(a)] that it is no longer meaningful to treat it as a point-particle concentrated in its center $z_{p}$ [as we essentially did in Eq. (D.39)]. In spite of this difficulty, it actually turns out that its form can still be determined analytically. In particular, from Eq. (D.35) one can first compute

$$
\begin{align*}
\partial_{x}\langle\varphi(x)\rangle_{\mathrm{st}} & =\partial_{x} \int \frac{\mathrm{~d} p}{2 \pi}\left\langle\varphi_{p}\right\rangle_{\mathrm{st}} e^{i p x}=\lambda D \int \frac{\mathrm{~d} p}{2 \pi} \frac{i p V_{p} e^{-T p^{2} /(2 \kappa)}}{\alpha_{p}-i p v} e^{i p x} \\
& \simeq-\frac{\lambda D}{v} \int \frac{\mathrm{~d} p}{2 \pi} V_{p} e^{-T p^{2} /(2 \kappa)} e^{i p x} \tag{D.42}
\end{align*}
$$

where the approximation introduced in the last equality is expected to be valid when $v$ exceeds all the relevant ratios of length and time scales of the system. This requires, inter alia, that

$$
\begin{equation*}
\tau_{v} \ll \tau_{\kappa} \tag{D.43}
\end{equation*}
$$

[see Eqs. (1.12) and (4.45)], which justifies the replacement of the field $\varphi_{p}$ by its mean value in Eq. (D.38). Moreover, we assume (as done above and in Section 4.3.4) that the interaction potential $V(x)$ is characterized by a single length scale $R$ (i.e., the particle radius), so that $V_{p}$ provides an effective cutoff over momenta $p \gg 1 / R$. In the denominator of Eq. (D.42), we can thus impose the large velocity condition $\alpha_{p} \ll p v$ in correspondence of $p \sim 1 / R$, so that this condition is satisfied for all values of $p \leq 1 / R$ : this gives [with reference to Eqs. (4.44) and (4.45)]

$$
\begin{equation*}
\tau_{v} \ll \tau_{R} \tag{D.44}
\end{equation*}
$$

Accordingly, the second threshold velocity $v_{I I}$ is expected to be provided by the smallest velocity $v$ for which both conditions in Eq. (D.43) and (D.44) are satisfied, which depends on the particular choice of parameters and specific details of the system. In Eq. (D.42) we also recognize the term $\widetilde{V}_{p} \equiv V_{p} \exp \left[-T p^{2} /(2 \kappa)\right]$, featuring the Fourier transform of the interaction potential $V(x)$, corrected by a factor which takes into account the mean squared displacement of the particle in the harmonic trap induced by the thermal fluctuations. Accordingly, in this limit, the shadow becomes

$$
\begin{equation*}
\langle\varphi(x)\rangle_{\mathrm{st}} \simeq-\frac{\lambda D}{v} \int_{-\infty}^{x} \mathrm{~d} x^{\prime} \widetilde{V}\left(x^{\prime}\right) \tag{D.45}
\end{equation*}
$$

[Here we assumed that $\langle\varphi(x)\rangle_{\text {st }} \rightarrow 0$ for $|x| \rightarrow+\infty$, as expected from Fig. 4.4(a).] As a consequence, the effective force term in Eq. (D.38) scales in this regime as $v^{-1}$, which produces an analogous dependence on $v$ for the average particle position $\langle Z\rangle$ in the steady state. Due to this very $v^{-1}$ dependence, we expect this deterministic effect to die out for very large $v$. In this last ("depinning") regime, the field is so slow with respect to the particle motion that no shadow can build up, and the particle effectively sees a rough landscape whose features are solely determined by the thermal fluctuations of the field. In order to describe this situation, we have to go back to the particle effective equation (4.63), the average over thermal fluctuations of which yields

$$
\begin{equation*}
\langle\dot{\mathbf{Z}}\rangle=-\gamma\langle\mathbf{Z}\rangle+\lambda v \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} i \mathbf{p} V_{-p}\left[\left\langle\zeta_{\mathbf{p}}(t) e^{i \mathbf{p} \cdot \mathbf{Z}(t)}\right\rangle+\lambda V_{p} \int_{0}^{\infty} \mathrm{d} u \chi_{\mathbf{p}}^{(\mathbf{v})}(u)\left\langle e^{i \mathbf{p} \cdot[\mathbf{Z}(t)-\mathbf{Z}(t-u)]}\right\rangle\right] . \tag{D.46}
\end{equation*}
$$

By using Novikov's theorem $[10,308]$

$$
\begin{equation*}
\langle\zeta(t) F[\zeta]\rangle=\int \mathrm{d} s\langle\zeta(t) \zeta(s)\rangle\left\langle\frac{\delta F[\zeta]}{\delta \zeta(s)}\right\rangle \tag{D.47}
\end{equation*}
$$

where $F[\zeta]$ is any functional of the (Gaussian) noise $\zeta$, we can compute the expectation value

$$
\begin{align*}
\left\langle\zeta_{\mathbf{p}}(t) e^{i \mathbf{p} \cdot \mathbf{Z}(t)}\right\rangle & =i \mathbf{p} \int \mathrm{~d} s C_{\mathbf{p}}^{(\mathbf{v})}(t-s)\left\langle e^{i \mathbf{p} \cdot \mathbf{Z}(t)} \frac{\delta \mathbf{Z}(t)}{\delta \zeta_{-p}(s)}\right\rangle \\
& \simeq \lambda v p^{2} V_{p} \int_{-\infty}^{t} \mathrm{~d} s e^{-\gamma(t-s)} C_{\mathbf{p}}^{(\mathbf{v})}(t-s)\left\langle e^{i \mathbf{p} \cdot[\mathbf{Z}(t)-\mathbf{Z}(s)]}\right\rangle_{0} \tag{D.48}
\end{align*}
$$

where in the last step we used the equation of motion (4.63) of $\mathbf{Z}(t)$, we indicated by $\langle\ldots\rangle_{0}$ the expectation value over the unperturbed process with $\lambda=0$, and we discarded higher-order terms in $\lambda$. The leading-order expression for the dynamical structure factor

$$
\begin{equation*}
\left\langle e^{i \mathbf{p} \cdot[\mathbf{Z}(t)-\mathbf{Z}(t-u)]}\right\rangle_{0} \xrightarrow[t \rightarrow+\infty]{ } e^{-p^{2} \sigma_{2}^{2}(u)} \tag{D.49}
\end{equation*}
$$

was computed in Appendix B.1, with $\sigma_{2}(u)$ given in Eq. (D.30) - this is sufficient to evaluate the r.h.s. of Eq. (D.46) at the lowest non-trivial order in $\lambda$, i.e., at $O\left(\lambda^{2}\right)$. Setting $\partial_{t}\langle\mathbf{Z}\rangle=0$ in Eq. (D.46) and taking the limit for $t \rightarrow+\infty$ on its r.h.s. then yields the steady-state average position

$$
\begin{equation*}
\langle\mathbf{Z}\rangle=\frac{\lambda^{2}}{\kappa} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} i \mathbf{p}\left|V_{p}\right|^{2} \int_{0}^{\infty} \mathrm{d} u\left[\chi_{\mathbf{p}}^{(\mathbf{v})}(u)+v p^{2} e^{-\gamma u} C_{\mathbf{p}}^{(\mathbf{v})}(u)\right] e^{-p^{2} \sigma_{2}^{2}(u)}+O\left(\lambda^{4}\right) \tag{D.50}
\end{equation*}
$$

This last expression indeed coincides with Eq. (4.32), for any finite temperature $T>0$, which can be seen upon integrating by parts in $\mathrm{d} u$ and by using the fluctuation-dissipation theorem in the form of Eq. (D.29). It is simple to verify that the term proportional to $\chi_{\mathbf{p}}^{(\mathbf{v})}(u)$ in Eq. (D.50) decays as $1 / v$ for large $v$, as it encodes the deterministic effect of the shadow. At large $v$, the only term that contributes is the one originating from the noise $\zeta_{\mathbf{p}}(t)$ and proportional to the field correlator $C_{\mathbf{p}}^{(\mathbf{v})}(u)$, which explicitly becomes

$$
\begin{equation*}
\langle\mathbf{Z}\rangle=\frac{\lambda^{2} v T}{\kappa} \int \frac{\mathrm{~d}^{d} p}{(2 \pi)^{d}} \frac{i \mathbf{p} p^{2}\left|V_{p}\right|^{2}}{p^{2}+r} \int_{0}^{\infty} \mathrm{d} u \exp \left[\left(i \mathbf{p} \cdot \mathbf{v}-\gamma-\alpha_{p}\right) u-p^{2} \sigma_{2}^{2}(u)\right]+O\left(\lambda^{4}\right) . \tag{D.51}
\end{equation*}
$$

This term is proportional to the strength $T$ of the thermal fluctuations and the coupling $\lambda^{2}$ to the field, in agreement with the interpretation we provided earlier in this section - i.e., that the features of the field landscape encountered by the particle in this regime are determined by the critical fluctuations of the former. The identification of the value $v_{I I I}$ of the velocity $v$ at which this regime begins is, however, not straightforward: it marks the value at which the field-induced thermal fluctuations start to dominate over its deterministic attraction. Since these fluctuations exhibit a rather strong dependence on the distance $r$ from the critical point [as it appears by inspecting the field correlator $C_{\mathbf{p}}^{(\mathbf{v})}(u)$ in Eq. (4.27)], then $v_{I I I}$ also shows a similar dependence on the correlation length $\xi=r^{-1 / 2}$ (as well as on the temperature $T$ ). In particular, Fig. 4.4(b) shows that $v_{I I I}$ decreases upon approaching the critical point $r=0$, while the extents of the first and second velocity regimes decrease.

## D.4.2 The case of critical non-conserved dynamics

It is instructive, at this point, to inspect the case of critical non-conserved dynamics, i.e., to consider $r=0$ and $\alpha=0$. In $d=1$ and with a Gaussian interaction potential $V_{p}$ (with zero mean and variance $R$ ), the average particle position given in Eq. (4.32) can be simplified as

$$
\begin{equation*}
\langle Z\rangle=-\frac{\lambda^{2} v}{\kappa} \int_{0}^{\infty} \frac{\mathrm{d} u}{\sqrt{4 \pi} \Sigma(u)} \exp \left[-\frac{(v u)^{2}}{4 \Sigma^{2}(u)}\right] \leq 0, \quad \Sigma^{2}(u) \equiv R^{2}+u / \gamma_{\phi}+\sigma_{2}^{2}(u) . \tag{D.52}
\end{equation*}
$$

The corresponding curve for the dissipation rate is plotted in Fig. 4.4(b) (solid green line with $\xi=\infty)$. As the critical point is approached, we note that the crossover velocity $v_{I}$ described in Appendix D.4.1 decreases; exactly at criticality, the entire low-velocity (adiabatic) regime disappears, in agreement with the expression of $v_{I}$ given in Eq. (D.41). Furthermore, for $r \rightarrow 0$, critical fluctuations are found to play a major role, as signaled by the fact that the crossover velocity $v_{I I I}$ also decreases considerably.

Interestingly, we note that the expression of $\langle\mathrm{Z}\rangle$ for $r=0$ in Eq. (D.52) has a finite, nonvanishing limit for $v \rightarrow 0$, while Eq. (4.32), in the same limit but with a generic value of $r$, correctly vanishes independently of $r \neq 0$; in fact, at equilibrium, the presence of the field does not modify the equilibrium distribution of the particle [81]. We are thus led to the conclusion that the limits $r \rightarrow 0$ and $v \rightarrow 0$ do not commute: the physical interpretation is that, when $r \rightarrow 0$, the relaxation timescale $\tau_{\xi}$ of the field diverges [see Eq. (4.35)] and therefore the system is out of equilibrium for any finite value of $v$, no matter how small.

## D. 5 Numerical simulation of the stochastic dynamics

The numerical integration scheme we adopt to simulate the coupled stochastic dynamics of field and particle is similar to the one described in Appendix B.8; further details can be found in the Supplemental Material of Ref. [114] (see Section VII), together with a technical description of the numerical measurement of the heat dissipation field

$$
\begin{equation*}
\mathrm{d} Q_{\phi}=\left[\frac{\delta \mathcal{H}_{\phi}}{\delta \phi}+\frac{\delta \mathcal{H}^{\text {int }}}{\delta \phi}\right] \circ \mathrm{d} \phi(\mathbf{x}, t)=\left[\left(\nabla^{2}+r\right) \phi(\mathbf{x}, t)+\lambda V(\mathbf{x}-\mathbf{Y}(t))\right] \circ \mathrm{d} \phi(\mathbf{x}, t), \tag{D.53}
\end{equation*}
$$

as displayed in Fig. 4.3. Below we only focus on the choice of the parameters to be used in the simulation, and on the measurement of the distribution of the particle position.

## D.5.1 Choice of parameters

Here we discuss the choice of the values of the parameters of the model to be used in the numerical simulations, so that they eventually correspond to the typical time and length scales observed in experiments with colloidal particles. As a prototypical example, we consider the case of a $\mu \mathrm{m}$-sized colloidal particle immersed in a binary liquid mixture close to its demixing transition [32-36], so that the field $\phi$ represents the relative concentration of the two species that compose the mixture. It must be emphasized, however, that our model is not meant to reproduce quantitatively the results of such experiments (for which hydrodynamic effects would need to be taken into account), but rather to highlight the role played by spatial correlations. Moreover, other very diverse physical systems (such as inclusions in lipid membranes [17-20], microemulsions [22-25], or defects in ferromagnetic systems [26-31]) also fall within the scopes of our model, and they may entail very different time and length scales.

Binary liquid mixtures can undergo a demixing phase transition close to room temperature [43], in correspondence of which the correlation length $\xi=\xi(T)$ diverges. In real experiments, achieving large values of $\xi$ is generally challenging, as it requires a fine-tuning and highly accurate control of the temperature across the experimental sample. However, in the following we will assume that $\xi$ can indeed be made much larger than the particle radius $R$, in order to magnify the qualitative effects of spatially extended correlations, which are the central topic of this Chapter.

Note that our model features several parameters, but only a limited number of physical units (i.e., mass, length, time and temperature). As detailed in Section 4.6.2, close to the critical point the system can be conveniently described in terms of a reduced set of dimensionless parameters, which correspond to ratios of the typical time and length scales of the system. These are

$$
\begin{equation*}
w \equiv \frac{\tau_{R}}{2 \tau_{v}}, \quad \rho \equiv \tau_{R} / \tau_{\kappa}, \quad g \equiv \frac{\lambda^{2}}{\kappa R^{d}}, \quad \text { and } \quad \epsilon \equiv \frac{l}{R} . \tag{D.54}
\end{equation*}
$$

The first is the Weissenberg number $w=\mathrm{Wi}$ (see Eq. (4.57)), which compares the shear rate due to dragging with the typical relaxation time of the field $\tau_{R}$, over length scales of the order of the particle radius $R$. The second parameter, $\rho$ (see Eq. (4.52)), compares the relaxation time $\tau_{R}$ of the field with the time scale $\tau_{\kappa}$ set by the harmonic trap. The effective coupling $g$ (see Eq. (4.50)) quantifies the strength of the interaction between the particle and the field. Finally, $\epsilon$ is the ratio between the thermal length $l$ (i.e., the mean-squared displacement of the particle in the trap according to equipartition in equilibrium, see Eq. (4.68)) and the particle radius $R$. Specializing these expressions to the case of critical non-conserved dynamics in $d=2$ yields $g=\lambda^{2} /\left(\kappa R^{2}\right)$, $w=R v /(2 D)$, and $\rho=\kappa R^{2} v / D$.

Having identified the relevant parameters in Eq. (D.54), we now discuss which of their values are within experimental reach. The typical magnitude of the thermal length $l$ can be estimated at room temperature $T \simeq 300 \mathrm{~K}$ by assuming a typical value of the optical trap strength
$\kappa \simeq 0.5 \mathrm{pN} / \mu \mathrm{m}$ [34], yielding $l \simeq 100 \mathrm{~nm}$, and hence $\epsilon \simeq 0.1$ for a $\mu$ m-sized particle. Next, the typical relaxation time scale $\tau_{\phi}$ of a near-critical binary mixture can be estimated by using model H [59]. Within mode-coupling theory and for momenta $p$ such that $p \xi \ll 1$ (i.e., for small $\xi$, which has been the case in past experiments [32-36]), the relaxation timescale of the field is given by [307]

$$
\begin{equation*}
\tau_{\phi}^{-1}(p) \simeq D_{\xi} p^{2} \tag{D.55}
\end{equation*}
$$

where $D_{\xi}=k_{B} T /(6 \pi \eta \xi)$, and $\eta$ is the fluid viscosity. By comparison with the diffusion coefficient $D_{R}$ of the particle [36]

$$
\begin{equation*}
D_{R}=\frac{k_{B} T}{6 \pi \eta R} \simeq 0.22(\mu \mathrm{~m})^{2} \mathrm{~s}^{-1} \tag{D.56}
\end{equation*}
$$

one can estimate the relaxation time scale of the field over distances of the order of the particle radius as

$$
\begin{equation*}
\tau_{R} \simeq \tau_{\phi}(p \sim \pi / R) \simeq \frac{R \xi}{\pi^{2} D_{R}} \simeq 10 \mathrm{~ms} \tag{D.57}
\end{equation*}
$$

where we chose $\xi \simeq R / 50$ (which is common for water-lutidine mixtures [35,36]). Since the typical relaxation time $\tau_{\kappa}$ of optical traps is of the order of a few tens of ms [35], this gives $\rho \simeq 10^{-1}$. This value is expected to increase if the correlation length $\xi$ can be made larger, since this generally entails longer relaxation times $\tau_{\phi}$ [54]. Next, with typical drag speeds up to a few tens of $\mu \mathrm{m} / \mathrm{s}$ [150], one can explore Weissenberg numbers up to $w \simeq 10^{-1}$. On the other hand, the effective coupling $g$ quantifies the strength of the interaction between the particle and the field, and its amplitude thus depends on the specific coupling mechanism realized in a certain experiment. At present, it is still unclear how to estimate its order of magnitude on the basis of past experimental data, but we clearly expect any overall qualitative effect to be enhanced if $g$ can be made larger. We finally keep an eye for consistency on the ratio $\Theta \equiv \tau_{v} / \tau_{\kappa}=\rho /(2 w)$ [see Eq. (D.54)] of the shear rate to the trap time scale which, based on the estimates above for $\rho$ and $w$, is typically of $O(1)$.

The experimentally accessible values of the parameters in Eq. (D.54) discussed above are reproduced in numerical simulations by choosing the following set of values of the model parameters:

$$
\begin{equation*}
T=0.7, \quad \kappa=0.2, \quad v=5, \quad R=2, \quad \lambda=10, \quad r=10^{-4}, \quad D=20, \quad \text { and } \quad v=5 \tag{D.58}
\end{equation*}
$$

where space is expressed in units of the lattice spacing $\Delta x$, and we furthermore chose a discretized time step $\Delta t=10^{-2}$. This choice corresponds, in fact, to $w=0.25, \rho=0.2, \epsilon=0.66, \Theta=0.4$, and $g=125$. The lattice size $L=128$ is chosen sufficiently large so as to accommodate the tails of the field shadow [see Fig. 4.4(a)], and to avoid spurious field currents due to the stirring that the particle would generate if it were dragged around the periodic boundaries [see Section 4.6.2].

## D.5.2 Distribution of the particle position

Using the parameters described above, we determined the statistics of the particle position, shown in Fig. D.1. In particular, for a field in $d=2$ with non-conserved dynamics, the upper


Figure D.1: Upper panel: scatter plot of the particle position, in the comoving frame, as measured in numerical simulations in $d=2$ and for a field with non-conserved dynamics. The average positions for $v=0$ and $v=5$ are indicated with a red dot and a blue square, respectively. Lower panels: histograms of the particle position along the directions parallel ( $z_{\|}$) and perpendicular $\left(z_{\perp}\right)$ to the trap velocity $\mathbf{v}$. In the simulations we used the parameter set given in Eq. (D.58), with $\ell_{T}^{2} \equiv R^{2}+T / \kappa$ being the effective particle radius. In the plot, we indicated with a solid black line the Gaussian distribution, which is recovered for $v=0$ (boundary of the gray regions) or in the absence of particle-field interactions, i.e., for $\lambda=0$ (leftmost curve in the left panel).
panel of Fig D. 1 presents a scatter plot of the particle position $\mathbf{Z}$ measured in the comoving frame. This shows clearly two of the main features already emerging from the cumulant generating function, predicted perturbatively (i.e., for small $\lambda$ ) in Eq. (4.31), namely:

1. At finite $v$, the steady-state average position (blue square in Fig. D.1) lags behind the one obtained for $v=0$ (red dot). Note that the latter coincides with the average position found at $\lambda=0$, i.e., $\langle\mathbf{Z}\rangle=0$, because the coupling to the field does not modify the onetime properties of the particle position statistics at equilibrium (this result was proven non-perturbatively in Appendix B.2).
2. The variance of the particle position increases in the directions parallel and perpendicular to $\mathbf{v}$ by a different amount. Note that in the absence of the field (i.e., for $\lambda=0$ ) the particle variance would be $\left\langle Z_{l} Z_{m}\right\rangle_{c}=(T / k) \delta_{l m}$ [see Eq. (D.34)], independently of the value of $v$. Accordingly, the observed anisotropic change of the variance of the particle position is the
result of the combined effect of the presence of the field and of the dragging.
The lower panels of Fig. D. 1 show histograms of the distribution of the particle positions $z_{\|}$and $z_{\perp}$ along the directions parallel (left) and perpendicular (right) to the trap velocity $\mathbf{v}$, respectively, compared to the case with $\mathbf{v}=0$ (gray shading). Note that the distribution for $\mathbf{v} \neq \mathbf{0}$ is nonGaussian, although the non-Gaussian character is not immediately apparent for the values of the parameters used in this figure. However, this non-Gaussianity is evident at the lowest perturbative order in $\lambda$, as we discussed in Section 4.3.3 [see Eq. (4.31)].

## D. 6 Long-time behavior from the Laplace transform

The features of the long-time behavior of a function $f(t)$ can be inferred from the analytic structure of its Laplace transform $\hat{f}(s)$. This kind of relations are referred to as Haar's Tauberian theorems in the mathematical literature [312]. In this Appendix we recap and summarize some useful related results which are applied in Section 4.5.

Simple poles. - Consider, first of all, the textbook case [156] in which $\hat{f}(s)$ is a meromorphic function in the complex $s$ plane:

$$
\begin{equation*}
\hat{f}(s)=g(s) \prod_{j=1}^{n} \frac{1}{s-s_{j}}, \tag{D.59}
\end{equation*}
$$

where $g(s)$ is an analytic function, and the $n$ poles $\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ are located at $s_{j}=-\delta_{j}+i \Omega_{j}$. We order the poles so that $0 \leq \delta_{1}<\cdots<\delta_{n}$. By using the Cauchy residue theorem we then easily obtain

$$
\begin{equation*}
f(t)=\sum_{j=1}^{n} g\left(s_{j}\right) e^{-\delta_{j} t+i \Omega_{j} t} \prod_{k \neq j} \frac{1}{s_{j}-s_{k}} g\left(s_{1}\right)\left(\prod_{k \neq 1} \frac{1}{s_{1}-s_{k}}\right) e^{-\delta_{1} t+i \Omega_{1} t}, \tag{D.60}
\end{equation*}
$$

where in the last step we retained the dominant term at long $t>0$. This shows that the rightmost pole $s_{1}$ of $\hat{f}(s)$ (i.e., the closest to the imaginary axis) determines the long-time behavior of $f(t)$, which exhibits damped oscillations with frequency $\Omega_{1}$ if $s_{1}$ has a nonzero imaginary part.

Branch cuts. - Next, assume that $\hat{f}(s)$ is no longer meromorphic, but rather displays a branch cut with branch point $s_{0}$ (for instance, in Fig. 4.7a the branch cut develops along the real axis for $\operatorname{Re}\{s\}<-w$, with $s_{0}=-w$ ). In this case, we can generally expand $\hat{f}(s)$ around the branch point $s_{0}$ as

$$
\begin{equation*}
\hat{f}(s) \sim \sum_{j} a_{j}\left(s-s_{0}\right)^{\lambda_{j}}, \tag{D.61}
\end{equation*}
$$

for some (possibly non integer) $\lambda_{j}$, and take the inverse Laplace transform term by term as in Eq. (4.60) to obtain

$$
\begin{equation*}
f(t) \sim e^{s_{0} t} \sum_{j} \frac{a_{j}}{\Gamma_{E}\left(-\lambda_{j}\right) t^{1+\lambda_{j}}} . \tag{D.62}
\end{equation*}
$$

In the presence of poles alongside the branch cut (as in Fig. 4.7a), the contribution in Eq. (D.62) simply adds up to that in Eq. (D.60). Again, the long-time behavior of $f(t)$ is determined by the rightmost among the poles $s_{j}$ and the branching point $s_{0}$.

Algebraic decays. - We describe for completeness the case in which $f(t)$ does not exhibit an oscillatory behavior, but rather an asymptotic algebraic decay of the form

$$
\begin{equation*}
f(t) \sim A t^{-\mu}, \quad \text { for } \quad t \geq t_{c} \gg 1 \tag{D.63}
\end{equation*}
$$

where $\mu \geq 0$ and $t_{c}$ is a crossover time ${ }^{3}$. The strategy to obtain the corresponding Laplace transform is to divide the integration domain as

$$
\begin{equation*}
\hat{f}(s)=\int_{0}^{t_{c}} \mathrm{~d} t e^{-s t} f(t)+A \int_{t_{c}}^{\infty} \mathrm{d} t e^{-s t} t^{-\mu} \tag{D.64}
\end{equation*}
$$

The first term is regular, i.e., it can be expanded in a power series containing only integer powers of $s$. The integration in the second term of Eq. (D.64) can be further split into ${ }^{4}$

$$
\begin{align*}
\int_{t_{c}}^{\infty} \mathrm{d} t e^{-s t} t^{-\mu} & =\int_{t_{c}}^{1 / s} \mathrm{~d} t e^{-s t} t^{-\mu}+\int_{1 / s}^{\infty} \mathrm{d} t e^{-s t} t^{-\mu} \\
& =\int_{t_{c}}^{1 / s} \mathrm{~d} t e^{-s t} t^{-\mu}+s^{\mu-1} \int_{1}^{\infty} \mathrm{d} \tau e^{-\tau} \tau^{z-1} \tag{D.65}
\end{align*}
$$

The first term on the r.h.s. of Eq. (D.65) can be shown to involve both a regular and a non-regular part. To see this, we expand the exponential in power series and integrate term by term to find

$$
\begin{equation*}
\mathcal{I} \equiv \int_{t_{c}}^{1 / s} \mathrm{~d} t e^{-s t} t^{-\mu}=\sum_{n=0}^{\infty} \frac{(-1)^{n}\left(s^{\mu-1}-s^{n} t_{c}^{n-\mu+1}\right)}{(n-\mu+1) n!} \tag{D.66}
\end{equation*}
$$

For $\mu$ not integer, the second term in the series is regular. The first term $\sim s^{\mu-1}$, together with the last term in Eq. (D.65), reconstructs the Euler gamma function via its integral representation (for $z \neq 0,-1,-2, \ldots$ [63])

$$
\begin{equation*}
\Gamma_{E}(z)=\int_{1}^{\infty} \mathrm{d} \tau \tau^{z-1} e^{-\tau}+\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(n+z) n!} \tag{D.67}
\end{equation*}
$$

If instead $\mu \in \mathbb{N}^{+}$, let us first set $\mu=p+\varepsilon$, with $p \in \mathbb{N}^{+}$and $\varepsilon \ll 1$, and isolate the diverging term in Eq. (D.66) as

$$
\begin{equation*}
\mathcal{I}=\left.\sum_{n \neq(p-1)}^{\infty}(\ldots)\right|_{\mu=p}-\lim _{\varepsilon \rightarrow 0} \frac{(-s)^{p-1}}{(p-1)!\varepsilon}\left(s^{\varepsilon}-t_{c}^{-\varepsilon}\right)=\left.\sum_{n \neq(p-1)}^{\infty}(\ldots)\right|_{\mu=p}-\frac{(-s)^{p-1}}{(p-1)!} \ln \left(s t_{c}\right), \tag{D.68}
\end{equation*}
$$

where we used $x^{\varepsilon}=e^{\varepsilon \ln x} \simeq 1+\varepsilon \ln x$. Note that the remaining series may still produce terms proportional to $s^{m} \ln s$, with $m>p-1$, but these are subleading for small $s$.

Including all the terms in Eq. (D.64) we thus finally get

$$
\hat{f}(s)=\hat{f}_{r}(s)+ \begin{cases}A \Gamma_{E}(1-\mu) s^{\mu-1}, & \mu \in[0, \infty) \backslash \mathbb{N}^{+}  \tag{D.69}\\ \frac{A(-1)^{\mu}}{(\mu-1)!} \ln \left(s t_{c}\right) s^{\mu-1}+O\left(s^{\mu} \ln s\right), & \mu \in \mathbb{N}^{+}\end{cases}
$$

[^21]where $\hat{f}_{r}(s)$ is the regular part of $\hat{f}(s)$. Thus, to unveil a long-time asymptotic power-law decay of $f(t)$ as in Eq. (D.63), one can expand its Laplace transform $\hat{f}(s)$ in series for small $s$, and check for the presence of a term $\sim \ln \left(s t_{c}\right) s^{\mu-1}$ (with $\mu$ a positive integer), or $\sim s^{\mu-1}$ (with $\mu \geq 0$ not integer). An application of these last relations is presented in Appendix D.7.

## D. 7 Relaxation towards equilibrium

We consider here the problem of the relaxation towards equilibrium of a particle in contact with a scalar Gaussian field, in a fixed harmonic trap, and which is subject to a small initial displacement $\mathbf{X}_{0} \neq 0$ at time $t=0$. Indeed, in the absence of external dragging the steady state reached by the system at long times is actually an equilibrium state [81].

The problem is analogous to the one we analyzed in Section 4.5 upon setting $v=0$, and thus the solution $\hat{X}_{j}(s)$ for $T=0$ (noiseless case), and within the linear-response approximation, is given by Eq. (4.43). In particular, the memory kernel in Eqs. (4.47) and (4.48) reduces to

$$
\begin{equation*}
\hat{\Gamma}_{j}(s)=\lambda^{2} v D \int \frac{\mathrm{~d}^{d} q}{(2 \pi)^{2}} \frac{q_{j}^{2} q^{\alpha}\left|V_{q}\right|^{2}}{s+\alpha_{q}} . \tag{D.70}
\end{equation*}
$$

At the critical point $r=0$ of the medium one has $\alpha_{q}=D q^{z}$ (see Eq. (1.25)), so that, using polar coordinates and changing variables to $y=D q^{z} / s$, one finds

$$
\begin{equation*}
\hat{\Gamma}_{j}(s)=\lambda^{2} v c_{d}(s D)^{d / z} \int_{0}^{\infty} \frac{\mathrm{d} y y^{d / z}}{1+y}\left|V_{(s y / D)^{1 / z}}\right|^{2} \sim s^{d / z} . \tag{D.71}
\end{equation*}
$$

Here $c_{d}$ is a numerical constant accounting for the integration over the angular variables, while in the last step we expanded the expression for small $s$ by using the normalization condition $V_{q}=1+O(q)$ of the interaction potential. Expanding the denominator of Eq. (4.43) in a geometric series now gives

$$
\begin{equation*}
\hat{X}_{j}(s)=X_{0} \sum_{n=0}^{\infty}\left[\hat{\Gamma}_{j}(s)-s\right]^{n}\left[\hat{\Gamma}_{j}(0)+\gamma\right]^{-(n+1)} . \tag{D.72}
\end{equation*}
$$

Comparing with Eq. (D.71), we deduce that the power series of $\hat{X}_{j}(s)$ contains a term $\sim s^{d / z}$, which is non-regular whenever the ratio $d / z$ is not integer. From our discussion in Appendix D.6, this corresponds to an algebraic asymptotic decay of $X_{j}(t) \sim t^{-\mu}$, with $\mu=1+d / z$. Note that the terms $\sim s^{n d / z}$ contained in the series of Eq. (D.72) may also be non-regular, but they correspond to subleading algebraic contributions to $X_{j}(t)$ at long times.

Similarly, for critical model B one has $\alpha_{q}=D q^{2}\left(q^{2}+r\right)$ (see Eq. (1.25)). Accordingly, by following the same steps as those that led from Eq. (D.70) to Eq. (D.71), one finds

$$
\begin{equation*}
\hat{\Gamma}_{j}(s)=\lambda^{2} v c_{d} \int_{0}^{\infty} \frac{\mathrm{d} y \mid V_{\left.(s y / D)^{1 / 2}\right|^{2}}}{1+y(r+s y / D)}\left(\frac{s y}{D}\right)^{1+d / 2} \sim s^{1+d / 2} \tag{D.73}
\end{equation*}
$$

where we set $y \equiv D q^{2} / s$. Comparing with Eq. (D.72) one eventually concludes that $X_{j}(t) \sim t^{-\mu}$ with the decay exponent $\mu=2+d / 2$.


Figure D.2: Comparison with the phenomenological model for viscoelastic fluids of Ref. [47]. (a) Effective mass $m$ given in Eq. (D.82) as a function of $w$ (see the main text for details). (b) Comparison between the memory kernel $\Gamma(t)$ of a viscoelastic fluid (solid yellow line, obtained as $\Gamma(t)=-v \mathcal{K}^{\prime}(t)$ from Eq. (D.76)) and the one of the model studied in this work (blue line with symbols, corresponding to Eq. (D.84) for $d=1$ model A). The parameters of the former kernel were chosen as in Ref. [47] (see the main text). For illustrative purposes, in Eq. (D.84) we set $\tau_{\xi}=\infty$ (i.e., we consider the field at criticality), while $\tau_{R}$ and $\tau_{v}$ for the latter kernel have been fixed by matching the leading behavior of the former $\Gamma(t)$ at short times, and the crossing point of the horizontal axis. Both curves eventually approach zero from below as $t \rightarrow \infty$.

The powers of the algebraic decays of $X_{j}(t)$ agree with those previously found in Ref. [81] — see Eqs. (33) and (34) therein. The approach used in Ref. [81] in order to derive these predictions differs, however, from the one used here and in Section 4.5: in particular, the former relies on a weak-coupling expansion for small $\lambda$, while it assumes $T \neq 0$ and it does not require the linear-response approximation (thus it also allows the investigation of an intermediate nonlinear dynamical crossover, see Ref. [81] for details). Although limited to the noiseless case $T=0$, the analysis presented here and in Section 4.5 of the present work makes, instead, no assumption concerning the magnitude of $\lambda$. This suggests that the exponents of the algebraic decays determined above may in fact be nonperturbative in $\lambda$, as it was conjectured in Ref. [81] based on the evidence provided by numerical simulations.

## D. 8 Comparison with a phenomenological model for viscoelastic fluids

The underdamped oscillations of a colloidal particle dragged through a viscoelastic fluid reported in Ref. [47] have been described therein in terms of the linear, generalized Langevin equation

$$
\begin{equation*}
\gamma_{\infty} \dot{X}(t)+\int_{-\infty}^{t} \mathrm{~d} u \mathcal{K}(t-u) \dot{X}(u)=-\kappa X(t)+f^{(\mathrm{v})}(t) \tag{D.74}
\end{equation*}
$$

where $\gamma_{\infty}$ is the friction coefficient at infinite frequency, while $f^{(v)}(t)$ is a stochastic correlated noise term with vanishing average. Using that both $\langle X(t)\rangle$ and $\langle\dot{X}(t)\rangle$ vanish for $t<0$ and
integrating by parts, one can check that Eq. (D.74) is formally equivalent to the effective equation in (4.65) upon identifying

$$
\begin{equation*}
\gamma_{\infty} \equiv 1 / v, \quad \text { and } \quad \Gamma(t) \equiv-v \mathcal{K}^{\prime}(t) . \tag{D.75}
\end{equation*}
$$

Finally, the memory kernel is assumed in Ref. [47] to be of the form

$$
\begin{equation*}
\mathcal{K}(t)=\frac{\gamma_{0}-\gamma_{\infty}}{\tau} e^{-t / \tau}+\sum_{i}\left(\frac{\gamma_{i}}{\tau_{i}} e^{-t / \tau_{i}}-\frac{\gamma_{i}}{\tau} e^{-t / \tau}\right) \tag{D.76}
\end{equation*}
$$

where $\gamma_{0}>\gamma_{\infty}$ is the zero-frequency friction coefficient, while $\gamma_{i}$ and $\tau_{i}$ are phenomenological parameters introduced to fit the experimental data. The kernel in Eq. (D.76) reduces to that of a Jeffrey's fluid [315] for $\gamma_{i} \equiv 0$, which is shown in Ref. [47] to appropriately describe the particle dynamics in a static trap, i.e., for $v=0$. For $v>0$, instead, one can rationalize the experimental data by considering one or more additional relaxation timescales $\tau_{i}>\tau$, weighted as in Eq. (D.76) by some suitable coefficients $\gamma_{i}<0$. It actually turns out that an increasing number of pairs $\left(\gamma_{i}, \tau_{i}\right)$ is needed for fitting the experimental data upon increasing the dragging velocity $v$, hence the Weissenberg number [316].

Integrating by parts the second term on the l.h.s. of Eq. (D.74) and introducing $\mathcal{M}(t) \equiv$ $-\int_{t}^{\infty} \mathrm{d} u \mathcal{K}(u)$, one can cast Eq. (D.74) in the form

$$
\begin{equation*}
\int_{-\infty}^{t} \mathrm{~d} u \mathcal{M}(t-u) \ddot{X}(u)=-\gamma_{0} \dot{X}(t)-\kappa X(t)+f^{(v)}(t) \tag{D.77}
\end{equation*}
$$

At long times, the l.h.s. may be further approximated as

$$
\begin{align*}
\int_{-\infty}^{t} \mathrm{~d} u_{0} \mathcal{M}\left(t-u_{0}\right) \ddot{X}\left(u_{0}\right) & =\int_{0}^{\infty} \mathrm{d} u \mathcal{M}(u)\left[\ddot{X}(t)-u \frac{\mathrm{~d}^{3} X(t)}{\mathrm{d} t^{3}}+\frac{u^{2}}{2} \frac{\mathrm{~d}^{4} X(t)}{\mathrm{d} t^{4}}+\ldots\right] \\
& =\hat{\mathcal{M}}(0) \ddot{X}(t)+\hat{\mathcal{M}}^{\prime}(0) \frac{\mathrm{d}^{3} X(t)}{\mathrm{d} t^{3}}+\frac{1}{2} \hat{\mathcal{M}}^{\prime \prime}(0) \frac{\mathrm{d}^{4} X(t)}{\mathrm{d} t^{4}}+\ldots \tag{D.78}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{\mathcal{M}}(s)=[\hat{\mathcal{K}}(s)-\hat{\mathcal{K}}(0)] / s \tag{D.79}
\end{equation*}
$$

denotes as usual the Laplace transform of $\mathcal{M}(t)$. By retaining only the first term $\hat{\mathcal{M}}(0) \ddot{X}(t)$ in the expansion of Eq. (D.78), then Eq. (D.77) reduces to that of an underdamped harmonic oscillator with mass

$$
\begin{equation*}
m \equiv \hat{\mathcal{M}}(0)=-\left(\gamma_{0}-\gamma_{\infty}-\sum_{i} \gamma_{i}\right) \tau-\sum_{i} \gamma_{i} \tau_{i} \tag{D.80}
\end{equation*}
$$

One normally finds $m<0$ when $\gamma_{i} \equiv 0$ (corresponding to exponentially decaying solutions for $\langle X(t)\rangle$ ), while an appropriate choice of the coefficients $\gamma_{i}<0$ can render $m>0$, i.e., a bonafide inertia which may explain the emergence of oscillations within the system. An oscillating behavior of $\langle X(t)\rangle$ with frequency

$$
\begin{equation*}
\Omega=\frac{1}{2 m} \sqrt{4 m \mathcal{K}-\gamma_{0}^{2}}>0 \tag{D.81}
\end{equation*}
$$

is then expected for $\gamma_{0}<2 \sqrt{m \kappa}$.

It is interesting to check if the analogy with a harmonic oscillator holds for our model as well, via the mapping in Eq. (D.75). Considering for instance critical model A (see Section 4.5.2) and using Eqs. (4.58) and (D.79), one formally finds a (zero-frequency) mass

$$
\begin{equation*}
m=\hat{\mathcal{M}}(0)=\frac{\lambda^{2} \tau_{R}^{2}}{8 R}\left[\frac{1}{w^{3}}-\frac{2(5+4 w)}{(1+2 w)^{4}}\right] \tag{D.82}
\end{equation*}
$$

as a function of the Weissenberg number $w$ (see Eq. (4.57)). This effective mass is plotted in Fig. D. 2 a and it appears to be always positive, while it increases and diverges upon reducing the value of $w$ towards zero. This behavior can be rationalized by comparing with the dynamical phase diagram in the strong-confinement limit shown in Fig. 4.7b. In fact, we note that $\Omega \simeq 0$ in the latter as soon as the complex poles appear for small values of $w$ and $g$, after which $\Omega$ is a growing function of $w$ (for any value of $g$ ). Inverting Eq. (D.81) yields in fact, consistently, $m \sim 1 / \Omega^{2}$ - i.e., heavier objects oscillate more slowly.

It is now tempting to use the condition stated in Eq. (D.81) in order to predict the boundaries within the phase diagram in Fig. 4.7b. In the strong-confinement limit of critical model A, however, the argument outlined above renders a friction coefficient $\gamma_{0}$ in Eq. (D.77) equal to

$$
\begin{equation*}
\gamma_{0} \rightarrow-\frac{\lambda^{2} \tau_{R}}{4 R} \frac{3+2 w}{(1+2 w)^{3}} \tag{D.83}
\end{equation*}
$$

which is negative for all values of $w$. Accordingly, this indicates that the approximation used in Eq. (D.80) - corresponding to keeping only the first order term in the expansion for small $s$ in Eq. (D.78) - is no longer accurate in our case. In fact, it turns out that the nontrivial analytic structure of the memory kernel in Eq. (4.58) (see Fig. 4.7) prevents us from simply expanding $\hat{\Gamma}(s)$ (and hence $\hat{\mathcal{M}}(s)$ ) in a Taylor series around $s=0$. In order to check this, one can numerically invert $\hat{X}(s)$ in Eq. (4.43) after replacing $\hat{\Gamma}(s)$ by its $n$-th order Taylor expansion: the amplitude of the corresponding approximation to $X(t)$ turns out to diverge upon increasing $t$ (unlike the actual solution, which is expected to be bounded).

In conclusion, contrary to the phenomenological model presented in Ref. [47] — which explains the origin of the observed oscillations in terms of the emergence of an effective harmonic oscillator - the dynamics investigated here does not admit such a simplified explanation. Still, it is interesting to compare the qualitative features of the memory kernels $\Gamma(t)$ that emerge in these two cases. To be concrete, we consider a field with model A dynamics in $d=1$ and we choose a Gaussian interaction potential $V_{q}=\exp \left(q^{2} R^{2} / 2\right)$, so that the integral in Eq. (4.41) can be computed in closed form, yielding

$$
\begin{equation*}
\Gamma(t)=\frac{\lambda^{2} v}{4 \sqrt{\pi} R \tau_{R}} \frac{1+t / \tau_{R}-\frac{1}{2}\left(t / \tau_{v}\right)^{2}}{\left(1+t / \tau_{R}\right)^{5 / 2}} \exp \left[-\frac{t}{\tau_{\xi}}-\frac{\left(t / \tau_{v}\right)^{2}}{4\left(1+t / \tau_{R}\right)}\right] \tag{D.84}
\end{equation*}
$$

We note that this function, which is positive for $t=0$, becomes negative upon increasing $t$ and, for $t \rightarrow \infty$, it approaches zero from below, provided that the dragging speed $v$ does not vanish (hence $\tau_{v}<\infty$, see Eq. (4.45)).

The kernel $\Gamma(t)$ in Eq. (D.84) is plotted in Fig. D.2b, where we compare it to the one of Ref. [47]. The latter, which encodes the interaction with the viscoelastic fluid, can be readily
obtained by combining Eqs. (D.75) and (D.76). As we show in Fig. D.2b, choices of the values of the parameters $\gamma_{i}$ and $\tau_{i}$ exist such that this second $\Gamma(t)$ also becomes negative for sufficiently large $t$. In particular, in Fig. D.2b we used two timescales $\tau_{i}$, with $i \in\{1,2\}$, as reported in Tab. 1 of Ref. [47] for $\mathrm{Wi}=0.17$. We thus conclude that, in both models, the memory kernel $\Gamma(t)$ features anti-correlations at long times. This is reminiscent of the negative memory often found in the context of rheology of complex fluids [317-321], and suggests that the underdamped modes displayed by the particle are indeed due to the negative response of the surrounding non-equilibrium environment [47], independently of its actual physical origin (i.e., due to either correlations or viscoelasticity).

## Calculations of Chapter 5

## E. 1 Lyapunov route to the super-adiabatic approximation

In the reactive case, one can obtain the $O\left(\chi^{0}\right)$ part of the effective Fokker-Planck equation for the tracer particle, Eq. (5.53), without invoking the quasi-equilibrium distribution as done in Section 5.3.1, but instead directly from the adiabatic elimination equations (5.46) derived in Section 5.3. We start from Eq. (5.46b), which gives to lowest order in $\chi$

$$
\begin{equation*}
B_{n m} q_{m}^{(1)}=s_{n} Q^{(0)} \quad \Longrightarrow \quad q_{n}^{(1)}=Q^{(0)} B_{n m}^{-1} s_{m}=Q^{(0)} \Gamma_{n m}^{-1} \tau_{m}, \tag{E.1}
\end{equation*}
$$

where the very last step holds in the reactive case with $\zeta=1$ - see Eqs. (5.39) and (5.44). Next, from Eq. (5.46c) we infer

$$
\begin{equation*}
B_{n j} q_{j m}^{(2)}+B_{m j} q_{j n}^{(2)}=s_{n} q_{m}^{(1)}+s_{m} q_{n}^{(1)}+2 L_{n} \delta_{n m} Q^{(0)}, \tag{E.2}
\end{equation*}
$$

where in general the matrix $B_{n j}$ is non-diagonal because of the $O(c)$ terms (see its definition in Eq. (5.40)). We recognize in Eq. (E.2) a matrix Lyapunov equation in the form

$$
\begin{equation*}
B \mathcal{M}+\mathcal{M} B^{T}=C, \tag{E.3}
\end{equation*}
$$

with $\mathcal{M}_{i j}=q_{i j}^{(2)}$, and we need to search for a symmetric solution $\mathcal{M}=\mathcal{M}^{T}$. Such a solution is unique whenever the whole spectrum of the matrix $B$ has a definite sign [183]. Under this symmetry assumption (which will be checked below), we rewrite Eq. (E.3) as

$$
\begin{equation*}
B \mathcal{M}+(B \mathcal{M})^{T}=C . \tag{E.4}
\end{equation*}
$$

Since $C$ is a symmetric matrix in our case, we deduce that the solution should read

$$
\begin{equation*}
B \mathcal{M}=\frac{1}{2} C+\mathcal{A}, \tag{E.5}
\end{equation*}
$$

where $\mathcal{A}$ is an anti-symmetric matrix. Choosing $\mathcal{A}=0$, we obtain

$$
\begin{equation*}
\mathcal{M}=\frac{1}{2} B^{-1} C \tag{E.6}
\end{equation*}
$$

which indeed is a symmetric matrix owing to the non-trivial property $C B^{T}=B C$, which holds in our case. We thus identify Eq. (E.6) as the solution we are searching for. This coincides with $q_{i j}^{(2)}$ given in Eq. (5.52), but we did not have to resort to Wick's theorem in order to obtain it. In particular, it holds true also for $T_{x} \neq T_{\phi}$, in which case the one in Eq. (5.19) is not the correct stationary distribution.

Now we turn to the spectrum of the matrix $B$. From the theorems on the Sylvester equation [183], it is sufficient to prove that the matrices $B$ and $-B$ have no common eigenvalues in order for the matrix equation (E.2) to admit a unique symmetric solution $\mathcal{M}_{i j}$. For $\mathcal{c}=0$ this is trivially true, while for $c \neq 0$ one can give an argument akin to the non-crossing rule in condensed matter physics [322]: indeed, the perturbation $c_{i j}$ to the matrix $B_{i j}$ is a function of the parameter $X$ i.e., the tracer position, see Eq. (5.40) - so that any "crossing" between eigenvalues can only be accidental and does not provide additional solutions that are valid for any choice of $X$.

## E. 2 Calculations for the passive quadratic case

In the following we consider the quadratic coupling case described in Section 5.3.2.2, providing all the intermediate steps in the derivation.

In this case $s_{n}=t_{n}=0$ in Eq. (5.46), so that we only need the evolution equations for the even moments $Q^{(2 n)}$. In particular, Eq. (5.46a) implies that we need to determine the fourth moment $q_{i j n m}^{(4)}$ at the lowest order in $\chi$. However, in the passive case the system does not satisfy detailed balance, and thus the correct stationary distribution is not given by Eq. (5.19) but instead follows by solving the corresponding dynamical equation. Analogously to the approach leading to Eq. (5.46), we can derive

$$
\begin{align*}
& \partial_{t} Q_{n m p q}^{(4)}=-\chi^{-1}\left[B_{n l} Q_{m p q l}^{(4)}+B_{m l} Q_{n p q l}^{(4)}+B_{p l} Q_{n m q l}^{(4)}+B_{q l} Q_{n m p l}^{(4)}\right]+O\left(\chi^{0}\right)  \tag{E.7}\\
& +2 \chi^{-1}\left[L_{n} \delta_{n m} Q_{p q}^{(2)}+L_{m} \delta_{m p} Q_{n p}^{(2)}+L_{p} \delta_{p q} Q_{n m}^{(2)}+L_{q} \delta_{q m} Q_{n p}^{(2)}+L_{n} \delta_{n p} Q_{m p}^{(2)}+L_{n} \delta_{n q} Q_{m p}^{(2)}\right] .
\end{align*}
$$

Since $B_{n m}=b_{n} \delta_{n m}$ is diagonal, from Eqs. (5.46c) and (E.7) we find the $O\left(\chi^{0}\right)$ solutions

$$
\begin{align*}
q_{n m}^{(2)} & =\frac{T_{\phi}}{\beta_{n}} \delta_{n m} Q^{(0)},  \tag{E.8}\\
q_{m n p q}^{(4)} & =2 T_{\phi} \frac{L_{n} \delta_{n m} q_{p q}^{(2)}+L_{m} \delta_{m p} q_{n q}^{(2)}+L_{p} \delta_{p q} q_{n m}^{(2)}+L_{q} \delta_{q m} q_{n p}^{(2)}+L_{n} \delta_{n p} q_{m q}^{(2)}+L_{n} \delta_{n q} q_{m p}^{(2)}}{L_{n} \beta_{n}+L_{m} \beta_{m}+L_{p} \beta_{p}+L_{q} \beta_{q}} \\
& =T_{\phi}^{2}\left[\frac{\delta_{n m} \delta_{p q}}{\beta_{n} \beta_{q}}+\frac{\delta_{m p} \delta_{n q}+\delta_{m q} \delta_{n p}}{\beta_{n} \beta_{m}}\right] . \tag{E.9}
\end{align*}
$$

In order to evaluate Eq. (5.46c) at $O\left(\chi^{0}\right)$, we need to determine $\partial_{t} q^{(2)}$ using Eqs. (5.46a) and (E.8), which yields

$$
\begin{align*}
\tilde{q}_{n m}^{(2)} & =\frac{1}{c\left(b_{n}+b_{m}\right)}\left[-\frac{T_{\phi}^{2}}{\beta_{n}} \delta_{n m} \sum_{p} \partial_{X} \frac{A_{p p}}{\beta_{p}} Q^{(0)}+\sum_{p q} \partial_{X} A_{p q} Q_{n m p q}^{(4)}\right] \\
& =\frac{T_{\phi}^{2}}{c\left(b_{n}+b_{m}\right)} \sum_{p} \partial_{X}\left[\frac{A_{p n} \delta_{m p}}{\beta_{p} \beta_{n}}+\frac{A_{p m} \delta_{n p}}{\beta_{p} \beta_{m}}\right] Q^{(0)} . \tag{E.10}
\end{align*}
$$

Finally, inserting Eqs. (E.8) and (E.10) into Eq. (5.46a) renders the effective Fokker-Planck equation reported in Eq. (5.71).

## E. 3 Comparison with previous results in the bulk

In this Appendix we check the consistency of our results with the effective particle dynamics derived in Refs. [29-31] for the same model that we described in Section 5.1, but in the absence of confinement, i.e., in the bulk limit. Throughout the main text, we have assumed that the OP field satisfies either Neumann or Dirichlet boundary conditions (see Section 5.1), while we did not address explicitly the case of periodic BCs. In fact, this case is arguably less interesting than the other two, since the effective drift and diffusion coefficients $\mu(X), D(X)$ of the particle become $X$-independent at leading order in the adiabatic expansion (see Ref. [64]). Moreover, the case of PBCs can often be addressed by starting from the results for Neumann and Dirichlet BCs, as we will detail below.

Attempting to recover the bulk limit of the coefficients $\mu(X), D(X)$ by simply sending $L \rightarrow \infty$ in the final expressions corresponding to Neumann/Dirichlet BCs would render, in general, a wrong result. Heuristically, this is because only half of the modes of the OP field present in a bulk system are retained when dealing with Neumann/Dirichlet BCs. Indeed, a periodic function $f(z)$ on the interval $[-L, L]$ admits the expansion

$$
\begin{equation*}
f(z)=\frac{1}{\sqrt{L}}\left[\frac{a_{0}}{2}+\sum_{n=1}^{\infty}\left(a_{n} \cos \frac{n \pi z}{L}+b_{n} \sin \frac{n \pi z}{L}\right)\right], \tag{E.11}
\end{equation*}
$$

where the Fourier coefficients are given as usual by

$$
\begin{equation*}
a_{n}=\frac{1}{\sqrt{L}} \int_{-L}^{L} \mathrm{~d} z f(z) \cos \frac{n \pi z}{L}, \quad b_{n}=\frac{1}{\sqrt{L}} \int_{-L}^{L} \mathrm{~d} z f(z) \sin \frac{n \pi z}{L} . \tag{E.12}
\end{equation*}
$$

Equation (E.11) essentially contains a sum of Neumann and Dirichlet eigenmodes, as we can write, using Eq. (5.31):

$$
\begin{equation*}
f(z)=\frac{1}{\sqrt{2}}\left[\sum_{n=0}^{\infty} a_{n} \sigma_{n}^{(\mathrm{N})}(z)+\sum_{n=1}^{\infty} b_{n} \sigma_{n}^{(\mathrm{D})}(z)\right] \equiv \sum_{n=-\infty}^{\infty} c_{n} \sigma_{n}^{(\mathrm{P})}(z), \tag{E.13}
\end{equation*}
$$

where $\sigma_{n}^{(P)}(z)$ was introduced in Eq. (5.34), while

$$
c_{n} \equiv \begin{cases}a_{-n}, & n=0,-1,-2, \ldots  \tag{E.14}\\ b_{n}, & n=1,2,3, \ldots\end{cases}
$$

We then turn to the comparison with previous bulk results by starting with the linearly coupled case. The effective particle dynamics has been obtained in the adiabatic limit in Ref. [30] in the form of a Langevin equation. While the associated bulk drift term has been found to vanish, $\mu_{b}(X)=0$, the diffusion coefficient $D_{b}(X)$ takes a nontrivial form as reported in Eqs. (22) and (23) therein. Upon expressing $D_{b}(X)=T-\chi T M_{b}(X)$ as we did in Eq. (5.58), and by calling $\chi \equiv \kappa / \kappa_{\phi}$ the adiabaticity parameter (i.e., the ratio of the particle/field mobilities in the notation of Ref. [30]), the bulk result reads

$$
\begin{equation*}
M_{b}(X)=(2 \zeta-1) \frac{h^{2}}{d} \int \frac{d^{d} q}{(2 \pi)^{d}} \frac{q^{2} \tilde{\mathcal{K}}_{1}^{2}(q)}{\tilde{\Delta}(q) \tilde{\Lambda}(q)} \tag{E.15}
\end{equation*}
$$

up to $O(\chi)$. This is valid in any dimension $d$, and the tilde stands for the Fourier transform of the operators introduced in Section 5.1. Since $\zeta=0 / 1$ for a passive $/$ reactive tracer respectively, the correction to the diffusion coefficient is the same in these two cases, but with the opposite sign (in particular, diffusion is enhanced in the passive case and hindered in the reactive case). Note that the same result, Eq. (E.15), can be recovered by taking the adiabatic limit $\kappa_{\phi} \gg \kappa$ in Eq. (43) of Ref. [29].

Comparing these with our results, we note the following points:

- The correction to the diffusion coefficient $M_{b}(X)$ in Eq. (E.15) reduces, for $d=1$, to $M(X)$ given in Eq. (5.59) for a reactive tracer, provided that in the latter one replaces the term $\left[\partial_{X} v_{n}(X)\right]^{2}$ by $\left|\partial_{X} v_{n}(X)\right|^{2}$, and chooses plane waves $\sigma_{n}(z)=\exp \left(i k_{n} z\right) / \sqrt{2 L}$, with $k_{n}=$ $\pi n / L, n \in \mathbb{Z}$, as the eigenbasis. In this way, the $X$-dependence evidently drops out of the integral over $q$. [Note, however, that this prescription is equivalent to choosing real periodic eigenfunctions as in Eq. (5.34)]. The equivalence between the two expressions in Eqs. (5.59) and (E.15) can then be recognized by replacing the Fourier transforms of the operators $\Delta, \Lambda, \mathcal{K}_{1}$ introduced in Section 5.1 by their corresponding Fourier coefficients $\beta_{n}, L_{n}$ and $v_{n}$ [see Section 5.2.1], and the integral by a sum according to $\int_{\mathbb{R}} \mathrm{d} q \rightarrow \frac{1}{2 L} \sum_{n \in \mathbb{Z}}$. Recall that the same function $M(X)$ controls the diffusion coefficient also in the passive case [see Eq. (5.69)].
- The vanishing bulk drift term $\mu_{b}(X)=0$ is consistent with the flattening of the stationary effective potentials and of the diffusion coefficient in the bulk limit, i.e., $V(X), W(X), D(X) \rightarrow$ const. for $L \rightarrow \infty$. Indeed, the drift coefficient $\mu(X)$ is generally proportional to their derivative with respect to $X$ [see Eqs. (5.53), (5.58), (5.66), (5.69) and (5.72)]. We have already noted in Section 5.3.2.3 that $V(X), W(X)$ defined in Section 5.2.2 must become $X$-independent in the bulk by translational invariance (this has been checked explicitly in Section 5.4.1 for the off-critical LG model). At the critical point, $V(X)$ and $W(X)$ may reduce in the bulk limit to a structureless, IR diverging constant, which however does not affect their derivatives and thus the drift coefficient.

To be more concrete, let us analyze the case of the Gaussian LG Hamiltonian with model A dynamics addressed in Ref. [30]. In the limit $L \rightarrow \infty$, our expression in Eq. (E.33) becomes

$$
\begin{equation*}
M_{D / N}(X) \rightarrow \frac{h^{2}}{4}\left[\xi \pm e^{-2 X / \xi}(\xi-2 X)\right] \tag{E.16}
\end{equation*}
$$

where the $\pm$ sign corresponds to Dirichlet/Neumann BCs, respectively. Using Eq. (E.13) together with the definition of $M(X)$ in Eq. (5.59), we can obtain the bulk result as

$$
\begin{equation*}
M_{b}(X)=\frac{1}{2}\left[M_{N}(X)+M_{D}(X)\right]=\frac{h^{2} \xi}{4} \tag{E.17}
\end{equation*}
$$

which coincides with the expression reported in Eq. (37) in Ref. [30] (with $d=1$ and $m \equiv 1 / \xi$ ).
We remark that, for the LG Hamiltonian with model B dynamics, the adiabatic limit and the bulk limit are incompatible (see also Ref. [81] and Section 2.3). The reason is that in model B a
continuum of slow OP modes builds up at the wavenumber scale $q \sim 1 / L$ when approaching the bulk limit, so that the OP field can never be considered fast (while in model A even the slowest mode has a finite relaxation time, as long as the correlation length $\xi$ remains finite). This is a direct consequence of the conservation of the OP field in model B dynamics. In our formalism, this translates into the divergence of the effective adiabaticity parameter $\tilde{\chi}$ in Eq. (5.36) in the bulk limit, being $d_{\Lambda}=-2$ for model B (while $d_{\Lambda}=0$ for model A ).

Let us finally address the quadratically coupled case. The correction to the diffusion coefficient has been obtained in the bulk under the weak-coupling approximation in Ref. [31], see Eq. (66) therein. Its adiabatic limit can again be recovered by inspecting the limit for $\kappa_{\phi}>\kappa \kappa$, which renders

$$
\begin{equation*}
M_{b}(X)=(2 \zeta-1) \frac{h^{2}}{2 d} \int \frac{d^{d} q d^{d} q}{(2 \pi)^{2 d}} \frac{(\mathbf{q}+\mathbf{p})^{2} \tilde{\mathcal{K}}_{2}^{2}(\mathbf{q}) \tilde{\mathcal{K}}_{2}^{2}(\mathbf{p})}{\tilde{\Delta}(\mathbf{q}) \tilde{\Delta}(\mathbf{p})[\tilde{\Lambda}(\mathbf{q}) \tilde{\Delta}(\mathbf{q})+\tilde{\Lambda}(\mathbf{p}) \tilde{\Delta}(\mathbf{p})]} \tag{E.18}
\end{equation*}
$$

This again compares very well with the correction to the diffusion coefficient presented in Eq. (5.73) for the passive case, upon replacing $A_{n m}^{2}$ by $\left|A_{n m}\right|^{2}$ and choosing plane waves for the eigenmodes (while we have shown in Section 5.3.2.3 that the correction in the reactive case reduces in the bulk limit to that of the passive case, up to a minus sign). No explicit forms have been obtained for the diffusion coefficient of specific models in the quadratic case (either in this manuscript or in Ref. [31]), but we have still checked their overall qualitative agreement (see Section 5.4).

## E. 4 Effective noise in the passive-quadratic case

In the passive case and in the absence of linear couplings or boundary fields, the dynamics of the field modes $\phi_{n}$ given in Eq. (5.38) reduces to

$$
\begin{equation*}
\partial_{t} \phi_{n}=-\chi^{-1} b_{n} \phi_{n}+\chi^{-1 / 2} \xi_{n} \tag{E.19}
\end{equation*}
$$

where the correlations of $\xi_{n}$ are given in Eq. (5.42). At long times we thus have

$$
\begin{equation*}
\left\langle\phi_{n}(t) \phi_{m}\left(t^{\prime}\right)\right\rangle=\delta_{n m} \frac{L_{n}}{b_{n}} e^{-b_{n}\left|t-t^{\prime}\right| / \chi}=\delta_{n m} \frac{T_{\phi}}{\beta_{n}} e^{-b_{n}\left|t-t^{\prime}\right| / \chi} \tag{E.20}
\end{equation*}
$$

Similarly, the Langevin equation (5.37) for the passive tracer can be cast in the form

$$
\begin{equation*}
\partial_{t} X(t)=-\sum_{n m} A_{n m}(X) \phi_{n}(t) \phi_{m}(t)+\eta(t) \equiv-\sum_{n} \varphi_{n}(X, t)+\eta(t) \equiv \Pi_{c}(X, t)+\eta(t) \tag{E.21}
\end{equation*}
$$

where following Ref. [64] we introduced the effective noise

$$
\begin{equation*}
\Pi_{c}(X, t) \equiv-\sum_{n} \varphi_{n}(X, t) \equiv-\sum_{n m} A_{n m}(X) \phi_{n}(t) \phi_{m}(t) \tag{E.22}
\end{equation*}
$$

Using Wick's theorem, it is simple to show that

$$
\begin{align*}
\left\langle\varphi_{n}(t)\right\rangle & =A_{n m}(X) \frac{T_{\phi}}{\beta_{n}}  \tag{E.23}\\
\left\langle\varphi_{n}(t) \varphi_{k}\left(t^{\prime}\right)\right\rangle_{c} & =A_{n k} A_{k n} \frac{T_{\phi}^{2}}{\beta_{n} \beta_{k}} e^{-\left(b_{n}+b_{k}\right)\left|t-t^{\prime}\right| / \chi}+\delta_{n k} \frac{T_{\phi}^{2}}{\beta_{n}} \sum_{m} \frac{A_{n m}^{2}}{\beta_{m}} e^{-\left(b_{n}+b_{m}\right)\left|t-t^{\prime}\right| / \chi}, \tag{E.24}
\end{align*}
$$

whence

$$
\begin{equation*}
\left\langle\Pi_{c}(X, t) \Pi_{c}\left(X, t^{\prime}\right)\right\rangle_{c}=T_{\phi}^{2} \sum_{n m} \frac{A_{n m}^{2}+A_{n m} A_{m n}}{\beta_{n} \beta_{m}} e^{-\left(b_{n}+b_{m}\right)\left|t-t^{\prime}\right| / \chi} . \tag{E.25}
\end{equation*}
$$

By comparing the latter with the effective diffusion coefficient $D(X)$ in Eq. (5.72), we finally obtain the Green-Kubo relation in Eq. (5.77).

## E. 5 Details of the calculation of the stationary potentials

In this Appendix we give further details on the derivations presented in Section 5.4.
Let us start from the LG model, and consider the computation of $V(X)$ in the quadratic case [see Eqs. (5.22) and (5.80)]: if $0 \leq x \leq \pi$, we can use the relations [281]

$$
\begin{align*}
& \sum_{k=1}^{\infty} \frac{\cos ^{2}(k x)}{k^{2}+a^{2}}=\frac{a \pi \operatorname{csch}(a \pi)[\cosh (a \pi)+\cosh (a(\pi-2 x))]-2}{4 a^{2}}  \tag{E.26}\\
& \sum_{k=1}^{\infty} \frac{\sin ^{2}(k x)}{k^{2}+a^{2}}=\frac{\pi \operatorname{csch}(a \pi) \sinh (a(\pi-x)) \sinh (a x)}{2 a} \tag{E.27}
\end{align*}
$$

and identify $a x \rightarrow x / \xi, a \pi \rightarrow L / \xi$.
Next, whenever the result is still a convergent series, we can compute derivatives as

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{\cos ^{2}(k x)}{\left(k^{2}+a^{2}\right)^{2}}=-\frac{\partial}{\partial\left(a^{2}\right)} \sum_{k=1}^{\infty} \frac{\cos ^{2}(k x)}{k^{2}+a^{2}} . \tag{E.28}
\end{equation*}
$$

In this way, we can obtain a closed-form expression for $M(X)$ in the linearly coupled case: specializing Eq. (5.59) to the LG model with linear coupling, one has

$$
\begin{equation*}
M(X)=\frac{2 h^{2}}{L} \sum_{n} \frac{k_{n}^{2}\left[\cos / \sin \left(k_{n} X\right)\right]^{2}}{\left(k_{n}^{2}+r\right)^{2} k_{n}^{\alpha}} \tag{E.29}
\end{equation*}
$$

for Dirichlet/Neumann BCs, respectively. For model B ( $\alpha=2$ ), this reduces to the series in Eq. (E.28), yielding Eq. (5.86) in the case of Neumann BCs, and

$$
\begin{align*}
M(X)_{\text {Dir }}= & {\left[\frac{h \xi e^{L / \xi}}{2\left(e^{2 L / \xi}-1\right)}\right]^{2}\left\{\frac{4}{L}\left[L^{2}+2 \xi^{2}+L X \cosh \frac{2}{\xi}(L-X)+L(L-X) \cosh \frac{2 X}{\xi}\right]\right.} \\
& \left.+2 \xi\left[\sinh \frac{2}{\xi}(L-X)+\sinh \frac{2 X}{\xi}+\sinh \frac{2 L}{\xi}-\frac{4 \xi}{L} \cosh \frac{2 L}{\xi}\right]\right\} \tag{E.30}
\end{align*}
$$

in the case of Dirichlet BCs (reported here mainly for formal reasons, since model B dynamics with a globally conserved OP field is incompatible with Dirichlet BCs - see Section 5.2.3). For model A $(\alpha=0)$, we can add and subtract $r$ at the numerator to write

$$
\begin{equation*}
M(X)=\frac{2 h^{2}}{L}\left\{\sum_{n} \frac{\left[\cos / \sin \left(k_{n} X\right)\right]^{2}}{k_{n}^{2}+r}-r \sum_{n} \frac{\left[\cos / \sin \left(k_{n} X\right)\right]^{2}}{\left(k_{n}^{2}+r\right)^{2}}\right\} . \tag{E.31}
\end{equation*}
$$

The first term is identical to Eqs. (E.26) and (E.27), while the second is analogous to model B. The two series reported above in Eqs. (E.26) and (E.27) start from $n=1$, so the zero mode $n=0$ has to be added by hand when considering Neumann BCs - see Eq. (5.31b). Overall, this gives

$$
\begin{align*}
M(X)_{\text {Dir }} & =h^{2} \xi\left\{\frac{1}{2} \operatorname{csch}(L / \xi)\left[\cosh (L / \xi)+\cosh \left(\frac{L-2 X}{\xi}\right)\right]-\frac{\xi}{L}\right\}-\frac{1}{\xi^{2}} M(X)_{\text {Dir }}^{\text {model B }}, \\
M(X)_{\text {Neum }} & =h^{2} \xi \operatorname{csch}(L / \xi) \sinh (X / \xi) \sinh \left(\frac{L-X}{\xi}\right)-\frac{1}{\xi^{2}} M(X)_{\text {Neum }}^{\text {model B }}, \tag{E.32}
\end{align*}
$$

which simplify to

$$
\begin{align*}
M(X)_{\text {Dir }}= & \frac{h^{2}}{8 \sinh ^{2}(L / \xi)}\left\{2(X-L) \cosh \left(\frac{2 X}{\xi}\right)-2 X \cosh \left(\frac{2(L-X)}{\xi}\right)-2 L\right. \\
& \left.+\xi\left[\sinh \left(\frac{2 X}{\xi}\right)+\sinh \left(\frac{2 L}{\xi}\right)+\sinh \left(\frac{2(L-X)}{\xi}\right)\right]\right\}, \\
M(X)_{\text {Neum }}= & \frac{h^{2}}{8 \sinh ^{2}(L / \xi)}\left\{-2 \sinh \left(\frac{L}{\xi}\right)\left[\xi \cosh \left(\frac{L-2 X}{\xi}\right)-2 X \sinh \left(\frac{L-2 X}{\xi}\right)\right]\right. \\
& \left.+4 L \sinh ^{2}\left(\frac{X}{\xi}\right)+\xi \sinh \left(\frac{2 L}{\xi}\right)\right\} . \tag{E.33}
\end{align*}
$$

Finally, in order to compute the part of $W(X)$ proportional to $h_{1}$ [see Eqs. (5.84) and (5.87)], we make use of the Werner's formulas and the relation [281]

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{\cos (k x)}{k^{2}+a^{2}}=\frac{\pi \cosh a(\pi-x)}{2 a \sinh a \pi}-\frac{1}{2 a^{2}} . \tag{E.34}
\end{equation*}
$$

For the critical GS model, we make use of the known relation [281]

$$
\begin{equation*}
f_{2 n}(x) \equiv \sum_{k=1}^{\infty} \frac{\cos k x}{k^{2 n}}=\frac{(-1)^{n-1}(2 \pi)^{2 n}}{2(2 n)!} B_{2 n}\left(\frac{x}{2 \pi}\right), \tag{E.35}
\end{equation*}
$$

where $B_{n}(x)$ is the $n$-th Bernoulli polynomial [281], and $x \in[0,2 \pi]$. For instance, one has

$$
\begin{align*}
& f_{4}(x)=\frac{1}{720}\left(8 \pi^{4}-60 \pi^{2} x^{2}+60 \pi x^{3}-15 x^{4}\right), \\
& f_{6}(x)=\frac{1}{30240}\left(32 \pi^{6}-168 \pi^{4} x^{2}+210 \pi^{2} x^{4}-126 \pi x^{5}+21 x^{6}\right), \\
& f_{8}(x)=\frac{1}{1209600}\left(128 \pi^{8}-640 \pi^{6} x^{2}+560 \pi^{4} x^{4}-280 \pi^{2} x^{6}+120 \pi x^{7}-15 x^{8}\right) . \tag{E.36}
\end{align*}
$$

## Calculations of Chapter 6

## F. 1 Connection with the May model for ecology

Within the May model for complex ecosystems [196], we can let $\mathbf{P}(t) \in \mathbb{R}^{N}$ represent $N$ populations, and $\mathbf{n}(t)=\mathbf{P}(t)-\mathbf{P}^{*}$ be the fluctuation with respect to their equilibrium value. The latter is assumed to evolve according to

$$
\begin{equation*}
\dot{\mathbf{n}}(t)=-H \mathbf{n}(t), \quad H=A+\sqrt{T} M \tag{F.1}
\end{equation*}
$$

where $A$ is a diagonal matrix (which coincides with the identity in the original May model), while $M$ is a GOE matrix with limiting eigenvalue spectrum supported in [-2,2]. This can be mapped on the model described in Section 6.1.1 upon identifying $T \equiv 2 \eta$. In the limit $N \rightarrow \infty$ the spectrum of $M$ becomes a Wigner semicircle (see Eq. (6.40)); if $p_{a}(a)$ has a compact support, then the limiting support of $H$ itself will thus be compact. If part of this support falls within the negative semiaxis, then the dynamical system in Eq. (F.1) becomes unstable: this transition is expected to occur for a critical value of $T=T_{c}$.

Different choices of $p_{a}(a)$ will in general affect the position of $T_{c}$ [241]. We could for example choose $p_{a}(a)$ to be a Wigner semicircle whose left edge is at $a=1$ (see Fig. 6.3b), which is obtained by setting $\mu=1+\sigma$ in Eq. (6.51). With the identification $T=2 \eta$, the limiting spectral distribution of $H$ follows from Eq. (6.54) as

$$
\begin{equation*}
\rho_{N}(\lambda)=\frac{2 \sqrt{\sigma^{2}+4 T-(\lambda-1-\sigma)^{2}}}{\pi\left(\sigma^{2}+4 T\right)} \Theta\left(\sigma^{2}+4 T-(\lambda-1-\sigma)^{2}\right)+\mathcal{O}(1 / N) \tag{F.2}
\end{equation*}
$$

The support is in $\lambda_{-} \leq \lambda \leq \lambda_{+}$, where $\lambda_{ \pm}=1+\sigma \pm \sqrt{\sigma^{2}+4 T}$, so that in the limit $N \rightarrow \infty$ a stable-unstable transition is predicted for $T_{c}=\sigma / 2+1 / 4$. For $\sigma \rightarrow 0$ we recover the original result of May, $T_{c}=1 / 4$ [196].

## F. 2 Number of i.i.d. variables in an interval

In this Appendix we revise the standard textbook result for the statistics of the number of eigenvalues in a finite interval, when such eigenvalues behave as independent and identically distributed random variables. This will help clarifying the behavior of the level compressibility $\chi(E)$ in the case of Poisson level statistics.

Given $N$ random variables $a_{i}$ distributed according to $p_{a}\left(a_{i}\right)$ (e.g., the eigenvalues of the matrix $A$ in Eq. (6.1)), the number of variables contained in the interval $[\alpha, \beta]$ can be written as

$$
\begin{equation*}
I_{N}[\alpha, \beta]=\sum_{i=1}^{N} \theta_{i}, \tag{F.3}
\end{equation*}
$$

where we introduced the indicator function

$$
\theta_{i} \equiv \mathbb{1}_{[\alpha, \beta]}\left(a_{i}\right), \quad \mathbb{1}_{[\alpha, \beta]}(x)= \begin{cases}1 & x \in[\alpha, \beta]  \tag{F.4}\\ 0 & x \notin[\alpha, \beta]\end{cases}
$$

Its cumulant generating function can be constructed by noting that

$$
\begin{equation*}
e^{-s I_{N}[\alpha, \beta]}=\prod_{i=1}^{N} e^{-s \theta_{i}}=\prod_{i=1}^{N}\left[1+\left(e^{-s}-1\right) \theta_{i}\right], \tag{F.5}
\end{equation*}
$$

and then

$$
\begin{equation*}
\ln \left\langle e^{-s I_{N}[\alpha, \beta]}\right\rangle=\sum_{i=1}^{N} \ln \left[1+\left(e^{-s}-1\right) \int_{\alpha}^{\beta} \mathrm{d} a p_{a}(a)\right]=N \ln \left[1+\left(e^{-s}-1\right) \frac{\left\langle I_{N}[\alpha, \beta]\right\rangle}{N}\right] . \tag{F.6}
\end{equation*}
$$

Note that this coincides with the limiting case in Eq. (6.95) of our general result.
By expanding in powers of $s$ the two sides of Eq. (F.6) and comparing with Eqs. (6.60) and (6.64), we can in particular extract the first two cumulants

$$
\begin{equation*}
\kappa_{1}=\left\langle I_{N}[\alpha, \beta]\right\rangle, \quad \kappa_{2}=\left\langle I_{N}[\alpha, \beta]\right\rangle\left(1-\frac{\left\langle I_{N}[\alpha, \beta]\right\rangle}{N}\right), \tag{F.7}
\end{equation*}
$$

and from Eq. (6.13) we obtain the level compressibility

$$
\begin{equation*}
\chi(E)=1-\frac{\left\langle I_{N}[-E, E]\right\rangle}{N} . \tag{F.8}
\end{equation*}
$$

We thus generically expect $\chi(E) \sim 1$ for small $E$, and $\chi(E) \rightarrow 0$ for large $E$.

## F. 3 Details of the replica calculation of the spectral density

In this Appendix we fill in the missing steps that lead from Eq. (6.22) to Eq. (6.23) in Section 6.2. A replica-based calculation for the pure GOE ensemble can be found in Ref. [49], from which we partially adopt the notation. We start by expressing the average of the replicated partition function as

$$
\begin{equation*}
\left\langle\mathcal{Z}^{n}(\lambda)\right\rangle \propto\left\langle\left.\int_{\mathbb{R}^{N n}}\left(\prod_{\alpha=1}^{n} \mathrm{~d} \mathbf{r}_{\alpha}\right) \exp \left[-\frac{i}{2} \sum_{i, j=1}^{N} \sum_{\alpha=1}^{n} r_{i \alpha}\left(\lambda_{\varepsilon} \delta_{i j}-h_{i j}\right) r_{j \alpha}\right]\right|_{A, B},\right. \tag{F.9}
\end{equation*}
$$

where we indicated by $h_{i j} \equiv a_{i} \delta_{i j}+J b_{i j}$ the elements of the random matrix $\mathcal{H}$ given in Eq. (6.1), and $J=J(N) \equiv v N^{-\gamma / 2}$. The average symbol means

$$
\begin{equation*}
\langle\bullet\rangle_{A, B} \equiv \int_{\mathbb{R}^{N}}\left(\prod_{i \leq j}^{N} \mathrm{~d} b_{i j}\right) p_{B}\left(\left\{b_{i j}\right\}\right)\left(\prod_{i=1}^{N} \int \mathrm{~d} a_{i} p_{a}\left(a_{i}\right)\right)(\bullet), \tag{F.10}
\end{equation*}
$$

where the probability distribution of the elements $b_{i j}$ of the GOE matrix $B$ reads

$$
\begin{equation*}
p_{B}\left(\left\{b_{i j}\right\}\right)=\prod_{i=1}^{N} \frac{e^{-b_{i i}^{2} / 2}}{\sqrt{2 \pi}} \prod_{i<j} \frac{e^{-b_{i j}^{2}}}{\sqrt{\pi}} . \tag{F.11}
\end{equation*}
$$

Here and henceforth, Latin indices run up to $N$ in real space, while Greek indices run up to $n$ in replica space. Computing the Gaussian integrals over $b_{i j}$ gives (up to a numerical constant)

$$
\begin{align*}
\left\langle\mathcal{Z}^{n}(\lambda)\right\rangle \propto & \int_{\mathbb{R}^{N n}}\left(\prod_{\alpha=1}^{n} \mathrm{~d} \mathbf{r}_{\alpha}\right)\left\langle\left.\exp \left[-\frac{i}{2} \sum_{i=1}^{N} \sum_{\alpha=1}^{n}\left(\lambda_{\varepsilon}-a_{i}\right) r_{i \alpha}^{2}\right]\right|_{A}\right. \\
& \times \exp \left\{-\frac{J^{2}}{4}\left[\frac{1}{2} \sum_{i=1}^{N}\left(\sum_{\alpha=1}^{n} r_{i \alpha}^{2}\right)^{2}+\sum_{i<j}\left(\sum_{\alpha=1}^{n} r_{i \alpha} r_{j \alpha}\right)^{2}\right]\right\}, \tag{F.12}
\end{align*}
$$

where $\langle\bullet\rangle_{A}$ indicates the reduced averaged over the entries of $A$ - see Eq. (F.10). The interacting term in the second line can be usually decoupled by means of the Hubbard-Stratonovich transformation [51], which is however ineffective in our case, for a generic choice of $p_{a}(a)$. We introduce instead the normalized density

$$
\begin{equation*}
\mu(\vec{y}) \equiv \frac{1}{N} \sum_{i=1}^{N} \prod_{\alpha=1}^{n} \delta\left(y_{\alpha}-r_{i \alpha}\right) \tag{F.13}
\end{equation*}
$$

where $\vec{y} \in \mathbb{R}^{n}$ has components $y_{a} \in \mathbb{R}$, and we insert into Eq. (F.12) the functional integral representation of the identity

$$
\begin{equation*}
1=N^{\operatorname{dim}(\mu)} \int \mathcal{D} \mu \mathcal{D} \hat{\mu} \exp \left\{-i \int \mathrm{~d} \vec{y} \hat{\mu}(\vec{y})\left[N \mu(\vec{y})-\sum_{i=1}^{N} \prod_{\alpha=1}^{n} \delta\left(y_{\alpha}-r_{i \alpha}\right)\right]\right\} \tag{F.14}
\end{equation*}
$$

Here $\operatorname{dim}(\mu)$ is the dimension of the field $\mu$, which renders the prefactor on the right hand side formally infinite - this will be of no consequence in the following calculation, since this prefactor is $\lambda$-independent. Equation (F.14) is useful because it allows us to rewrite

$$
\begin{align*}
& \frac{1}{2} \sum_{i=1}^{N}\left(\sum_{\alpha=1}^{n} r_{i \alpha}^{2}\right)^{2}+\sum_{i<j}\left(\sum_{\alpha=1}^{n} r_{i \alpha} r_{j \alpha}\right)^{2}=\frac{1}{2} \sum_{i, j=1}^{N}\left(\sum_{\alpha=1}^{n} r_{i \alpha} r_{j \alpha}\right)^{2}  \tag{F.15}\\
& =\frac{N^{2}}{2} \int \mathrm{~d} \vec{y} \mathrm{~d} \vec{w} \mu(\vec{y}) \mu(\vec{w})\left(\sum_{\alpha=1}^{n} y_{\alpha} w_{\alpha}\right)^{2}=\frac{N^{2}}{2} \int \mathrm{~d} \vec{y} \mathrm{~d} \vec{w} \mu(\vec{y}) \mu(\vec{w})(\vec{y} \cdot \vec{w})^{2},
\end{align*}
$$

so that inserting the identity in Eq. (F.14) into Eq. (F.12) leads to

$$
\begin{align*}
& \left\langle Z^{n}(\lambda)\right\rangle \propto \int \mathcal{D} \mu \mathcal{D} \hat{\mu} \exp \left\{-i N \int \mathrm{~d} \vec{y} \hat{\mu}(\vec{y}) \mu(\vec{y})-\frac{(J N)^{2}}{8} \int \mathrm{~d} \vec{y} \mathrm{~d} \vec{w} \mu(\vec{y}) \mu(\vec{w})(\vec{y} \cdot \vec{w})^{2}\right\} \\
& \times \int_{\mathbb{R}^{N n}}\left(\prod_{\alpha=1}^{n} \mathrm{~d} \mathbf{r}_{\alpha}\right)\left\langle\left.\exp \left[-\frac{i}{2} \sum_{i=1}^{N} \sum_{\alpha=1}^{n}\left(\lambda_{\varepsilon}-a_{i}\right) r_{i \alpha}^{2}+i \sum_{i=1}^{N} \int \mathrm{~d} \vec{w} \hat{\mu}(\vec{w}) \prod_{\alpha=1}^{n} \delta\left(w_{\alpha}-r_{i \alpha}\right)\right]\right|_{A}\right. \tag{F.16}
\end{align*}
$$

Staring at Eq. (F.16) for long enough, one realizes that the second line contains $N$ copies of the same integral,

$$
\begin{align*}
& \int_{\mathbb{R}^{N n}}\left(\prod_{\alpha=1}^{n} \mathrm{~d} \mathbf{r}_{\alpha}\right)\left\langle\left.\exp \left[-\frac{i}{2} \sum_{i=1}^{N} \sum_{\alpha=1}^{n}\left(\lambda_{\varepsilon}-a_{i}\right) r_{i \alpha}^{2}+i \sum_{i=1}^{N} \int \mathrm{~d} \vec{w} \hat{\mu}(\vec{w}) \prod_{\alpha=1}^{n} \delta\left(w_{\alpha}-r_{i \alpha}\right)\right]\right|_{A}\right. \\
& =\left\{\int_{\mathbb{R}^{n}} \mathrm{~d} \vec{y} \int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2} \sum_{\alpha=1}^{n}\left(\lambda_{\varepsilon}-a\right) y_{\alpha}^{2}+i \int \mathrm{~d} \vec{w} \hat{\mu}(\vec{w}) \prod_{\alpha=1}^{n} \delta\left(w_{\alpha}-y_{\alpha}\right)\right]\right\}^{N} \\
& =\left\{\int_{\mathbb{R}^{n}} \mathrm{~d} \vec{y} \int \mathrm{~d} a p_{a}(a) \exp \left[-\frac{i}{2}\left(\lambda_{\varepsilon}-a\right)|\vec{y}|^{2}+i \hat{\mu}(\vec{y})\right]\right\}^{N} . \tag{F.17}
\end{align*}
$$

Note that it was crucial to assume independent entries $a_{i}$, so that their distribution in Eq. (F.10) is factorized. Plugging this expression back into Eq. (F.16) allows us to rewrite $\left\langle Z^{n}(\lambda)\right\rangle$ as reported in Eq. (6.23) of the main text.

## F. 4 Connection with the Zee formula

In this Appendix we show why Eq. (6.45) is hiddenly the Zee formula. In Ref. [269], the recipe for computing the spectrum $\rho_{1+2}(\lambda)$ of the sum of two random matrices $M_{1}+M_{2}$ is given as follows:
(i) Compute the resolvents (or Green's functions) associated to $\rho_{1}(\lambda)$ and $\rho_{2}(\lambda)$, i.e., $\mathcal{G}_{1}(z)$ and $\mathcal{G}_{2}(z)$.
(ii) Compute their functional inverses $B_{1}(z)$ and $B_{2}(z)$, or Blue's functions, via $B(\mathcal{G}(z))=z$.
(iii) Apply the sum rule

$$
\begin{equation*}
B_{1+2}(z)=B_{1}(z)+B_{2}(z)-1 / z . \tag{F.18}
\end{equation*}
$$

(iv) Invert the result back (see Eq. (6.43)) to find

$$
\begin{equation*}
B_{1+2}(z) \rightarrow \mathcal{G}_{1+2}(z) \rightarrow \rho_{1+2}(\lambda) . \tag{F.19}
\end{equation*}
$$

Another interesting object is however the $R$-function, which is simply defined as

$$
\begin{equation*}
R(z) \equiv B(z)-1 / z, \tag{F.20}
\end{equation*}
$$

and which is easily seen to satisfy the free-sum rule [49, 268, 323]

$$
\begin{equation*}
R_{1+2}(z)=R_{1}(z)+R_{2}(z) . \tag{F.21}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
B_{1}(x)=B_{1+2}(x)-R_{2}(x), \tag{F.22}
\end{equation*}
$$

which we can choose to apply in particular on $x=\mathcal{G}_{1+2}(z)$, yielding by construction

$$
\begin{equation*}
B_{1}\left(\mathcal{G}_{1+2}(z)\right)=z-R_{2}\left(\mathcal{G}_{1+2}(z)\right) . \tag{F.23}
\end{equation*}
$$

Applying $\mathcal{G}_{1}$ on both sides finally yields

$$
\begin{equation*}
\mathcal{G}_{1+2}(z)=\mathcal{G}_{1}\left(z-R_{2}\left(\mathcal{G}_{1+2}(z)\right)\right) . \tag{F.24}
\end{equation*}
$$

The analogy with Eq. (6.45) is readily established once we recall that, if $M_{2}$ is a GOE matrix, then its $R$-function is simply $R_{2}(z)=z$ [324].

## F. 5 Details of the replica calculation of the level compressibility

In this Appendix we provide the technical steps for the derivation of the cumulant generating function and the level compressibility presented in Section 6.3. A similar calculation for the pure GOE /GUE ensemble can be found in Ref. [277], while the derivation in the case of the ErdösRényi graph and the Anderson model on a random regular graph was reported in Ref. [276].

## F.5.1 Functional representation

The target of this Section is to express $Q_{[\alpha, \beta]}\left(n_{ \pm}\right)$given in Eq. (6.62) within the replica formalism, as we did in Appendix F.3. The first step is to choose a suitable representation for the partition function $\mathcal{Z}(z)$ that appears in Eq. (6.62): indeed, the one we introduced in Eq. (6.21) is only appropriate if $\operatorname{Im}\{z\}<0$, being the integral not convergent otherwise. If on the contrary $\operatorname{Im}\{z\}>$ 0 , then one should choose instead

$$
\begin{equation*}
\mathcal{Z}_{+}(z) \equiv\left(\frac{i}{2 \pi}\right)^{N / 2} \int_{\mathbb{R}^{N}} \mathrm{~d} \mathbf{r} e^{\frac{i}{2} \mathbf{r}^{T}(z \mathbb{1}-\mathcal{H}) \mathbf{r}} \tag{F.25}
\end{equation*}
$$

Since the various prefactors in front of the integral in Eq. (6.21) will cancel out in Eq. (6.62) after we take the analytic continuation to $n_{ \pm} \rightarrow \pm i s / \pi$, we will not need to keep track of them in the following.

In analogy with the representation in Eq. (F.9), we can still write

$$
\begin{equation*}
Q_{[\alpha, \beta]}\left(n_{ \pm}\right) \propto\left(\int_{\mathbb{R}^{N n}}\left(\prod_{\sigma=1}^{n} \mathrm{~d} \mathbf{r}_{\sigma}\right) \exp \left[-\frac{i}{2} \sum_{i, j=1}^{N} \sum_{\sigma=1}^{n} r_{i \sigma}\left(\Lambda_{\sigma \sigma} \delta_{i j}-L_{\sigma \sigma} h_{i j}\right) r_{j \sigma}\right]\right)_{A, B}, \tag{F.26}
\end{equation*}
$$

but now we interpret

$$
\begin{equation*}
n=2\left(n_{+}+n_{-}\right) \tag{F.27}
\end{equation*}
$$

because each of the four partition functions in Eq. (6.62) requires its own set of replicas (here labelled by the Greek index $\sigma$, to avoid confusion with the left boundary $\alpha$ of the interval). We have also replaced the eigenvalue $\lambda_{\varepsilon}$ by the block matrix $\hat{\Lambda}$, which is defined in Eq. (6.67) together with the block matrix $\hat{L}$. Notice that the elements $\bar{\alpha}_{\varepsilon}=-\alpha_{\varepsilon}^{*}$ of the matrix $\hat{\Lambda}$ follow from the representation in Eq. (F.25).

The same steps that in Appendix F. 3 led us to Eq. (6.23) of the main text now give

$$
\begin{equation*}
Q_{[\alpha, \beta]}\left(n_{ \pm}\right) \propto \int \mathcal{D} \mu \mathcal{D} \hat{\mu} \exp \left\{N \mathcal{S}_{n_{ \pm}}[\mu, \hat{\mu} ; \hat{\Lambda}]\right\} \tag{F.28}
\end{equation*}
$$

with the action

$$
\begin{align*}
\mathcal{S}_{n_{ \pm}}[\mu, \hat{\mu} ; \hat{\Lambda}] \equiv & -i \int \mathrm{~d} \vec{\tau} \mu(\vec{\tau}) \hat{\mu}(\vec{\tau})-\frac{\eta}{2} \int \mathrm{~d} \vec{\tau} \mathrm{~d} \vec{\tau}^{\prime} \mu(\vec{\tau}) \mu\left(\vec{\tau}^{\prime}\right)\left(\vec{\tau} \hat{L} \vec{\tau}^{\prime}\right)^{2}  \tag{F.29}\\
& +\ln \int \mathrm{d} \vec{\tau} \exp \left[-\frac{i}{2} \vec{\tau} \hat{\Lambda} \vec{\tau}+i \hat{\mu}(\vec{\tau})\right] \int \mathrm{d} a p_{a}(a) \exp \left(\frac{i}{2} a \vec{\tau} \hat{L} \vec{\tau}\right) .
\end{align*}
$$

This generalizes the action in Eq. (6.24), and the vector $\vec{\tau} \in \mathbb{R}^{n}$ plays the same role as the vector $\vec{y}$ but in an extended replica space, with $n$ given in Eq. (F.27). By noting that the action in Eq. (F.29) is quadratic in $\mu$, we can evaluate the Gaussian functional integral in $\mathcal{D} \mu$ to obtain

$$
\begin{align*}
& Q_{[\alpha, \beta]}\left(n_{ \pm}\right) \propto \int \mathcal{D} \hat{\mu} \exp \left\{N \mathcal{S}_{n_{ \pm}}[\hat{\mu} ; \hat{\Lambda}]\right\}, \\
& \mathcal{S}_{n_{ \pm}}[\hat{\mu} ; \hat{\Lambda}] \equiv-\frac{1}{2 \eta} \int \mathrm{~d} \vec{\tau} \mathrm{~d} \vec{\tau}^{\prime} \hat{\mu}(\vec{\tau}) M^{-1}\left(\vec{\tau}, \vec{\tau}^{\prime}\right) \hat{\mu}\left(\vec{\tau}^{\prime}\right)+\ln \int \mathrm{d} \vec{\tau} \exp \left[-\frac{i}{2} \vec{\tau} \hat{\Lambda} \vec{\tau}+i \hat{\mu}(\vec{\tau})\right] \psi_{a}\left(-\frac{1}{2} \vec{\tau} \hat{L} \vec{\tau}\right), \tag{F.31}
\end{align*}
$$

where $\psi_{a}(z)$ was given in Eq. (6.34), and we introduced the function $M\left(\vec{\tau}, \vec{\tau}^{\prime}\right)$ as in Eq. (6.68). We omitted from Eq. (F.30) a $\hat{\Lambda}$-independent prefactor coming from the Gaussian integration, which will in general depend on $n$. However, one can check that all the prefactors cancel out smoothly by including the Jacobian of the variable transformations (see later), and after taking the functional integral over the Gaussian fluctuations in Appendix F.5.2. We will thus avoid reporting these prefactors, so as to lighten the notation.

The saddle-point equation follows simply from Eq. (F.31) as

$$
\begin{equation*}
\hat{\mu}(\vec{\tau})=i \eta \frac{\int \mathrm{~d} \vec{\tau}^{\prime} M\left(\vec{\tau}, \vec{\tau}^{\prime}\right) \exp \left[-\frac{i}{2} \vec{\tau}^{\prime} \hat{\Lambda} \vec{\tau}^{\prime}+i \hat{\mu}\left(\vec{\tau}^{\prime}\right)\right] \psi_{a}\left(-\frac{1}{2} \vec{\tau}^{\prime} \hat{L} \vec{\tau}^{\prime}\right)}{\int \mathrm{d} \vec{\tau}^{\prime} \exp \left[-\frac{i}{2} \vec{\tau}^{\prime} \hat{\Lambda} \vec{\tau}^{\prime}+i \hat{\mu}\left(\vec{\tau}^{\prime}\right)\right] \psi_{a}\left(-\frac{1}{2} \vec{\tau}^{\prime} \hat{L} \vec{\tau}^{\prime}\right)} \tag{F.32}
\end{equation*}
$$

which is analogous to Eq. (6.30). In the following, we will look for a rotationally-invariant solution: to this end, it is useful to introduce the new variable $\varphi(\vec{\tau})$ defined via

$$
\begin{equation*}
\hat{\mu}(\vec{\tau})=i \int \mathrm{~d} \vec{\tau}^{\prime} M\left(\vec{\tau}, \vec{\tau}^{\prime}\right) \varphi\left(\vec{\tau}^{\prime}\right) . \tag{F.33}
\end{equation*}
$$

Changing variables from $\hat{\mu}$ to $\varphi$ in Eq. (F.30) leads to the expression reported in Eq. (6.66).

## F.5.2 Gaussian fluctuations around the saddle-point

In order to go beyond the saddle-point approximation, we introduce the fluctuation $\phi(\vec{\tau})$ around the saddle-point solution $\varphi_{0}(\vec{\tau})$ in the form $\varphi(\vec{\tau})=\varphi_{0}(\vec{\tau})+\phi(\vec{\tau})$. Calling for brevity $\mathcal{S}_{n_{ \pm}}[\varphi ; \hat{\Lambda}] \equiv$ $\mathcal{S}[\varphi]$, we then have up to $O\left(N^{-2}\right)$

$$
\begin{equation*}
Q_{[\alpha, \beta]}\left(n_{ \pm}\right) \propto e^{N \mathcal{S}\left[\varphi_{0}\right]} \int \mathcal{D}(i \phi) \exp \left\{\left.\frac{N}{2} \int \mathrm{~d} \vec{\tau}_{1} \mathrm{~d} \vec{\tau}_{2} \phi\left(\vec{\tau}_{1}\right) \frac{\delta^{2} \mathcal{S}[\varphi]}{\delta \varphi\left(\vec{\tau}_{1}\right) \delta \varphi\left(\vec{\tau}_{2}\right)}\right|_{\varphi=\varphi_{0}} \phi\left(\vec{\tau}_{2}\right)\right\} \tag{F.34}
\end{equation*}
$$

and one can check that we can express

$$
\begin{equation*}
\left.\frac{\delta^{2} \mathcal{S}[\varphi]}{\delta \varphi\left(\vec{\tau}_{1}\right) \delta \varphi\left(\vec{\tau}_{2}\right)}\right|_{\varphi=\varphi_{0}}=\frac{1}{\eta} M\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right)\left[\mathbb{1}\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right)+T\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right)\right] \tag{F.35}
\end{equation*}
$$

in terms of the functions $M$ and $T$ given in Eqs. (6.68) and (6.72), respectively. Computing the Gaussian integral in Eq. (F.34) we thus find

$$
\begin{equation*}
Q_{[\alpha, \beta]}\left(n_{ \pm}\right)=\exp \left\{N \mathcal{S}\left[\varphi_{0}\right]-\frac{1}{2} \ln \operatorname{det}(\mathbb{1}+T)\right\}+O\left(1 / N^{2}\right) \tag{F.36}
\end{equation*}
$$

Expanding the logarithm in series as

$$
\begin{equation*}
\ln (1+x)=-\sum_{k=1}^{\infty} \frac{(-x)^{k}}{k} \tag{F.37}
\end{equation*}
$$

we finally get Eq. (6.71), where the trace and matrix operations are intended over the replica vectors as

$$
\begin{equation*}
\operatorname{Tr} T=\int \mathrm{d} \vec{\tau} T(\vec{\tau},-\vec{\tau}), \quad T^{2}\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right)=\int \mathrm{d} \vec{\tau} T\left(\vec{\tau}_{1}, \vec{\tau}\right) T\left(\vec{\tau}, \vec{\tau}_{2}\right) . \tag{F.38}
\end{equation*}
$$

We may try to specialize Eq. (6.71) to the rotationally invariant Ansatz in Eq. (6.75). The fluctuation matrix in Eq. (F.35) becomes

$$
\begin{equation*}
T\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right)=\varphi_{0}\left(\vec{\tau}_{1}\right)\left[\left(\vec{\tau}_{1} \hat{L} \vec{\tau}_{2}\right)^{2}-\left(\vec{\tau}_{2} \hat{K} \vec{\tau}_{2}\right)\right], \tag{F.39}
\end{equation*}
$$

and by using Wick's theorem together with Eq. (6.76) we obtain, for instance,

$$
\begin{equation*}
\operatorname{Tr} T=\int \mathrm{d} \vec{\tau} T(\vec{\tau}, \vec{\tau})=\eta\left[\sum_{i}\left(2 K_{i i}^{(2)}-K_{i i}^{2}\right)+\sum_{i j} L_{i i} L_{j j} K_{i j}^{(2)}\right] \tag{F.40}
\end{equation*}
$$

where we introduced the matrix

$$
\begin{equation*}
K_{i j}^{(2)} \equiv \int \mathrm{d} a p_{a}(a)\left(\frac{\hat{C}}{1-i a \hat{L} \hat{C}}\right)_{i i}\left(\frac{\hat{C}}{1-i a \hat{L} \hat{C}}\right)_{j j} . \tag{F.41}
\end{equation*}
$$

We recognize in the last expression a generalization of the resolvent (see Eq. (6.42)) that encodes higher order correlations. The next terms $\operatorname{Tr} T^{k}$ with $k>1$ in the series of Eq. (6.71) will involve some matrices $K_{i j}^{(k+1)}$ with increasingly higher order correlations, which are nontrivial to compute in general. However, it is straightforward to show that $\operatorname{Tr} T^{k}=O\left(\eta^{k}\right)$, so that when $\eta$ is small the series in Eq. (6.71) is dominated by its first few terms. To the best of our efforts, it has not been possible to resum the whole series in Eq. (6.71), as it happens instead in the pure GOE case - see Appendix F. 6 and Ref. [277].

## F. 6 Level compressibility in the pure GOE case

In this Appendix we recover the results of Ref. [277] concerning the level compressibility for a GOE matrix. This allows us to inspect the similarities and the differences with respect to the GRP case analyzed in this manuscript. In Appendix E. 3 of Ref. [198] we repeat the derivation of $\chi_{\operatorname{GOE}}(E)$ using more standard techniques in order to address the low-energy region $E \ll \delta_{N}$ (see Eq. (6.5) and Section 6.3.6).

The pure GOE case can be formally obtained from Eq. (6.1) by letting the distribution $p_{a}(a)$ of the diagonal elements of the matrix $A$ tend to a delta function, so that $\psi_{a}(z) \rightarrow 1$. The calculation then becomes analogous to that reported in Ref. [277], whose main steps we detail here for completeness. By replacing the replica-symmetric Ansatz of Eq. (6.73) into the saddlepoint equation (6.69) one first obtains $\mathcal{N}=\eta / Z_{\varphi}$, where $Z_{\varphi}=\int \mathrm{d} \vec{\tau} \varphi_{0}(\vec{\tau})$. By using Gaussian integration one can then show that

$$
\begin{equation*}
\int \mathrm{d} \vec{\tau}^{\prime} M\left(\vec{\tau}, \vec{\tau}^{\prime}\right) \varphi_{0}\left(\vec{\tau}^{\prime}\right)=\eta \vec{\tau} \hat{C} \vec{\tau} \tag{F.42}
\end{equation*}
$$

and thus the remaining free parameters in Eq. (6.73) can be determined by solving the set of four self-consistency equations that follow from Eq. (6.69) as

$$
\begin{equation*}
\hat{C}^{-1}=2 \eta \hat{C}+i \hat{\Lambda} \tag{F.43}
\end{equation*}
$$

Note that this can be recovered from Eqs. (6.77) and (6.78) by using the fact that the resolvent corresponding to $p_{a}(a)=\delta(a)$ is $\mathcal{G}_{a}(z)=1 / z$.

## F.6.1 Action and fluctuations around the saddle-point

Both the action and its Gaussian fluctuation matrix $T$ can now be computed in correspondence of the saddle-point solution in Eq. (6.73). By using the definition of the action given in Eq. (6.66) together with the saddle-point equation (6.69) and the property in Eq. (F.42), one deduces

$$
\begin{align*}
\mathcal{S}_{n_{ \pm}}\left[\varphi_{0} ; \hat{\Lambda}\right]= & \frac{\eta}{2}\left[n_{+}\left(\Delta_{\alpha}^{2}+\bar{\Delta}_{\beta}^{2}\right)+n_{-}\left(\Delta_{\beta}^{2}+\bar{\Delta}_{\alpha}^{2}\right)\right]+\frac{1}{2}\left(n_{+}+n_{-}\right) \ln (2 \pi) \\
& +\frac{1}{2} n_{+} \ln \left(\Delta_{\alpha} \bar{\Delta}_{\beta}\right)+\frac{1}{2} n_{-} \ln \left(\Delta_{\beta} \bar{\Delta}_{\alpha}\right) \tag{F.44}
\end{align*}
$$

The computation of $\operatorname{Tr} T^{k}$ in Eq. (6.71) requires more work. First, we rewrite in correspondence of the Ansatz in Eq. (6.73)

$$
\begin{equation*}
T\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right)=\varphi_{0}\left(\vec{\tau}_{1}\right)\left[\left(\vec{\tau}_{1} \hat{L} \vec{\tau}_{2}\right)^{2}-\left(\vec{\tau}_{2} \hat{C} \vec{\tau}_{2}\right)\right] \tag{F.45}
\end{equation*}
$$

where we have used the definition of the function $M\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right)$ in Eq. (6.68) and the property in Eq. (F.42). The first few powers of $T$ can then be computed by applying Wick's theorem: by introducing the notation

$$
\begin{equation*}
\langle\bullet\rangle_{1} \equiv \frac{1}{\eta} \int \mathrm{~d} \vec{\tau}_{1}(\bullet) \varphi_{0}\left(\vec{\tau}_{1}\right) \tag{F.46}
\end{equation*}
$$

we note that $\left\langle\tau_{1 i} \tau_{1 j}\right\rangle_{1}=C_{i j}$, so that more complicated averages can be handled as

$$
\begin{equation*}
\left\langle\tau_{1 i} \tau_{1 j} \tau_{1 k} \tau_{1 l}\right\rangle_{1}=C_{i j} C_{k l}+C_{i k} C_{j l}+C_{i l} C_{j k} \tag{F.47}
\end{equation*}
$$

Upon noting that $\hat{L}^{2}=\mathbb{1}_{n}$, one can then prove by induction the relation

$$
\begin{equation*}
T^{k+1}\left(\vec{\tau}_{1}, \vec{\tau}_{2}\right)=(2 \eta)^{k} \varphi_{0}\left(\vec{\tau}_{1}\right)\left[\left(\vec{\tau}_{1} \hat{L}^{k+1} \hat{C}^{k} \vec{\tau}_{2}\right)^{2}-\left(\vec{\tau}_{2} \hat{C}^{2 k+1} \vec{\tau}_{2}\right)\right] \tag{F.48}
\end{equation*}
$$

Using Eq. (F.38) now yields

$$
\begin{equation*}
\operatorname{Tr} T^{k}=2^{k-1} \eta^{k}\left[\left(\sum_{i} L_{i i}^{k} C_{i i}^{k}\right)^{2}+\sum_{i} C_{i i}^{2 k}\right] \tag{F.49}
\end{equation*}
$$

and inserting the definition of the matrices $\hat{L}$ and $\hat{C}$ given in Eqs. (6.67) and (6.74) gives

$$
\begin{equation*}
\operatorname{Tr} T^{k}=2^{k-1} \eta^{k}\left\{\left[n_{+}\left(\Delta_{\alpha}^{k}+\left(-\bar{\Delta}_{\beta}\right)^{k}\right)+n_{-}\left(\Delta_{\beta}^{k}+\left(-\bar{\Delta}_{\alpha}\right)^{k}\right)\right]^{2}+n_{+}\left(\Delta_{\alpha}^{2 k}+\bar{\Delta}_{\beta}^{2 k}\right)+n_{-}\left(\Delta_{\beta}^{2 k}+\bar{\Delta}_{\alpha}^{2 k}\right)\right\} . \tag{F.50}
\end{equation*}
$$

Taking the limit $n_{ \pm} \rightarrow \pm i s / \pi$ in Eqs. (F.44) and (F.50) then results in

$$
\begin{align*}
\mathcal{S}_{ \pm \frac{i s}{\pi}}\left[\varphi_{0} ; \hat{\Lambda}\right] & =\frac{i s}{2 \pi}\left[\eta\left(\Delta_{\alpha}^{2}+\bar{\Delta}_{\beta}^{2}-\Delta_{\beta}^{2}-\bar{\Delta}_{\alpha}^{2}\right)+\ln \left(\frac{\Delta_{\alpha} \bar{\Delta}_{\beta}}{\Delta_{\beta} \bar{\Delta}_{\alpha}}\right)\right]  \tag{F.51}\\
\left.\operatorname{Tr} T^{k}\right|_{\varphi=\varphi_{0}} & =2^{k-1} \eta^{k}\left\{\frac{i s}{\pi}\left(\Delta_{\alpha}^{2 k}+\bar{\Delta}_{\beta}^{2 k}-\Delta_{\beta}^{2 k}-\bar{\Delta}_{\alpha}^{2 k}\right)-\frac{s^{2}}{\pi^{2}}\left[\Delta_{\alpha}^{k}+\left(-\bar{\Delta}_{\beta}\right)^{k}-\Delta_{\beta}^{k}-\left(-\bar{\Delta}_{\alpha}\right)^{k}\right]^{2}\right\} \tag{F.52}
\end{align*}
$$

Comparing with the definitions of the cumulant generating function and the cumulants in Eqs. (6.60) and (6.64), respectively, we can finally identify

$$
\begin{align*}
& \frac{\kappa_{1}}{N}=-\frac{i}{2 \pi}\left[\eta\left(\Delta_{\alpha}^{2}+\bar{\Delta}_{\beta}^{2}-\Delta_{\beta}^{2}-\bar{\Delta}_{\alpha}^{2}\right)+\ln \left(\frac{\Delta_{\alpha} \bar{\Delta}_{\beta}}{\Delta_{\beta} \bar{\Delta}_{\alpha}}\right)\right]-\frac{i}{4 \pi N} \sum_{k=1}^{\infty} \frac{(-2 \eta)^{k}}{k}\left(\Delta_{\alpha}^{2 k}+\bar{\Delta}_{\beta}^{2 k}-\Delta_{\beta}^{2 k}-\bar{\Delta}_{\alpha}^{2 k}\right) \\
& \frac{\kappa_{2}}{N}=-\frac{i}{2 \pi^{2} N} \sum_{k=1}^{\infty} \frac{(-2 \eta)^{k}}{k}\left[\Delta_{\alpha}^{k}+\left(-\bar{\Delta}_{\beta}\right)^{k}-\Delta_{\beta}^{k}-\left(-\bar{\Delta}_{\alpha}\right)^{k}\right]^{2} \tag{F.53}
\end{align*}
$$

In the next Section we will specialize these results to the case in which the interval $[\alpha, \beta]$ is symmetric.

## F.6.2 Case of a symmetric interval

We consider here the case in which $\alpha=-E$ and $\beta=E$. With this choice, solving Eq. (F.43) gives ${ }^{1}$

$$
\begin{equation*}
\left.\Delta_{\alpha}\right|_{a=-E}=\frac{1}{4 \eta}\left[-(\varepsilon-i E) \pm \sqrt{8 \eta+(\varepsilon-i E)^{2}}\right] \equiv r e^{i \theta}, \tag{F.54}
\end{equation*}
$$

where we choose the positive branch of the square root so that $\operatorname{Re} \Delta_{\alpha} \geq 0$ for any positive $\eta$ (recall that $\Delta_{\alpha}$ represents the variance of a Gaussian distribution, see Eq. (6.73)). Similarly, from Eq. (F.43) one finds for the entries of $\hat{C}$ the same symmetries as in Eq. (6.82). The first two cumulants in Eq. (F.53) are then found to yield

$$
\begin{align*}
& \frac{\kappa_{1}}{N}=\frac{x}{\pi} \sin 2 \theta+\frac{2 \theta}{\pi}+\frac{i}{2 \pi N} \ln \left(\frac{1+x e^{2 i \theta}}{1+x e^{-2 i \theta}}\right),  \tag{F.55}\\
& \frac{\kappa_{2}}{N}=\frac{1}{\pi^{2} N} \ln \left[1+\left(\frac{2 x \sin 2 \theta}{1-x^{2}}\right)^{2}\right], \tag{F.56}
\end{align*}
$$

[^22]where we called $x \equiv 2 \eta r^{2}$. As a first check, one can easily verify that both $\kappa_{1}, \kappa_{2} \rightarrow 0$ in the limit of a vanishing interval $E \rightarrow 0$.

By choosing $2 \eta=1$, we obtain in the $N \rightarrow \infty$ limit an eigenvalue spectrum distributed within the interval $[-2,2]$. Sending $\varepsilon \rightarrow 0^{+}$as prescribed by Eq. (6.60), one can check that $r \rightarrow 1$ (hence $x \rightarrow 1$ ), while

$$
\begin{equation*}
\theta \underset{\varepsilon \rightarrow 0^{+}}{ } \theta_{0} \equiv \arctan \left(\frac{E}{\sqrt{4-E^{2}}}\right) \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right] . \tag{F.57}
\end{equation*}
$$

This concludes the calculation of $\kappa_{1}$ (see Eq. (F.55)), which includes both the leading order term and its $O\left(N^{0}\right)$ correction (note that the latter is actually real-valued). However, the second cumulant $\kappa_{2}$ is seen to diverge in the limit $\varepsilon \rightarrow 0^{+}$; the problem is addressed in Ref. [277] by introducing a $N$-dependent regularization of the infinite sum that appears in Eq. (F.53). Nonetheless, we have shown that such infinite sum (and hence $\kappa_{2}$ itself in Eq. (F.56)) does not diverge for any finite value of $\varepsilon$. This hints at the well-known fact that the limit $\varepsilon \rightarrow 0^{+}$and that for $N \rightarrow \infty$ in Eq. (6.60) are not interchangeable. It is then useful to expand for small $\varepsilon$

$$
\begin{equation*}
x=r^{2} \simeq 1-\frac{2 \varepsilon}{\sqrt{4-E^{2}}} \quad \rightarrow \quad \kappa_{2} \simeq \frac{2}{\pi^{2}} \ln \left[\frac{\sqrt{4-E^{2}} \sin 2 \theta}{2 \varepsilon}\right] . \tag{F.58}
\end{equation*}
$$

In order to recover the leading order result $\kappa_{2} \sim \ln N$ found in previous literature [325-329], one has to assume some type of functional relation $\varepsilon=\varepsilon(N)$, so that the limit $\varepsilon \rightarrow 0^{+}$is taken by controlling the product $\varepsilon N$ [326]. This goes however beyond the scope of the present paper.

## F. 7 Level compressibility in two exactly solvable cases

In this Appendix we provide analytical expressions for the quantities discussed in Section 6.3.4 and plotted in Fig. 6.4.

## F.7.0.1 Cauchy distributed $a_{i}$

Let us start from the case in which $p_{a}(a)$ is the Cauchy distribution, see Eq. (6.46). We set $\mu=0$, so that the problem remains symmetric around the origin. Using the expression of $\mathcal{G}_{a}(z)$ in Eq. (6.50), from Eq. (6.77) we get $\hat{K}=\hat{C} /(1+\omega \hat{C})$. Solving the self-consistency equation (6.78) then yields

$$
\begin{equation*}
\Delta=\left.\Delta_{\alpha}\right|_{\alpha=-E}=2\left[\varepsilon-i E-\omega+\sqrt{8 \eta+(\varepsilon-i E+\omega)^{2}}\right]^{-1} \equiv r e^{i \theta}, \tag{F.59}
\end{equation*}
$$

where we chose the positive branch of the square root so that $\operatorname{Re} \Delta_{\alpha}>0$. After this choice, the constant $\varepsilon$ can be safely sent to zero. The resulting cumulant generating function is given in Eq. (6.85), where the averages are taken over the Cauchy distribution in Eq. (6.46), and the coefficient of the term linear in $s$ reads

$$
\begin{equation*}
m=\frac{4 \eta r^{2} \sin \theta(r \omega+\cos \theta)}{\pi\left[1+(r \omega)^{2}+2 r \omega \cos \theta\right]^{2}} . \tag{F.60}
\end{equation*}
$$

## F.7.0.2 Wigner distributed $a_{i}$

Let us now consider the case in which $p_{a}(a)$ is the Wigner distribution, see Eq. (6.51). Again we set $\mu=0$, so that the problem remains symmetric around the origin. Using the expression of $\mathcal{G}_{a}(z)$ in Eq. (6.52), the quantity $\hat{K}$ in Eq. (6.77) becomes

$$
\begin{equation*}
\hat{K}=-\frac{2}{\sigma^{2} \hat{C}}\left[1-\sqrt{1+(\sigma \hat{C})^{2}}\right] \tag{F.61}
\end{equation*}
$$

Solving the self-consistency equation (6.78) yields, after choosing the positive branch of the square root so that $\operatorname{Re} \Delta_{\alpha}>0$ and letting $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\Delta=\left.\Delta_{\alpha}\right|_{\alpha=-E}=\frac{i E\left(\sigma^{2}+4 \eta\right)+4 \eta \sqrt{\sigma^{2}+8 \eta-E^{2}}}{16 \eta^{2}+\sigma^{2} E^{2}} \equiv r e^{i \theta} \tag{F.62}
\end{equation*}
$$

The resulting cumulant generating function is again given in Eq. (6.85), where the averages are taken over the Wigner distribution in Eq. (6.51). The analytical expression of the quantity $m$ in Eq. (6.86) is cumbersome, but it follows readily from Eq. (F.61).

## F. 8 Scaling function for the Hermitian GRP model

In this Appendix we consider the case in which the matrix $B$ has complex (rather than real) entries, i.e., it belongs to the GUE ensemble. In this case, powerful analytical tools such as the Harish-Chandra-Itzykson-Zuber integral are available [48]. Following the method introduced in Ref. [238], the authors of Ref. [275] demonstrated that the two-level spectral correlation function assumes a universal form in the fractal regime $1<\gamma<2$, and for large $N$. Our aim here is to link their result to the level compressibility $\chi(E)$, and to show that the latter assumes in the fractal regime the same universal form as in the real symmetric case (i.e., in the deformed GOE ensemble studied in this manuscript).

Let us begin by defining, as in Ref. [238] (see Eqs. (2.9) and (3.1) therein),

$$
\begin{gather*}
C_{1}(t) \equiv \sum_{n} e^{i t \lambda_{n}}, \quad C_{2}\left(t, t^{\prime}\right) \equiv \sum_{n \neq m} e^{i t \lambda_{m}+i t^{\prime} \lambda_{n}}  \tag{F.63}\\
N C\left(t, t^{\prime}\right) \equiv\left\langle C_{2}\left(t, t^{\prime}\right)\right\rangle-\left\langle C_{1}(t)\right\rangle\left\langle C_{1}\left(t^{\prime}\right)\right\rangle \tag{F.64}
\end{gather*}
$$

where $C\left(t, t^{\prime}\right)$ is the spectral form factor, and the average is intended over the entries of the matrix $\mathcal{H}$. Inserting the identity in the form of $1=\int \mathrm{d} \lambda \delta\left(\lambda-\lambda_{n}\right)$ and using Eq. (6.11), one gets

$$
\begin{align*}
\left\langle C_{1}(t)\right\rangle & =N \int \mathrm{~d} \lambda e^{i t \lambda}\left\langle\rho_{N}(\lambda)\right\rangle  \tag{F.65}\\
\left\langle C_{2}\left(t, t^{\prime}\right)\right\rangle & =N^{2} \int \mathrm{~d} \lambda \int \mathrm{~d} \lambda^{\prime} e^{i t \lambda+i t^{\prime} \lambda^{\prime}}\left\langle\rho_{N}(\lambda) \rho_{N}\left(\lambda^{\prime}\right)\right\rangle-N \int \mathrm{~d} \lambda e^{i\left(t+t^{\prime}\right) \lambda}\left\langle\rho_{N}(\lambda)\right\rangle \tag{F.66}
\end{align*}
$$

We now introduce the Fourier transform of the spectral form factor

$$
\begin{equation*}
\hat{C}\left(\omega, \omega^{\prime}\right) \equiv \int \frac{\mathrm{d} t}{2 \pi} \int \frac{\mathrm{~d} t^{\prime}}{2 \pi} e^{-i \omega t-i \omega^{\prime} t^{\prime}} C\left(t, t^{\prime}\right)=N\left\langle\rho_{N}(\omega) \rho_{N}\left(\omega^{\prime}\right)\right\rangle_{c}-\left\langle\rho_{N}(\omega)\right\rangle \delta\left(\omega-\omega^{\prime}\right), \tag{F.67}
\end{equation*}
$$

so that using Eq. (6.12) we can express

$$
\begin{equation*}
N \int_{-E}^{E} \mathrm{~d} \omega \int_{-E}^{E} \mathrm{~d} \omega^{\prime} \hat{C}\left(\omega, \omega^{\prime}\right)=\left\langle I_{N}^{2}[-E, E]\right\rangle_{c}-\left\langle I_{N}[-E, E]\right\rangle \tag{F.68}
\end{equation*}
$$

Comparing Eqs. (F.67) and (F.68), we deduce that the non-singular part of $\hat{C}\left(\omega, \omega^{\prime}\right)$ determines the variance of the number of eigenvalues $I_{N}[-E, E]$ within the interval $[-E, E]$.

The function $C\left(t, t^{\prime}\right)$ was computed in Ref. [225] for the Hermitian GRP model with $\left.\left.\langle | \mathcal{H}_{i \neq j}\right|^{2}\right\rangle=$ $v^{2} /\left(4 N^{\gamma}\right)$, and it reads ${ }^{2}$

$$
\begin{equation*}
C\left(t, t^{\prime}\right)=2 \pi p_{a}(0) \delta\left(t+t^{\prime}\right)\left[S\left(\frac{t-t^{\prime}}{2} E_{\mathrm{Th}}\right)-1\right] \tag{F.69}
\end{equation*}
$$

where in the large $N$ limit and for $1<\gamma<2$ the function $S(u)$ assumes the simple form

$$
\begin{equation*}
S(u)=e^{-2 \pi \Lambda^{2}|u|} \tag{F.70}
\end{equation*}
$$

We have introduced (as in [225]) the quantities

$$
\begin{equation*}
E_{\mathrm{Th}} \equiv \delta_{N} N^{2-\gamma}=\frac{2 E_{T}}{\pi\left[v p_{a}(0)\right]^{2}}=\frac{E_{T}}{\pi \Lambda^{2}}, \quad \Lambda \equiv v p_{a}(0) / \sqrt{2} \tag{F.71}
\end{equation*}
$$

where $\delta_{N} \simeq\left[N p_{a}(0)\right]^{-1}$ is the mean level spacing (see Section 6.3.6), while $E_{T} \simeq 2 \pi p_{a}(0) \eta$ is the Thouless energy as we introduced it in Section 6.3 .5 (with $\eta$ given in Eq. (6.3)). It follows that

$$
\begin{equation*}
\hat{C}\left(\omega, \omega^{\prime}\right)=\frac{p_{a}(0)}{E_{\mathrm{Th}}} \hat{S}\left(\frac{\omega-\omega^{\prime}}{E_{\mathrm{Th}}}\right)-p_{a}(0) \delta\left(\omega-\omega^{\prime}\right) \tag{F.72}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{S}(\omega)=\frac{1}{\pi} \frac{2 \pi \Lambda^{2}}{\omega^{2}+\left(2 \pi \Lambda^{2}\right)^{2}} \tag{F.73}
\end{equation*}
$$

is the Fourier transform of $S(u)$ in Eq. (F.70). Using Eq. (F.68), we thus obtain

$$
\begin{align*}
\left\langle I_{N}^{2}[-E, E]\right\rangle_{c} & =\frac{N p_{a}(0)}{E_{\mathrm{Th}}} \int_{-E}^{E} \mathrm{~d} \omega \int_{-E}^{E} \mathrm{~d} \omega^{\prime} \hat{S}\left(\frac{\omega-\omega^{\prime}}{E_{\mathrm{Th}}}\right)=\frac{N p_{a}(0)}{E_{\mathrm{Th}}} \int_{-2 E}^{2 E} \mathrm{~d} x(2 E-|x|) \hat{S}\left(\frac{x}{E_{\mathrm{Th}}}\right) \\
& =2 N E p_{a}(0) \cdot \chi_{T}\left(\frac{E}{\pi \Lambda^{2} E_{\mathrm{Th}}}\right)=2 N E p_{a}(0) \cdot \chi_{T}\left(E / E_{T}\right) \tag{F.74}
\end{align*}
$$

where in the second line we changed variables to $x=\left(\omega-\omega^{\prime}\right), z=\left(\omega+\omega^{\prime}+2 E\right)$, and we integrated out $z$, while in the third line we used Eqs. (F.71) and (F.73) and we recognized the scaling function $\chi_{T}(y)$ given in Eq. (6.108).

The result in Eq. (F.74) should be compared with the one we found in Section 6.3 .5 for the real GRP model: using Eq. (6.104) and Section 6.3 .5 yields in fact

$$
\begin{equation*}
\kappa_{2}(E)=\left\langle I_{N}^{2}[-E, E]\right\rangle_{c}=2 N E p_{a}(0) \chi_{T}\left(E / E_{T}\right) \tag{F.75}
\end{equation*}
$$

Quite interestingly, the same scaling function $\chi_{T}$ appears both in the deformed GUE and GOE ensembles.

[^23]
[^0]:    ${ }^{1}$ In conjunction with a viscous friction term - see, c.f., Section 1.1.

[^1]:    ${ }^{1}$ Here and henceforth we adopt units in which the Boltzmann constant $k_{B} \equiv 1$, so as to omit it from the noise variances such as $\Omega_{x}=2 v k_{B} T$.

[^2]:    ${ }^{2}$ See, e.g., Chap. 6 in Ref. [55].

[^3]:    ${ }^{3}$ In $d=1$ and 3 , for instance, Eq. (1.22) simplifies to $g(y)=\exp (-y) / 2$ and $g(y)=\exp (-y) /(4 \pi y)$, respectively.
    ${ }^{4}$ The common habit of carrying around $(2 \pi)^{d}$ factors in these formulas can be avoided by normalizing the delta distribution in Fourier space as $\int\left[\mathrm{d}^{d} q /(2 \pi)^{d}\right] \delta^{d}(\mathbf{q})=1$. In this thesis we will adopt this definition.

[^4]:    ${ }^{5}$ In Eq. (1.28) we assumed for simplicity the initial condition $\left\langle\phi\left(\mathbf{x}, t_{0}\right) \phi\left(\mathbf{y}, t_{0}\right)\right\rangle=\left\langle\phi\left(\mathbf{x}-\mathbf{y}, t_{0}\right) \phi\left(\mathbf{0}, t_{0}\right)\right\rangle$ to be translationally invariant in space.

[^5]:    ${ }^{6}$ Here we only consider additive noise for simplicity, but generalizations are possible [56, 57, 74]. Note that $\langle\eta\rangle \neq 0$ can be reabsorbed into the definition of $F[\phi]$ in Eq. (1.38).
    ${ }^{7}$ In general we indicate by $|\mathcal{J}| \equiv \sqrt{\mathcal{J J}^{\dagger}}$, with the adjoint $\mathcal{J}^{\dagger}=\operatorname{det}\left(\mathcal{L}^{\dagger}-\delta F^{\dagger} / \delta \phi\right)$.

[^6]:    ${ }^{1}$ The long-time behavior for the off-critical case in model A was reported incorrectly in Ref. [81].

[^7]:    ${ }^{2}$ An upper bound on the value of $\lambda$ can in principle be obtained by requiring $\left\langle X\left(t_{c}\right)\right\rangle \ll X_{0}$ from Eq. (2.43). However, this bound is generally too loose to be of practical use.

[^8]:    ${ }^{1}$ Indeed, the driving considered here can be practically realized via optical tweezers [110].

[^9]:    ${ }^{2}$ The first and the third among these regimes are consistent with the scaling of drag forces reported in Refs. [26-28], where particles moving with constant velocity (i.e., without positional fluctuations) were studied.

[^10]:    ${ }^{1}$ It is known in statistics under the name of "Fano factor" [270], and it has been studied recently in physics in the context of extremes and record statistics of time series [271, 272].

[^11]:    ${ }^{2}$ In the literature, multifractality has sometimes been associated with the breaking of replica-symmetry [275]. As we stressed in Section 6.1.1, the intermediate phase of the GRP model is fractal, but not multifractal [226]: it is then natural to look for, and remain with, a replica-symmetric solution, as we do here.

[^12]:    ${ }^{3}$ It should be noted that Eq. (6.58) was obtained by naively adopting the identity $\ln (a b)=\ln a+\ln b$, which is however not satisfied in general by the complex logarithm (whose principal branch is bounded within $(-\pi, \pi]$ see Ref. [278]). As a result, the right-hand-side of Eq. (6.58) is not extensive, and thus seemingly unfit to count the number of eigenvalues in an interval for a single realization of $\mathcal{H}$ [277]. The introduction of replicas (see Eq. (6.62) and Appendix F.5.1) is essential in order to restore the extensivity of the ensemble-averaged moments of $I_{N}$. This remarkable fact was dubbed folding-unfolding mechanism in Ref. [279].

[^13]:    ${ }^{4}$ Although the scaling function in Eq. (6.108) has been derived under the assumption that the spectral density is symmetric, the numerical results are obtained by averaging the cumulants of the number of eigenvalues within many energy windows across the whole bandwidth, for which the symmetry with respect to the center of the window is lost. However, on the scale of the Thouless energy $E \simeq E_{T} \propto \eta$, the corrections due to the fact that $p_{a}(-E) \neq p_{a}(E)$ are of $O(\eta)$, and therefore yield a contribution that is of the same order as the finite-size corrections, and which can be neglected for sufficiently large $N$.

[^14]:    ${ }^{1}$ One should understand $X$ as the position of the particle, and $Y$ as one of the field Fourier modes with which the particle interacts in the full problem discussed in Chapter 2 and Appendix A.2.

[^15]:    ${ }^{2}$ Here we chose the Itô convention only to suppress spurious terms deriving from the Jacobian in Eq. (1.40), but which do not modify the equations of motion [54].

[^16]:    ${ }^{3}$ One should really separate the real and imaginary parts of $\phi_{q}$ in order to obtain full decoupling; we did not do it here for simplicity, but we will discuss this subtlety in Section 2.3.1.

[^17]:    ${ }^{1}$ Note that Eq. (C.7) is exact, even if $\mathbf{f}_{y}(\mathbf{Y}, \phi, t)$ in Eq. (3.6) is nonlinear in $\mathbf{Y}$. This can be easily checked by Fourier transforming Eq. (3.6) with respect to $t$.

[^18]:    ${ }^{2}$ See Ref. [309], Laplace's method for integrals with movable maxima.

[^19]:    ${ }^{1}$ Note that for $\alpha=2$ the operator $\left(-\nabla^{2}\right)^{\alpha / 2}$ is nonlocal, hence, in the last term on the r.h.s. of Eq. (D.2), we use $\int \mathrm{d}^{d} \mathbf{x} A(\mathbf{x})\left(-\nabla^{2}\right)^{-\alpha / 2} B(\mathbf{x})$ as a shorthand for $\int \mathrm{d}^{d} \mathbf{x} \int \mathrm{~d}^{d} \mathbf{x}^{\prime} A(\mathbf{x})\left(-\nabla^{2}\right)^{-\alpha / 2}\left(\mathbf{x}, \mathbf{x}^{\prime}\right) B\left(\mathbf{x}^{\prime}\right)$.

[^20]:    ${ }^{2}$ The fluctuations of $\mu$ do not in general satisfy a fluctuation-dissipation theorem, because the term $\propto v t$ in Eq. (D.9) drives the system out of equilibrium.

[^21]:    ${ }^{3}$ Simpler heuristic arguments can be found in the literature for the case $0 \leq \mu<1$ [313,314].
    ${ }^{4}$ For the sake of the argument we are assuming here $s \in \mathbb{R}$, but the resulting series expansion in Eq. (D.69) is well defined on a compact region of the real axis, and it can thus be analytically continued to all $s \in \mathbb{C}$.

[^22]:    ${ }^{1}$ The angle $\theta$ should be compared with $\theta_{L}$ in Ref. [277].

[^23]:    ${ }^{2}$ Note that in Ref. [225] this function was instead identified with $C_{2}\left(t, t^{\prime}\right)$ given in Eq. (F.63). A factor of $p_{a}(0)$ was also missing.

