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Abstract:Weprove a compactness result in GBDwhich also provides a newproof of the compactness theorem
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1 Introduction
In this paper, we prove a compactness result in GBD, which in particular provides an alternative proof of
the compactness theorem in GSBD obtained by Chambolle and Crismale in [5, Theorem 1.1]. Referring to
Section 2 for the notation used below, the theorem reads as follows.

Theorem 1.1. Let U ⊆ ℝn be an open bounded subset ofℝn and let uk ∈ GBD(U) be such that

sup
k∈ℕ

μ̂uk (U) < +∞. (1.1)

Then there exists a subsequence, still denoted by uk, such that the set

A := {x ∈ U : |uk(x)| → +∞ as k →∞}

has finite perimeter, i.e. uk → u a.e. in U \ A for some function u ∈ GBD(U) with u = 0 in A. Furthermore,

Hn−1(∂∗A) ≤ lim
σ→∞

lim inf
k→∞

Hn−1(Jσuk ), (1.2)

where Jσuk := {x ∈ Juk : |[uk(x)]| ≥ σ}.

We notice that the main difference to [5] is that we do not request equi-integrability of the approximate sym-
metric gradient e(uk) and boundedness of the measure of the jump sets Juk , but only boundedness of μ̂uk (U),
which is the natural assumption for sequences in GBD(U). Hence, when passing to the limit, the absolutely
continuous and the singular parts of μ̂uk could interact. For this reason, it is not possible to get weak L1-
convergence of the approximate symmetric gradients or lower-semicontinuity of the measure of the jump.

Nevertheless, we are able to recover the lower-semicontinuity (1.2) for the set A where |uk| → +∞. In
particular, formula (1.2) highlights that the emergence of the singular set A results from an uncontrolled
jump discontinuity along the sequence uk. Hence, an equi-boundedness of the measure of the super-level
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sets Jσuk , i.e.

for every ε > 0 there exists σε ∈ ℕ such thatHn−1(Jσuk ) < ε for σ ≥ σε and k ∈ ℕ,

guarantees ∂∗A = 0.
The GSBD-result [5, Theorem 1.1] is recovered by replacing (1.1) with

sup
k∈ℕ
∫
U

ϕ(|e(uk)|)dx +Hn−1(Juk ) < +∞ (1.3)

for a positive function ϕ with superlinear growth at infinity. The novelty of our proof, presented in Section 3,
concerns the compactness part of Theorem1.1. It is based on the Fréchet–Kolmogorov criterion andmakes no
use of Korn or Poincaré–Korn-type of inequalities [3] (see also [2, 7, 8]), which are instead the key tools of [5].
The remaining lower-semicontinuity results of [5, Theorem 1.1] can be obtained by standard arguments.

2 Preliminaries and notation
We briefly recall here the notation used throughout the paper. For d, k ∈ ℕ, we denote by Ld and Hk the
Lebesgue and the k-dimensional Hausdorff measure in ℝd, respectively. Given F ⊆ ℝd, we indicate with
dimH(F) the Hausdorff dimension of F. For all compact subsets F1 and F2 of ℝd, distH(F1, F2) stands for
the Hausdorff distance between F1 and F2. We denote by 1E the characteristic function of a set E ⊆ ℝd. For
every measurable set Ω ⊆ ℝd and every measurable function u : Ω → ℝd, we further set Ju to be the set of
approximate discontinuity points of u and

Jσu := {x ∈ Ju : |[u](x)| ≥ σ}, σ > 0,

where [u](x) := u+(x) − u−(x) with u±(x) being the unilateral approximate limit of u at x.
Form, ℓ ∈ ℕwe denote by𝕄m×ℓ the space ofm × ℓmatrices with real coefficients, and set𝕄m := 𝕄m×m.

The symbol𝕄msym (resp.𝕄mskw) indicates the subspace of𝕄
m of squared symmetric (resp. skew-symmetric)

matrices of order m. We further denote by SO(m) the set of rotation matrices.
Let usnowfix n ∈ ℕ \ {0}. For every ξ ∈ 𝕊n−1, πξ stands for theprojectionover the subspace ξ⊥ orthogonal

to ξ . For every measurable set V ⊆ ℝn, every ξ ∈ 𝕊n−1, and every y ∈ ℝn, we set

Πξ := {z ∈ ℝn : z ⋅ ξ = 0}, V ξy := {t ∈ ℝ : y + tξ ∈ V}.

For V ⊆ ℝn measurable, ξ ∈ 𝕊n−1, and y ∈ ℝn, we define

ûξy(t) := u(y + tξ) ⋅ ξ for every t ∈ V ξy .

For every open bounded subset U of ℝn, the space GBD(U) of generalized functions of bounded defor-
mation [6] is defined as the set of measurable functions u : U → ℝn which admit a positive Radon measure
λ ∈M+b(U) such that for every ξ ∈ 𝕊n−1 one of the following two equivalent conditions is satisfied [6, Theo-
rem 3.5]:
∙ For every θ ∈ C1(ℝ; [−12 ;

1
2 ]) such that 0 ≤ θ󸀠 ≤ 1, the partial derivative Dξ (θ(u ⋅ ξ)) is a Radon measure

in U and
|Dξ (θ(u ⋅ ξ))|(B) ≤ λ(B)

for every Borel subset B of U.
∙ ForHn−1-a.e. y ∈ Πξ , the function û

ξ
y belongs to BVloc(U

ξ
y ) and

∫

Πξ

󵄨󵄨󵄨󵄨(Dû
ξ
y)
󵄨󵄨󵄨󵄨(B

ξ
y \ J1ûξy
) +H0(Bξy ∩ J1ûξy

)dHn−1(y) ≤ λ(B) (2.1)

for every Borel subset B of U.
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A function u belongs to GSBD(U) if ûξy ∈ SBVloc(U
ξ
y ) and (2.1) holds. Every function u ∈ GBD(U) admits an

approximate symmetric gradient e(u) ∈ L1(U;𝕄nsym). The jump set Ju is countably (Hn−1, n − 1)-rectifiable
with approximate unit normal vector νu. We will also use measures μ̂ξ , μ̂u ∈M+b(U) defined in [6, Defini-
tions 4.10 and 4.16] for u ∈ GBD(U) and ξ ∈ 𝕊n−1. We further refer to [6] for an exhaustive discussion on the
fine properties of functions in GBD(U).

3 Proof of Theorem 1.1
This section is devoted to the presentation of an alternative proof of Theorem 1.1, based on the Fréchet–
Kolmogorov compactness criterion. We start by giving two definitions.

Definition 3.1. Let Ξ = {ξ1, . . . , ξn} denote an orthonormal basis ofℝn. We define

SΞ,0 := ⋃
ξ∈Ξ
{x ∈ ℝn : |x| = 1, x ∈ Πξ }.

Given δ > 0, we define the δ-neighborhood of SΞ,0 by

SΞ,δ := {x ∈ ℝn : |x| = 1, dist(x, SΞ,0) < δ}.

Definition 3.2. In order to simplify the notation, given a familyK and apositive natural numberm, we denote
byKm the set consisting of all subsets ofK containing exactly m-elements ofK, i.e.

Km := {Z ∈ P(K) : #Z = m}.

In order to prove Theorem 1.1, we need the following two lemmas, which allow us to construct a suitable
orthonormal basis ofℝn that will be used to test the Fréchet–Kolmogorov compactness criterium.

Lemma 3.3. LetM ∈ ℕbe such thatM ≥ n and consider a familyK := {Ξ1, . . . , ΞM}of orthonormal bases ofℝn
such that for every Z ∈ Kn,

⋂
Ξ∈Z

SΞ,0 = 0. (3.1)

Then there exists a further orthonormal basis Σ = {ξ1, . . . , ξn} such that for every Z ∈ Kn−1,

SΣ,0 ∩ ⋂
Ξ∈Z

SΞ,0 = 0. (3.2)

Proof. First of all, notice that whenever Z ∈ Kn is such that

⋂
Ξ∈Z

SΞ,0 = 0,

then we have
H0( ⋂

Ξ∈X
SΞ,0) < +∞ for every X ∈ Zn−1. (3.3)

Indeed, let us suppose by contradiction that (3.3) does not hold for some X ∈ Zn−1. Since for Ξ ∈ X we have
that each SΞ,0 is a finite union of (n − 1)-dimensional subspaces ofℝn intersected with 𝕊n−1, the equality

H0( ⋂
Ξ∈X

SΞ,0) = +∞

implies that
dimH ( ⋂

Ξ∈X
SΞ,0) ≥ 1.

As a consequence, we get
dimH ( ⋂

Ξ∈X
⋃
ξ∈Ξ
{ξ⊥}) ≥ 2.
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Hence, if we denote by Ξ the basis contained in Z \ X, then, by using Grassmann’s formula,

dim(V) + dim(W) − dim(V ∩W) = dim(V +W) ≤ n,

which is valid for each couple V,W of vector subspaces ofℝn, we deduce

dimH ( ⋃
ξ∈Ξ

{ξ⊥} ∩ ⋂
Ξ∈X
⋃
ξ∈Ξ
{ξ⊥}) ≥ 1.

Hence,
⋂
Ξ∈Z

SΞ,0 ̸= 0,

which is a contradiction to the assumption (3.1).
Fix an orthonormal basis {e1, . . . , en} of ℝn and let SO(n) be the group of special orthogonal matri-

ces. It can be endowed with the structure of an ( n2−n2 )-dimensional submanifold of ℝn2 . We can identify an
element O ∈ SO(n) with an (n × n)-matrix whose columns are the vectors of an orthonormal basis Ξ written
with respect to {e1, . . . , en} and vice versa.

In order to show the existence of Σ satisfying (3.2), we prove the following stronger condition: given
Z ∈ Kn−1, forH(n

2−n)/2-a.e. choice of Σ we have that

SΣ,0 ∩ ⋂
Ξ∈Z

SΞ,0 = 0. (3.4)

This easily implies the existence of an orthonormal basis Σ satisfying (3.2), as the choice ofZ ∈ Kn−1 is finite.
To show (3.4), for every i ∈ {1, . . . , n} let us define the smooth map

Λi : SO(n) × {y ∈ ℝn−1 : |y| = 1} → 𝕊n−1

by
Λi(Σ, y) := ∑

j<i
yjξj +∑

j>i
yj−1ξj ,

where ξj denotes the j-th column vector of the matrix representing Σ. In order to show (3.4), we claim that it
is enough to prove that for every x ∈ 𝕊n−1 we have

H(n
2−n)/2(πSO(n)({Λ−1i (x)})) = 0 for i ∈ {1, . . . , n}, (3.5)

where
πSO(n) : SO(n) × {y ∈ ℝn−1 : |y| = 1} → SO(n)

is the canonical projection map. Indeed, if Σ does not belong to πSO(n)({Λ−1i (x)}) for every x ∈ ⋂Ξ∈Z SΞ,0 and
for every i ∈ {1, . . . , n}, then, by using the definition of the map Λi, we deduce immediately that Σ satisfies

SΣ,0 ∩ ⋂
Ξ∈Z

SΞ,0 = 0.

Therefore, if (3.5) holds, then the set (remember that⋂Ξ∈Z SΞ,0 is a discrete set)
n
⋃
i=1
⋃

x∈⋂Ξ∈Z SΞ,0
πSO(n)({Λ−1i (x)})

is ofH(n2−n)/2-measure zero and (3.4) holds true. Thus,H(n2−n)/2-a.e. Σ satisfies (3.2).
To prove (3.5) it is enough to show that the differential of Λi has full rank at every point

z ∈ SO(n) × {y ∈ ℝn−1 : |y| = 1}.

Indeed, this implies that Λ−1i (x) is an (
n2−n−2

2 )-dimensional submanifold for every x ∈ 𝕊n−1, which ensures
the validity of (3.5) since

#({π−1SO(n)(Ξ)} ∩ {Λ
−1
i (x)}) = 1, x ∈ 𝕊n−1,

n2 − n − 2
2 <

n2 − n
2 = dimH(SO(n)), n ≥ 2.
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Notice that Λi is the restriction to SO(n) × {y ∈ ℝn−1 : |y| = 1} of the map Λ̃i : 𝕄n × ℝn−1 → ℝn defined by

Λ̃i(Θ, y) := ∑
j<i
yjθj +∑

j>i
yj−1θj ,

where θj is the j-th column vector of the matrix Θ ∈ 𝕄n. To show that the differential of Λi has full rank
everywhere, it is enough to check that for every z ∈ SO(n) × {y ∈ ℝn−1 : |y| = 1} the differential of Λ̃i restricted
to Tan(SO(n) × {y ∈ ℝn−1 : |y| = 1}, z) has rank equal to n − 1. By using the relation

Λ̃i(MΘ, y) = MΛ̃i(Θ, y),

valid for everyM ∈ 𝕄n, we can reduce ourselves to the case z = (I, y), where I denotes the identitymatrix and
y ∈ ℝn−1 is such that |y| = 1. It is well known that

Tan(SO(n) × {ζ ∈ ℝn−1 : |ζ| = 1}, z) ≅ 𝕄nskw × Tan({ζ ∈ ℝ
n−1 : |ζ| = 1}, y),

where 𝕄nskw denotes the space of skew symmetric matrices. Using that ℝn2+n−1 ≅ 𝕄n × ℝn−1, we identify
a point Z ∈ ℝn2+n−1 as

Z = ((xij)
n
i,j=1, y1, . . . , yn−1).

A direct computation shows that the differential of Λi at the point (I, y) acting on the vector Z is given by

dΛ̃i(I, y)[Z] =
n
∑
l=1
∑
j<i
(xjlyj + δjlyj)el +∑

j>i
(xjlyj−1 + δjlyj−1)el .

It is better to introduce the matrix Pi ∈ 𝕄n×(n−1) defined by

(Pi)mk := {
δkm if 1 ≤ m < i,
δk−1m if i ≤ m ≤ n − 1.

Roughly speaking, given X ∈ 𝕄l×n, the product XPi is the matrix in𝕄l×(n−1) obtained by removing from X
the i-th column, while given Y ∈ 𝕄(n−1)×l, the product PiY is the matrix in𝕄n×l obtained by adding a new
rowmade of zero entries at the i-th position. With this definition, the linear map dΛi(I, y)( ⋅ ) can be rewritten
more compactly as

dΛi(I, y)[(X, y)] = XPiy + Piy, X ∈ 𝕄nskw, y ∈ Tan({ζ ∈ ℝ
n−1 : |ζ| = 1}, y).

Given O ∈ SO(n − 1) such that Oẽ1 = y (where {ẽ1, . . . , ẽn−1} denotes the reference orthonormal basis of
ℝn−1), we can rewrite the system as

dΛi(I, y)[(X, y)] = XPiOẽ1 + Piy, X ∈ 𝕄nskw, y ∈ Tan({ζ ∈ ℝ
n−1 : |ζ| = 1}, y).

Hence, by the well-known relation

dim(V) − dim(Im[α]) = dim(ker[α]), (3.6)

valid for every linear map α : V → W and all finite-dimensional vector spaces V and W, if we want to prove
that dΛi(I, y) has full rank, i.e.

dim(Im[( ⋅ )PiOẽ1 + Pi( ⋅ )]) = n − 1,

since
n − 1 ≥ dim(Im[( ⋅ )PiOẽ1 + Pi( ⋅ )]) ≥ dim(Im[( ⋅ )PiOẽ1])

(where the first inequality comes from Im[dΛi(I, y)] ⊂ Tan(𝕊n−1, Λi(I, y))), it is enough to show that

dim(Im[( ⋅ )PiOẽ1]) = n − 1. (3.7)

Again by relation (3.6), we can reduce ourselves to find the dimension of the kernel of the map

𝕄nskw ∋ X 󳨃→ XPiOẽ1.
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But this dimension can easily be computed to be

dim(ker[( ⋅ )PiOẽ1]) =
n−2
∑
k=1

k = (n − 2)(n − 1)2 ,

which immediately implies (3.7).

Remark 3.4. By a standard argument from linear algebra, it is possible to construct n orthonormal bases
ofℝn, sayK = {Ξ1, . . . , Ξn}, satisfying

⋂
Ξ∈K

SΞ,0 = 0.

Moreover, given U ⊂ SO(n) open, Ξi can be chosen in such a way that

Ξi ∈ U, i ∈ {1, . . . , n}.

Therefore, Lemma 3.3, and in particular condition (3.4), tells us that for everyM ∈ ℕ (M ≥ n) we can always
find a family of orthonormal bases ofℝn, sayK = {Ξ1, . . . , ΞM}, satisfying (3.1) and

Ξi ∈ U, i ∈ {1, . . . ,M}.

Lemma 3.5. Let A ⊂ ℝn be a measurable set with Ln(A) < ∞, let (Bk)∞k=1 be measurable subsets of A, and
let (vk)∞k=1 be measurable functions vk : Bk → 𝕊n−1. Then, given a sequence ϵh ↘ 0, there exist a sequence
δh ↘ 0 with δh > 0, a map ϕ : ℕ → ℕ, and an orthonormal basis Ξ of ℝn such that, up to passing through
a subsequence on k,

Ln(v−1k (SΞ,δh )) ≤ ϵh for every k ≥ ϕ(h).

Proof. We claim that for every natural number N ≥ n, for every j ∈ {0, 1, . . . , n − 1}, for every ε > 0, and for
every open set U ⊂ SO(n) there exist δ > 0 and a family of orthonormal bases K := {Ξ1, . . . , ΞN} ⊆ U such
that, up to subsequences on k, we have

Ln(v−1k ({x ∈ ⋂
Ξ∈Z

SΞ,δ : Z ∈ Kn−j})) ≤ ε, k = 1, 2, . . . , (3.8)

Ξ ∈ U, Ξ ∈ K. (3.9)

Clearly, the pair (δ,K) depends on (N, j, ε), but we do not emphasize this fact. We proceed by induction on j.
The case j = 0: givenN ∈ ℕ, ε > 0, and any open setU ⊂ y(n), we canmake use of Lemma3.3 andRemark 3.4
to find N orthonormal basesK = {Ξ1, . . . , ΞN} ⊆ U such that

⋂
Ξ∈Z

SΞ,0 = 0 for Z ∈ Kn .

Since the SΞ,0 are closed sets, there exists δ > 0 such that

⋂
Ξ∈Z

SΞ,δ = 0 for Z ∈ Kn .

Hence, (3.8) is satisfied with j = 0 and (3.9) holds true.
Wewant to prove the same for 0 < j ≤ n − 1. For this purpose, we fix a natural numberM ≥ n, a parameter

ε > 0, and an open set U ⊂ SO(n). By using the induction hypothesis, we may suppose that (3.8) and (3.9)
hold true for j − 1. Thismeans that, given N ≥ n and ε̃ > 0 (to be chosen later), we find δ > 0 and orthonormal
basesK = {Ξ1, . . . , ΞN} such that (3.8) and (3.9) hold true for j − 1. Choose Z ∈ KM and consider the set

Sn−j
Z,δ := ⋃

q∈Zn−j

⋂
Ξ∈q

SΞ,δ , (3.10)

which is the union of all possible (n − j)-intersections of sets of the form SΞ,δ for Ξ ∈ Z.
We recall the following identity valid for any finite family of subsets of A, say (B)Ll=1:

Ln(
L
⋃
l=1
Bl) =

L
∑
l=1

Ln(Bl) −
L
∑
l1<l2

Ln(Bl1 ∩ Bl2 ) + ⋅ ⋅ ⋅ + (−1)L−1Ln(
L
⋂
l=1
Bl). (3.11)
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Now we partition K into N
M disjoint subsets (without loss of generality, we may choose N to be an integer

multiple of M) each of which belongs to KM. We call this partition P. By construction, any l-intersection of
sets of the form Sn−j

Z,δ withZ ∈ P can be written as the union of ( Mn−j)
l sets each of which, thanks to the fact that

(we use that P is a partition)
Z1, Z2 ∈ P implies Z1 ∩ Z2 = 0,

is the intersection of at least n − (j − 1) different sets of the form SΞ,δ with Ξ ∈ K. Taking this last fact into
account, if we replace the sets Bj by v−1k (S

n−j
Z,δ) and L =

N
M in identity (3.11), we obtain

Ln( ⋃
Z∈P

v−1k (S
n−j
Z,δ)) ≥ ∑

Z∈P

Ln(v−1k (S
n−j
Z,δ)) −

N/M
∑
l=2
(
M
n − j)

l
ε̃, k = 1, 2, . . . , (3.12)

where we have used the inductive hypothesis (3.8) for j − 1 to estimate the remaining terms in the right-hand
side of (3.11).

Now suppose that for every Z ∈ KM it holds true for some k that

Ln(v−1k (S
n−j
Z,δ)) > ε. (3.13)

Then inequality (3.12) implies

Ln( ⋃
Z∈P

v−1k (SZ,δ)) >
N
M ε −

N/M
∑
l=2
(
M
n − j)

l
ε̃. (3.14)

Therefore, if we choose N sufficiently large in such a way that

N
M ε ≥ 2L

n(A),

and ε̃ > 0 such that
N/M
∑
l=2
(
M
n − j)

l
ε̃ < Ln(A),

then (3.14) implies that for every k there exists Zk ∈ P for which (3.13) does not hold, i.e.

Ln(v−1k (S
n−j
Zk ,δ)) ≤ ε, k = 1, 2, . . . ,

where we have used that Bk, the domain of vk, is contained in A. Since P is a finite family, we may suppose
that, up to subsequences on k, we find a common Z ∈ P for which

Ln(v−1k (S
n−j
Z,δ)) ≤ ε, k = 1, 2, . . . . (3.15)

Taking into account the definition of Sn−j
Z,δ (see (3.10)), formula (3.15) gives our claim for j. Finally, by induc-

tion, this implies the validity of our claim for every j ∈ {0, . . . , n}.
Nowwe prove the lemma. For j = n − 1, the claim says in particular that we find an orthonormal basis Ξ0

and δ0 > 0 such that, up to passing to a subsequence on k, we have

Ln(v−1k (SΞ0 ,δ0 )) ≤ ϵ0, k = 1, 2, . . . .

Notice that, by using a continuity argument, we find a neighborhood U0 of Ξ0 in SO(n) such that

SΞ,δ0/2 ⋐ SΞ0 ,δ , Ξ ∈ U0.

By applying again the claim, we find an orthonormal basis Ξ1 ∈ U0 and δ̃1 > 0 such that, up to passing to
a further subsequence on k, we have

Ln(v−1k (SΞ1 ,δ̃1 )) ≤ ϵ1, k = 1, 2, . . . .

Hence if we set δ1 := min{δ̃1, δ0/2}, we obtain as well

Ln(v−1k (SΞ1 ,δ1 )) ≤ ϵ1, k = 1, 2, . . . ,
SΞ1 ,δ1 ⋐ SΞ0 ,δ0 .
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Proceeding again by induction, we find for every h = 1, 2, . . . an orthonormal basis Ξh, δh > 0, and a subse-
quence (khℓ )ℓ such that

Ln(v−1khℓ
(SΞh ,δh )) ≤ ϵh , ℓ = 1, 2, . . . ,

SΞh ,δh ⋐ SΞh−1 ,δh−1 ,
(khℓ )ℓ ⊂ (k

h−1
ℓ )ℓ.

If we denote with abuse of notation the diagonal sequence (khh)h simply as k, then we can find a map
ϕ : ℕ → ℕ such that

Ln(v−1k (SΞh ,δh )) ≤ ϵh , k ≥ ϕ(h) (3.16)
SΞh ,δh ⋐ SΞh−1 ,δh−1 . (3.17)

Since the family (SΞh ,0)h is made of compact subsets of 𝕊n−1, then it is relatively compact with respect to the
Hausdorff distance. This means that, up to a subsequence on h, we find an orthonormal basis Ξ such that

lim
h→∞

distH(SΞh ,0, SΞ,0) = 0.

By using (3.17) and the fact that SΞh ,δh are relatively open subsets of 𝕊n−1, this last convergence tells us that
for every h the compact inclusion SΞ,0 ⋐ SΞh ,δh holds true. But this implies that, up to defining suitable δ󸀠h > 0
with δ󸀠h ≤ δh, we can write

SΞ,δ󸀠h ⋐ SΞh ,δh , h ∈ ℕ.
Finally, with abuse of notation, we set δh := δ󸀠h for every h. Then (3.16) implies

Ln(v−1k (SΞ,δh )) ≤ ϵh , k ≥ ϕ(h), h ∈ ℕ.

This gives the desired result.

Remark 3.6. Given U ⊂ ℝn, u ∈ GBD(U), and σ ≥ 1, we have that

Hn−1(Jσu) ≤ 4nμ̂u(U).

Indeed, given ϵ > 0, one can consider a partition of 𝕊n−1 into a finite family of measurable sets {S1, . . . , SM}
such that for every m = 1, . . . ,M there exists an orthonormal basis Ξm = {ξm1 , . . . , ξmn } with ξ ⋅ ξ

m
i ≥

1
4 for

every ξ ∈ Sm and for every i, j ∈ {1, . . . , n} and m ∈ {1, . . . ,M}. Consider then the partition of Jσu given by
{B1, . . . , BM}, where

Bm := {x ∈ Jσu : [u(x)]/|[u(x)]| ∈ Sm}.
We then have

Hn−1(Jσu) ≤
M
∑
m=1
∑
ξ∈Ξm
∫
Bm

|νu ⋅ ξ|dHn−1

=
M
∑
m=1
∑
ξ∈Ξm
∫
Πξ

H0((Bm)
ξ
y)dHn−1(y)

=
M
∑
m=1
∑
ξ∈Ξm
∫
Πξ

H0(J1
4ûξy
∩ (Bm)

ξ
y)dHn−1(y)

=
M
∑
m=1
∑
ξ∈Ξm

μ̂ξ4u(Bm)

≤ n
M
∑
m=1

μ̂4u(Bm)

≤ nμ̂4u(U)
≤ 4nμu(U),

where we have used that |[4ûξy](t)| ≥ 1 for every t ∈ J4ûξy ∩ (Bm)
ξ
y forHn−1-a.e. y ∈ Πξ with ξ ∈ Ξm.
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Remark 3.7. Let U ⊂ ℝn and u ∈ GBD(U). Given ξ ∈ 𝕊n−1 and σ > 1, if we introduce the map μ̂ξσ : B(U) → ℝ
as

μ̂ξσ(B) := ∫
Πξ

|Dûξy |(B
ξ
y \ Jσûξy
) +H0(Bξy ∩ Jσûξy

)dHn−1(y), B ∈ B(U),

then we have μ̂ξσ ∈M+b(U). More precisely, forH
n−1-a.e. y ∈ Πξ we have

|Dûξy |(B \ Jσûξy
) +H0(B ∩ Jσ

ûξy
) ≤ |Dûξy |(B \ J1ûξy

) +H0(B ∩ J1
ûξy
) + (σ − 1)H0(B ∩ (J1

ûξy
\ Jσ

ûξy
)), B ∈ B(Uξy )

(notice that forHn−1-a.e. y the right-hand side is a finite measure thanks to Remark 3.6). By using the inclu-
sion J1

v̂ξy
⊂ (J1v )

ξ
y , valid for every v ∈ GBD(U) for every ξ ∈ 𝕊n−1, and forHn−1-a.e. y ∈ Πξ , we deduce

μ̂ξσ(B) ≤ μ̂ξ (B) + (σ − 1) ∫
B∩J1u

|νu ⋅ ξ|dHn−1, B ∈ B(U). (3.18)

Finally, Remark 3.6 and the definition of μ̂ξ (see [6, Definition 4.10]) imply that the right-hand side of (3.18)
is a finite measure, and so is μ̂ξσ.

We are now in a position to prove Theorem 1.1.

Proof of Theorem 1.1. Let τ(t) := arctan (t). We claim that for every i ∈ {1, . . . , n} the family (τ(uk ⋅ ei))k is
relatively compact in L1(U), where {ei}ni=1 denotes a suitable orthonormal basis of ℝn. Now given ϵh ↘ 0,
by using Lemma 3.5, there exists δh ↘ 0 such that if we define Bk := {|uk| ̸= 0} and vk : Bk → 𝕊n−1 by
vk := uk/|uk|, then

Ln(v−1k (SΞ,δh )) ≤ ϵh for every k ≥ ϕ(h),

for a suitable orthonormal basis Ξ and a suitable map ϕ : ℕ → ℕ.
In order to simplify the notation, let us denote Ξ = {e1, . . . , en}. Fix i ∈ {1, . . . , n} and set

ξ tj :=
√t
√t + t2

ei +
t
√t + t2

ej ∈ 𝕊n−1

for every j ̸= i and t > 0. Notice that

|ξ tj − ei| ≤ √2t and
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

ξ tj − ei
|ξ tj − ei|

− ej
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ √2t. (3.19)

We define Ut := {x ∈ U : dist(∂U, x) > t}. Since we want to apply the Fréchet–Kolmogorov theorem, we have
to estimate for x ∈ Ut,

|τ(uk(x + tej) ⋅ ei) − τ(uk(x) ⋅ ei)|
≤ |τ(uk(x + tej) ⋅ ei) − τ(uk(x + tej) ⋅ ξ tj )| + |τ(uk(x + tej) ⋅ ξ

t
j ) − τ(uk(x − √tei) ⋅ ξ

t
j )|

+ |τ(uk(x − √tei) ⋅ ξ tj ) − τ(uk(x − √tei) ⋅ ei)| + |τ(uk(x − √tei) ⋅ ei) − τ(uk(x) ⋅ ei)|.

Now notice that, by the definition of SΞ,δh (see Definition 3.1), there exists a positive constant c = c(δh)
such that for every x ∈ U \ v−1k (SΞ,δh/2) and every i, j ∈ {1, . . . , n},

|uk(x) ⋅ ei| ≥ c(δh)|uk(x) ⋅ ej| for every k and h. (3.20)

Moreover, by taking into account (3.19), we deduce the existence of a dimensional parameter t > 0 such that

|z ⋅ ξ tj |
2 ≥ 2−1|z ⋅ ei|2, t ≤ t, z ∈ ℝn , i, j ∈ {1, . . . , n}, (3.21)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
z ⋅

ξ tj − ei
|ξ tj − ei|

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ 2|z ⋅ ej|, t ≤ t, z ∈ ℝn , i, j ∈ {1, . . . , n}. (3.22)
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For every t ≤ t, if x ∈ Ut and x ∉ v−1k (SΞ,δh/2) − tej, by using (3.19) and (3.20)–(3.22), we can write

|τ(uk(x + tej) ⋅ ei) − τ(uk(x + tej) ⋅ ξ tj )|

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

uk(x+tej)⋅ξ tj

∫
uk(x+tej)⋅ei

ds
1 + s2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ max{
√2t

1 + |uk(x + tej) ⋅ ei|2
,

√2t
1 + |uk(x + tej) ⋅ ξ tj |2

}
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
uk(x + tej) ⋅

ξ tj − ei
|ξ tj − ei|

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ max{
√2t

1 + |uk(x + tej) ⋅ ei|2
,

√2t
1 + 2−1|uk(x + tej) ⋅ ei|2

}
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
uk(x + tej) ⋅

ξ tj − ei
|ξ tj − ei|

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
2√2t

1 + 2−1|uk(x + tej) ⋅ ei|2
|uk(x + tej) ⋅ ej| ≤

2√t
c(δh)

. (3.23)

Analogously, if x ∈ Ut and x ∉ v−1k (SΞ,δh/2) + √tei, we have

|τ(uk(x − √tei) ⋅ ξ tj ) − τ(uk(x − √tei) ⋅ ei)| ≤
2√t
c(δh)

. (3.24)

Hence, from (3.23) and (3.24) we infer that for every t ≤ t,

∫
Ut

|τ(uk(x + tej) ⋅ ei) − τ(uk(x + tej) ⋅ ξ tj )|dx ≤ |U|
2√t
c(δh)
+ πϵh

and
∫
Ut

|τ(uk(x − √tei) ⋅ ei) − τ(uk(x − √tei) ⋅ ξ tj )|dx ≤ |U|
2√t
c(δh)
+ πϵh .

Moreover, setting st := √t + t2, we can write

∫
Ut

|τ(uk(x + tej) ⋅ ξ tj ) − τ(uk(x − √tei) ⋅ ξ
t
j )|dx

= ∫
Ut

|τ(uk(x − √tei + stξ tj ) ⋅ ξ
t
j ) − τ(uk(x − √tei) ⋅ ξ

t
j )|dx

= ∫

Ut+√tei

|τ(uk(x + stξ tj ) ⋅ ξ
t
j ) − τ(uk(x) ⋅ ξ

t
j )|dx

≤ ∫
Πξ tj

( ∫

(Ut+√tei)
ξ tj
y

|Dτ(û
ξ tj
y )|((s, s + st))ds)dHn−1(y). (3.25)

By a mollification argument, we have that

∫
Πξ tj

( ∫

(Ut+√tei)
ξ tj
y

|Dτ(û
ξ tj
y )|((s, s + st))ds)dHn−1(y) = ∫

Πξ tj

(
st

∫
0

|Dτ(û
ξ tj
y )|((Ut + √tei)

ξ tj
y + λ)dλ)dHn−1(y),

so that we obtain from (3.25) that

∫
Ut

|τ(uk(x + tej) ⋅ ξ tj ) − τ(uk(x − √tei) ⋅ ξ
t
j )|dx ≤ ∫

Πξ tj

(
st

∫
0

|Dτ(û
ξ tj
y )|((Ut + √tei)

ξ tj
y + λ)dλ)dHn−1(y)

≤
st

∫
0

( ∫
Πξ tj

|Dτ(û
ξ tj
y )|(U

ξ tj
y )dHn−1(y))dλ

≤ πst μ̂uk (U).
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Analogously,
∫
Ut

|τ(uk(x − √tei) ⋅ ei) − τ(uk(x) ⋅ ei)|dx ≤ π√tμ̂uk (U).

Summarizing, we have shown that if th is such that th ∈ (0, t] and

|U|2
√th
c(δh)
≤ ϵh and πsth μ̂uk (U) ≤ ϵh ,

then for every t ≤ th we have for every ej ∈ Ξ,

∫
Ut

|τ(uk(x + tej) ⋅ ei) − τ(uk(x) ⋅ ei)|dx ≤ 10ϵh for every k ≥ ϕ(h).

As a consequence, there exists a positive constant L = L(n) such that

∫
Ut

|τ(uk(x + tξ) ⋅ ei) − τ(uk(x) ⋅ ei)|dx ≤ L(n)ϵh ξ ∈ 𝕊n−1, k ≥ ϕ(h), t ≤ th .

Since the index i chosen at the beginning was arbitrary, this means also that if we consider the diffeomor-
phism ψ : ℝn → (−π/2, π/2)n defined by ψ(x) := (τ(x1), . . . , τ(xn)), then

∫
Ut

|ψ(uk(x + tξ)) − ψ(uk(x))|dx ≤ L󸀠(n)ϵh , ξ ∈ 𝕊n−1, k ≥ ϕ(h), t ≤ th .

By the Fréchet–Kolmogorov theorem, this last inequality implies that the sequence ψ(uk) is relatively
compact in L1(U;ℝn). Hence, we can pass to another subsequence, still denoted by ψ(uk), such that
ψ(uk) → v as k →∞ strongly in L1(U;ℝn). By eventually passing through another subsequence, we may
suppose ψ(uk(x)) → v(x) a.e. in U as k →∞. As a consequence, there exists a measurable u : U → ℝ such
that uk(x) → u(x) as k →∞ a.e. in

U \ {x ∈ U : v(x) ∈ ∂(−π2 ,
π
2 )

n
}.

Moreover, |uk(x)| → +∞ if and only if, for at least one index i, uk(x) ⋅ ei → ±∞ (clearly, τ(u ⋅ ei) = vi) or
equivalently if and only if x ∈ {x ∈ U : v(x) ∈ ∂(− π2 ,

π
2 )
n}. Thus, we obtain that uk → u a.e. in U \ A as k →∞.

To show that A := {x ∈ U : |uk(x)| → +∞} has finite perimeter, the argument follows that in [4]. We give
a sketch of the proof.

It is easy to check that forHn−1-a.e. ξ ∈ 𝕊n−1 it holds true that

x ∈ A if and only if lim
k→∞

τ(uk(x) ⋅ ξ) = ±
π
2 for a.e. x ∈ U. (3.26)

Now fix σ ≥ 1. First of all, using also (3.26), we can follow a standard measure theoretic argument which
shows that we can extract a subsequence, still denoted as (uk)k, such that forHn−1-a.e. ξ ∈ 𝕊n−1 forHn−1-a.e.
y ∈ Πξ it holds true that

τ((ûk)
ξ
y) → vξy :=

{
{
{

τ(ûξy) on Uξy \ A
ξ
y ,

±
π
2 on Aξy ,

in L1(Uξy ). (3.27)

Fix ϵ > 0. By the Fatou lemma and Remarks 3.6 and 3.7, we estimate

∫
Πξ

lim inf
k→∞
[ϵ|D(ûk)

ξ
y |(U

ξ
y \ Jσ(ûk)ξy

) +H0(Uξy ∩ Jσ(ûk)ξy
)]dHn−1(y)

≤ ∫
Πξ

lim inf
k→∞
[ϵ|D(ûk)

ξ
y |(U

ξ
y \ Jσ(ûk)ξy

) +H0(Uξy ∩ (Jσuk )
ξ
y)]dHn−1(y)

≤ lim sup
k→∞
(ϵμ̂ξuk (U) + ϵ(σ − 1) ∫

U∩J1uk

|νuk ⋅ ξ|dHn−1) + lim inf
k→∞
∫

U∩Jσuk

|νuk ⋅ ξ|dHn−1

≤ ϵ sup
k∈ℕ
(1 + 4n(σ − 1))μ̂uk (U) + lim inf

k→∞
∫

U∩Jσuk

|νuk ⋅ ξ|dHn−1 < +∞. (3.28)
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ForHn−1-a.e. y, we can thus consider a subsequence depending on y but still denoted by (uk)k such that

sup
k∈ℕ

ϵ|D(ûk)
ξ
y |(U

ξ
y \ Jσ(ûk)ξy

) +H0(Uξy ∩ Jσ(ûk)ξy
) < +∞. (3.29)

Now we study the behavior of a sequence of one-dimensional functions satisfying (3.29). Let (a, b) ⊂ ℝ
be a non-empty open interval and suppose that (fk)k is a sequence in BVloc((a, b)) satisfying

sup
k∈ℕ
|Dfk|((a, b) \ Jσfk ) +H

0(Jσfk ) < ∞. (3.30)

We write fk = f 1k + f
2
k for f

1
k , f

2
k : (a, b) → ℝ defined by

f 1k (t) := Dfk((a, t) \ J
σ
fk ) and f 2k (t) := fk(a) + Dfk((a, t) ∩ J

σ
fk ).

We study the convergence of f 1k and f
2
k separately.

Inequality (3.30) tells us that, up to extracting a further not relabelled subsequence,

f 1k → f 1 pointwise a.e. for some f 1 ∈ BV((a, b)) as k →∞. (3.31)

As for (f 2k )k, by inequality (3.30) wemay suppose that, up to extracting a further not relabelled subsequence,
there exists a finite set J ⊂ [a, b] such that

H0(J) ≤ sup
k∈ℕ

H0(Jσfk ), (3.32)

Jσfk → J in Hausdorff distance as k →∞. (3.33)

Then (3.32), (3.33) together with the fact that, by construction, f 2k is a piecewise constant function allow us
to deduce that any pointwise limit function f 2 for (f 2k )k must be of the form

f 2(t) =
M
∑
l=1
αl1(al ,al+1)(t) for t ∈ (a, b),

for a suitable M ≤ H0(J ∩ (a, b)) + 1, for suitable αl ∈ ℝ ∪ {±∞} with αl ̸= αl+1, and for suitable al ∈ J with
al < al+1 and a1 = a, aH0(J∩(a,b))+2 = b. Up to extracting a further not relabelled subsequence, we may sup-
pose f 2k → f 2 pointwise a.e. Now if αl ∈ {±∞}, l ̸= 1 and l ̸= H0(J ∩ (a, b)) + 1, we set

Tl,k := {t ∈ Jσf 2k : |t − al| ≤
1
2 min
t1 ,t2∈J
|t1 − t2|},

Tl+1,k := {t ∈ Jσf 2k : |t − al+1| ≤
1
2 min
t1 ,t2∈J
|t1 − t2|},

while if l = 1 we set
Tl,k := {t ∈ Jσf 2k : |t − al+1| ≤

1
2 min
t1 ,t2∈J
|t1 − t2|},

and if l = M we set
Tl,k := {t ∈ Jσf 2k : |t − al| ≤

1
2 min
t1 ,t2∈J
|t1 − t2|}.

By (3.33), we have Tl,k ̸= 0 for every but sufficiently large k, and thanks to the definition of Tl,k any sequence
(tl,k)k with tl,k ∈ Tl,k is such that tl,k → αl as k →∞. We claim that for every l ∈ {1, . . . ,M} there exists one
of such sequences (tl,k)k such that

lim
k→∞
|[f 2k (tl,k)]| = +∞. (3.34)

Suppose by contradiction that there exists l and a subsequence kj such that

sup
j∈ℕ

max
t∈Tl,kj
|[f 2kj (t)]| < +∞.

Then we are in the following situation: we choose one of the endpoints al or al+1, for example al, (in the case
l = 1 we choose al+1, and in the case l = M we choose al) and the sequence

vj := f 2kj
¬ (al −

1
2 min
t1 ,t2∈J
|t1 − t2|, al +

1
2 min
t1 ,t2∈J
|t1 − t2|)
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satisfies
vj is piecewise constant,
Jvj = Tl,kj and Jvj → al in Hausdorff distance as j →∞,
sup
j∈ℕ

H0(Tl,kj ) < +∞, sup
j∈ℕ

max
t∈Jvj
|[vj](t)| < +∞.

It is easy to see that the previous conditions are in contradiction to the fact that

f 2 ¬ (al −
1
2 min
t1 ,t2∈J
|t1 − t2|, al +

1
2 min
t1 ,t2∈J
|t1 − t2|),

i.e. the pointwise limit of vj is such that f 2 has a non-finite jump point at al. This proves our claim. Our claim
implies in particular that, since (f 1k )k is equibounded, the sequence tl,k satisfying (3.34) is actually contained
for every but sufficiently large k in Jσfk (roughly speaking, the jumps of f 1k cannot compensate a non-bounded
sequence of jumps of f 2k ). Clearly, since the intervals

{t : |t − al| <
1
2 min
t1 ,t2∈J
|t1 − t2|}

are pairwise disjoint for l ∈ {2, . . . ,M} (we are avoiding the end points a and b), we have actually proved the
following lower semi-continuity property

H0(∂∗{f = ±∞}) = H0({t ∈ (a, b) ∩ Jf : |[f(t)]| = ∞}) ≤ lim inf
k→∞

H0(Jσfk ), (3.35)

where f := f1 + f2. Notice that the set Jf is well defined since f is the sum of a (bounded) BV function and
a piecewise constant function, which might assume values ±∞, but jumps only at finitely many points.

Having this in mind, we can come back to our original problem. Fix ξ ∈ 𝕊n−1 satisfying (3.27). Given
y ∈ Πξ for which (3.27) and (3.29) hold true, we can pass through a not relabelled subsequence (depending
on y) for which

lim inf
k→∞
[ϵ|D(ûk)

ξ
y |(U

ξ
y \ Jσ(ûk)ξy

) +H0(Uξy ∩ Jσ(ûk)ξy
)]

is actually a limit. Passing through a further not relabelled subsequence, we may also suppose that (3.35)
holds true in each connected component of Uξy , i.e.

H0(∂∗{vξy =
±π
2 }) ≤ lim inf

k→∞
H0(Jσ
(ûk)

ξ
y
).

Notice that |vξy | < π/2 a.e. on Uξy \ A
ξ
y , and hence {vξy = ±π/2} = A

ξ
y a.e., and so ∂∗{vξy = ±π/2} = ∂∗A

ξ
y . In

particular,
H0(∂∗Aξy) ≤ lim inf

k→∞
H0(Jσ
(ûk)

ξ
y
) (3.36)

Therefore, by passing through suitable subsequences, each depending on y, when computing the liminf
inside the left-hand side integral of (3.28) and by using (3.36), we infer

∫

Πξ

H0(∂∗Aξy)dHn−1(y) ≤ ϵ sup
k∈ℕ
(1 + 4n(σ − 1))μ̂uk (U) + lim inf

k→∞
∫

U∩Jσuk

|νuk ⋅ ξ|dHn−1. (3.37)

The arbitrariness of ξ implies that (3.37) holds for Hn−1-a.e. ξ ∈ 𝕊n−1. Hence, we deduce that A has finite
perimeter in U. In addition, by taking the integral on 𝕊n−1 on both sides of (3.37), we infer

αnHn−1(∂∗A) ≤ ϵnωn(1 + 4n(σ − 1)) sup
k∈ℕ

μ̂uk (U) + αn lim inf
k→∞

Hn−1(Jσuk ),

where αn := ∫𝕊n−1 |ν ⋅ ξ|. Moreover, the arbitrariness of ϵ > 0 tells us

Hn−1(∂∗A) ≤ lim inf
k→∞

Hn−1(Jσuk ).

Finally, by the arbitrariness of σ ≥ 1 and by the fact that Jσ1 ⊂ Jσ2 for σ1 ≥ σ2, we conclude (1.2).
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In order to show that u can be extended to thewhole ofU as a function in GBD(U), we define the sequence
of GBD(U) functions by

ũk(x) := {
uk(x) if x ∈ U \ A,
0 if x ∈ A.

Clearly, if we define v by

v(x) := {
u(x) if x ∈ U \ A,
0 if x ∈ A,

(3.38)

then we have ũk → v a.e. in U and

sup
k∈ℕ

μ̂ũk (U) ≤ sup
k∈ℕ

μ̂uk (U) +Hn−1(∂∗A) < +∞.

Therefore, by using the technique developed in [1, 6], we can conclude v ∈ GBD(U).

Remark 3.8. Under the additional assumption (1.3) with uk ∈ GSBD(U), we can obtain the further infor-
mation e(uk)1U\A ⇀ e(u) in L1(U;𝕄nsym) thanks to e(ũk) ⇀ e(u) in L1(U;𝕄nsym) together with the fact
e(uk)1U\A = e(ũk) for every k ∈ ℕ. Moreover, (3.35) can be modified in the following way:

H0(Jf ∪ ∂∗{f = ±∞}) ≤ lim inf
k→∞

H0(Jfk ),

from which it is possible to deduce that

Hn−1(Ju ∪ ∂∗A) ≤ lim inf
k→∞

Hn−1(Juk ).

Condition (1.3) would also imply that in (3.28) we actually control

∫
Πξ

lim inf
k→∞
[ ∫

Uξy

ϵϕ(|(u̇k)
ξ
y(t)|)dt +H0(Uξy ∩ J(ûk)ξy )]dH

n−1(y) < +∞,

where (u̇k)
ξ
y denotes the absolutely continuous part of D(ûk)

ξ
y . This in turns allows us to use the well-known

compactness result for SBV functions in one variable to deduce that the pointwise limit function f 1 in (3.31)
belongs to SBV((a, b)). For this reason, the techniques of [1, 6] can be adapted to deduce v ∈ GSBD(U)
(see (3.38) for the definition of v). The convergence of e(uk) to e(u) in L2(Ω \ A;𝕄nsym) follows instead by the
arguments of [5, pp. 10–11].
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