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Abstract

We develop the theory of integrable operators K acting on a domain of the
complex plane with smooth boundary in analogy with the theory of integ-
rable operators acting on contours of the complex plane. We show how the
resolvent operator is obtained from the solution of a 9-problem in the complex
plane. When such a 0-problem depends on auxiliary parameters we define its
Malgrange one form in analogy with the theory of isomonodromic problems.
We show that the Malgrange one form is closed and coincides with the exterior
logarithmic differential of the Hilbert—Carleman determinant of the operator
K. With suitable choices of the setup we show that the Hilbert—Carleman
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determinant is a 7-function of the Kadomtsev—Petviashvili (KP) or nonlinear
Schrodinger hierarchies.

Keywords: integrable systems, d-bar problems, integrable operators,
regularized determinants

1. Introduction

A key notion in the theory of solvable integrable systems is that of 7—function, (see [29] for a
comprehensive historical perspective) and in many instances such 7—function coincides with
the Fredholm determinant of an appropriate integral operator.

A distinguished class of integral operators are the so called integrable operators: the the-
ory of such operators has its roots in the work of Jimbo ef al [37] that ultimately led to the
construction by Its e al [33, 34] of a Riemann—Hilbert problem to express the kernel of their
resolvent operators. Their original motivation for studying these operators comes from the
theory of quantum integrable models. The theory of integrable operators later found applica-
tions in many fields of mathematics such as random matrices and integrable partial differen-
tial equations: for example the gap probabilities in determinantal random point processes (and
more generally the generating function of occupation numbers) are expressible as a Fredholm
determinant [17, 48] and this is at the core of the celebrated Tracy—Widom distribution for fluc-
tuations of the largest eigenvalue of a random matrix in a Gaussian Unitary Ensemble [50].
An integrable operator is an integral operator acting on L*(X, |[dw|) ® C" of the form

KW () = / K(ew)v(w)dw, z€X,

where X is some oriented contour in the complex plane and the kernel K(z, w) € Mat(n x n,C)
has a special form

K(z,w)::]w7 f(2),g(z) € Mat(r x n,C), (1.1)

where f and g are rectangular r X n matrices and for the time being we only assume that f and
g are smooth along the connected components of Y. The condition for K to be nonsingular
requires

ffz)gz)=0.

In the most relevant applications, the operators of the form (1.1) are trace class operators. An
important observation in [33] is that the resolvent operator

R=K(Id-K)'=1d-—K)""'—1d, (12)

where Id is the identity operator, is in the same class, namely
RV (z) = / R(z,w)v(w)dw, z€X,
b

where the resolvent kernel has also the form of an integrable operator:

R(z,w)::w, F(z),G(z) € Mat(r x n,C). (1.3)
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Here F7(z) = (Id — K)~![f’] and G = [g](Id — K)~!, where (Id — K)~! in the first relation
is acting to the right while in the second relation its action is to the left. Another crucial obser-
vation of [33] (see also the introduction of [31]) is that the determination of R is equivalent to
the solution of an associated Riemann—Hilbert (RH) problem for a r x r matrix I'(z) analytic
in C\ X that satisfies the boundary value relation (sometimes referred to as ‘jump relation”)

Iy (2)=T_(2)J(z), z€%, J(z)=1+27if(2)g" (2)
(1.4)
I'(z) =1, aslz] — oo
Here I' 1 (z) denote the boundary values of the matrix I'(z) as z approaches from the left and
right the oriented contour 3 and 1 is the identity matrix in Mat(r x r,C). The matrices F' and
G that define the resolvent kernel (1.3) are related to the solution I' of the RH problem (1.4)
by the relation

FQO=T@f@. 6@=(E") 6. (1.5)

This connection between the Fredholm determinant and the RH problem has been exploited
in several contexts where the kernel depends on parameters and the study of the asymptotic
behaviour of the Fredholm determinant for large values of the parameters is obtained via the
Deift-Zhou nonlinear steepest descent method of the corresponding RH problem [19]. This
analysis has been successfully implemented for n=1 and r=2 in a large class of kernels
originating in random matrices, orthogonal polynomials, probability and partial differential
equations (see e.g. [9, 18, 19, 29, 32]).

The knowledge of the resolvent operator allows to write variational formulae for the
Fredholm determinant of the operator Id — C as

Slogdet (Id — K) = —Tr((Id —K)™! odlC) — _Tr((ld +R)06K), (1.6)

where here and below ¢ stands for exterior total differentiation in the space of parameters.
Clearly the one-form w := dlogdet(Id — K) is closed in the space of parameters.

In the theory of isomonodromic deformations an analogous close one form is called the
Malgrange one form and it is the logarithmic derivate of the isomonodromic 7-function intro-
duced by the Kyoto school headed by Jimbo ef al [38] in the context of the inverse monodromy
problem for a linear system of first order ODEs in the complex plane with regular or irregular
singularities. An open problem in the theory of isomonodromic deformations is whether its
T-function can be identified with a Fredholm determinant. When the isomonodromic problem
is related to some of the Painlevé equations, this problem has a positive answer see e.g. [14,
20, 21, 26], and also the applications in [7, §8].

Another important class of integral equations whose solution can be reduced to a Fredholm
determinant is the class of Hankel composition operators that first appeared in the theory of
inverse scattering on the line (see e.g. [22, 23] for initial data vanishing at infinity and [25]
for step-like initial data). In a more general setting such operators can be reduced to integ-
rable operators via Fourier transform, see for example the works [5, 10, 39]. Applications
of this class of operators to the theory of random matrices, integrable probability and
integro-differential Painlevé equations and non commutative Painlevé equations are obtained
in [2, 11-13, 15, 16, 49].
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The common feature of all these works is the appearance, in one way or another, of a
Riemann-Hilbert problem, namely, a boundary value problem of a matrix with discontinu-
ities across a contour (or union thereof) with boundary values related multiplicatively by a
group-like element J (the ‘jump matrix’) as in (1.4).

The goal of the present manuscript is to enlarge the class of integrable operators by consid-
ering operators K acting on L*(2,d?>w) ® C" where 2 is a bounded domain of the complex
plane with a matrix kernel K(z,Z,w,w) € Mat(n x n,C), namely

(2,2) // (w)dwgidw, Lz€ 9, (1.7)
K(z,z,w,W) := g(w’w),
—w
122 8(22) =0=(0:(2,2)" ¢(z,2), f.geC' (Z,Mat(rxn,C)), (1.8)

where 7 is the closure of 2 in C. Here and below, we use the symbol 9z =  (8; + id,) to
specify the derivative with respect to 7 (known as Wirtinger antiholomorphic derivative). The
dependence of f and g on z and 7 is to remind the reader that f and g are in general smooth
matrix functions on the complex plane. We remark that the condition (1.8) guarantees that the
operator K is a Hilbert—Schmidt operator. Our results are the following.

e In section 2 we show that the resolvent of the integral operator Id — K is obtained through
the solution of a J-Problem (instead of a RH problem) for a matrix—valued function I":

8EF(Z72):F(LZ)M(Z’Z); F(sz) — 1,

=00 (1.9)
M(z,2) =7f(2,2) 8" (2.2) x2 (2),

where ¢ (z) is the characteristic function of the domain Z. Note that the matrix M(z,7) is
nilpotent because of (1.8). We show that the 9-Problem is solvable if and only if the operator
Id — K is invertible. Furthermore we show, in analogy with integrable operators defined on
contours, that the kernel of the resolvent is

—1

R(zzw,w) = L& CWW) o P (0227, 62 =(7(2) " 82

where I solves the g-problem (1.9).

e In section 3 we consider the regularized determinant (Hilbert—-Carleman determinant,
equation 7.8 [27]) of the operator C. This is defined as the Fredholm determinant of the
trace class operator Tx :=Id — (Id — K)e’*, namely

dety (Id — K) :=det (Id — Tc) = det ((Id — K) ). (1.10)
Using the Jacobi variational formula (1.6) we show that

dlogdet, (Id — K) = w, (1.11)
// Tr (T T (2) 6M (2)) dzndz (1.12)

27i
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The one form w is shown to be closed. In analogy with the literature on Riemann-Hilbert
problems on contours [3, 4] we call w the Malgrange one form of the 9-Problem. The cor-
responding 7 function of the 0-Problem is henceforth defined by

dlogT:=w. (1.13)
Therefore we have that
T=det;(Id - K). (1.14)

If the operator K is of trace class, then the 7-function can be expressed as a Fredholm
determinant by the relation 7 = det (Id — K) e”" (). We also show (section 3.1) that the for-
mula (1.12) defines a closed one—form under the less restrictive assumption that M(z,7) is
traceless but not nilpotent, and this allows us to define a 7—function (up to multiplicative
constants) of the J-problem

0:1'(2,2) =T'(2,2) M (2,2); I'(z,2) e 1, (1.15)
by (1.13). Note that in this more general case, where M(z,Z) is traceless but not nilpotent,
the 7-function of the O-problem is well defined but it is not in general related to a Hilbert—
Carleman determinant of some integral operator.

e Finally in section 4 we use the results of the previous points and we consider the J-problem
(1.15) where M is a 2 x 2 matrix of the form

£ _ G 1 0
M(zzt)=e2 "Mo(z,7)e” =7 "3:{0 —1]’

where £(z,t) = ]Zof Zt; and My (z,Z) is a traceless matrix supported on a compact set 7; we
show that the corresponding 7-function of the J-problem (1.15) is a Kadomtsev—Petviashvili
(KP) 7-function, namely it satisfies Hirota’s bilinear relations for the KP hierarchy (see e.g.
[29]). We remark that the d-problem (1.15) has already appeared in the study of the Cauchy
problem for the KP equation, in [1, 44].

We then specialize the matrix M of the d-problem in (1.15) to the nilpotent and traceless

form

M(z,zx,0) =7f(z,5x,0) 8" (2,5x,0), x€R, 1>0

with
- B 1 ﬁ (ij)efi(Z)H’Zzt) X2 (Z)
flazmi) = VT l—ﬂ* (22) ) (Z)]
- _ 1 ﬂ* (Z,Z)ei(u+Z2l)X@* (Z)
8 (z,zx,1) NG [B e N ] 7 (1.16)

where $*(z,Z) = 5(Z,z) is a smooth function and xg, xo+ are respectively the charac-
teristic functions of a simply connected domain 2 C C* and its conjugate Z*. Here
C* is the upper half space. We show that the 7-function of the J-problem (1.15) is the
T-function for the focusing Nonlinear Schrodinger (NLS) equation and coincides with

5
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Hilbert-Carleman determinant of the operator K on L?>(2 U %) with integrable kernel

K(z,Z,w,w) = fir(z’?j(vw*m , namely’

D*log T (x,1) = &*logdet, (Id — K) = |4 (x,7) |, (1.17)

where the complex function v (x,#) solves the focusing NLS equation
1
i) + 56,%1/) +[¢*y =0. (1.18)

While we can write the solution to the NLS equation in the form (1.17), the analytical proper-
ties of such family of initial data and solutions (e.g. the long-time behaviour) have still to be
explored. It is shown in [6] that such family of initial data naturally emerge in the limit of an
infinite number of solitons. We also illustrate how, for a specific choice of the domain & and
of the function /3, the O-problem (1.9) can be reduced to a standard RH problem.

2. Integrable operators and 9-problems

Let 2 C C be a compact union of domains with smooth boundary and denote by K the integral
operator acting on the space L*(%,d*z) ® C" with a kernel K(z,w) of the form

oo _
K(z,Z,w,W) :=W, f(z,2),8(z,2) € Mat (r xn,C), (2.1)
(22 g(z2)=0 and (9:(2,2) ¢(2,2) =0, zz€ 2. (2.2)

Here the matrix-valued functions f,g € C'(Z,Mat(r x n,C)), namely no analyticity is
required and for this reason we indicate the dependence on both variables z and Z.

The vanishing requirements along the locus z = w are sufficient to guarantee that the kernel
K admits a well-defined value on the diagonal and it is continuous on ¥ x &

lim K (z,Z,w,w) = K(2,%,2,2) = 0-f" (2,2) £(2,7). (2.3)

wW—Z

We have emphasized that the kernel and the functions are not holomorphically dependent on
the variables; that said, from now on we omit the explicit dependence on Z, trusting that the
class of functions we are dealing with will be clear by the context each time. The operator K
acts as follows on functions

Klpl(z):= //@K(z,w)cp (w) w, pel*(2,d2)xC". (2.4)

We introduce the following d-problem for an r x r matrix-valued function I'(z,Z).

Problem 2.1. Find a matrix-valued function I'(z,Z) € GL,(C) such that

0:I'(z) =T (z2) M (z); I'z) — 1 (2.5)

Z— 00

7 We omit explicit notation of the x, # dependence from the kernel.
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where 1 is the identity in GL,(C) and

7f(z) g (z), forze 9,
M(z):= (2.6)
0 forz e C\2.

We first show that
Lemma 2.2. If a solution of the O-problem 2.1 exists, it is unique. Furthermore detI'(z) = 1.

Proof. If I is a solution of the d-problem 2.1 then
0zdetT’ = Tr(adj (T') 0:I") = Tr(adj (T') TM) 2.7

where adj(T") denotes the adjugate matrix (the transposed of the co-factor matrix). Here Tr
denotes the matrix trace. Now the product in the last formula yields adj(I")I" = (detI")1,
so that

Ozdetl’ =det (I") Tr(M) =0 (2.3)

where the last identity follows from the fact that M is traceless because Tr(M) = Tr(M") =
Tr(f"(z)g(z)) = O thanks to the assumption (2.2). Thus detT" is an entire function which tends
to 1 at infinity, and hence it is identically equal to 1 by Liouville’s theorem.

Now, if T'y,T'; are two solutions, it follows easily that R(z) := nry ! is an entire matrix-
valued function which tends to the identity matrix 1 at infinity and hence, by Liouville’s the-
orem R(z) = 1, thus proving the uniqueness. O

Theorem 2.3. The operator Id — IC, with K as in (2.4) and kernel K(z,w) of the form (2.1)
(2.2), is invertible in L*(2,d’z) @ C" if and only if the O-problem 2.1 admits a solution. The
resolvent R of K has kernel given by:

R(zw) =1 @ (Z)Z(ETW(W)) s oweaxa 2.9)

where T'(z) is a r X r matrix that solves the d-problem 2.1.
Proof. Suppose that the d-problem 2.1 is solved by I'(z); we now show that the operator
(Id — K) is invertible. Let us define the operator

R:L*(2,d%2) @C" — [*(2,d*2) @ C"

with kernel R(z,w) given by (2.9). To verify that R is the resolvent of the operator K we need
to check the following condition

(Id+R)o(ld —K)=1d
(3 (2.10)
RoK=R-K.
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To this end we compute the kernel of R o C namely

(RoK) (z.w) // OK dC/\dC

L o(0)”

:/ fT(Z)FT(Z ()) g(0)f"(¢)g(w) dC Ad¢
—Q)(C=w) 2

= _W//@‘%(FT@))I (Z_lc * C—1w> s LURCAY

If we consider the generalized Cauchy-Pompeiu formula for the matrix (I'7(z))~! we can

express it in integral form as

(I'"(2) 1 // dCAQQ z€C. (2.12)

2ri

We substitute (2.12) into (2.11):

(RoK) (2,w) = ((FT —1) (@)~ =1)) g w)
POTE (07 @)™ (07 w) ™) 0
(FT<w> ) f1(2)g(w)

= =R(z,w) — K(z,w). (2.13)
Z— Z—w

This shows that indeed R satisfies the resolvent equation (2.10) and hence the operator Id — IC
is invertible.
Viceversa, let us now suppose that the operator Id — K is invertible and denote

R=(1d-K)"—
We now verify that R has kernel

T
R(z,w) = w (2.14)

where the matrices F(z) and G(z) are defined as

FT:=(1d —K)""[f1]

1 2.15)
G:=[g](ld —K)~

where in the second relation the operator is acting from the left.

8
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Indeed we verify the condition (2.10) with R given by (2.14):

T
(RoKﬂaw):IV F o __)()dcgdc

L (//FT o E(C)g(W)dCZAidC

//FT G(<< §<g<w>d<2d<>

(R @) g(w)+F () ([G1K) (w) ),

Z_W

where we use the notation ([G]K)(w) to denote the operator that is acting on the left. Adding
and subtracting the kernels K(z,w) and R(z,w), we obtain

(RoK)(z,w) = Z_% ([d+R)[f] (2)g(w) = F"(2) ([G] (1d — K)) (w))
+R(z,w) — K(z,w), (2.16)
we see that we must have
(d+R)[f'](x)=F"(z), g(w)=([G](d —K))(w)

which is equivalent to (2.15). With the definitions (2.15) the contributions in the first line
of (2.16) cancel out and the condition (2.10) is satisfied. To conclude the proof we need to
verify that

F(z) =T (2)f(z), G(z) = (I"(2))

where the matrix I solves the O-problem 2.1. To this end, let us define the matrix f(z)

)i=1— // d“dc, zeC. (2.18)

From this definition it follows that

8(2) (2.17)

T @ =16~ // PRSI d Al
=12 +K[F](z ) (2.19)
=fT(Z)+FT() (Id = K) [F] (z)
=F'(z)
which implies
F(z) =T (2)f(2)- (2.20)

We now substitute (2.20) in the definition (2.18):

1 // dC;\idC 2.21)
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Then, following the general Cauchy formula (2.12), we find that the matrix T'(z) satisfies
0:0 (2) =l (2) f(2)8" (2). (222)

Finally, since the support & of M is compact, the equation (2.18) implies that I is analytic
outside of 2 and tends to 1 as |z| — co. Thus I solves the same J-problem 2.1 and since the
solution is unique, it must coincide with I'.

In the same way, we can prove the other result G(z) = (I'’(z)) ~'g(z). We define another
matrix I'(z) as

S f(¢) G"(¢) dCAd¢
F(z)._l—&-//9 2 TR zeC. (2.23)

We multiply both side of (2.23) by g”(z) and we get

g @) () =¢"(2) + K7 [G"] (2)
=g"(2) +G"(z) — (1d — K") [G"] (z) (2.24)
=G'(2)
which implies
Gz)=T"(2)g(2). (2.25)

In the above relations we have used the operator K7 that has kernel K7 ((,z) (namely, the
transposition is only in the matrix indices). We then substitute (2.25) in the definition (2.23)
and we obtain the integral equation

(z):=1+ //@f(() gCT(_CiF(C) dc /\.dg, zeC. (2.26)

2i

From the general Cauchy formula (2.12), we have that f‘(z) satisfies the O-problem

0L (2) = —7f(¢) " (OT (¢) ,forz € 2, 2.27)

which coincides with the O-problem for the matrix (I'(z)) ~'. Since the solution is unique, then
I'(z) coincides with (I'(z))~". O

3. The Fredholm determinant

In section 2 we have linked the solution of the d-problem 2.1 to the existence of the inverse
of Id — K. From the conditions (2.1) we conclude that K is a Hilbert—Schmidt operator with a
well-defined and continuous diagonal in & x Z: according to [47] this is sufficient to define
the Fredholm determinant for the operator Id — /C, as explained in the following remark.

10
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Remark 3.1. In general, for a Hilbert-Schmidt operator .4, the Fredholm determinant is not
defined but we can still define a regularization of it, called the Hilbert—Carleman determinant

dety (Id — A) :=det ((Id — A)e™). (3.1)

We observe that det ((Id — .A)e) = det (Id — 7.4) with 74 :=Id — (Id — A)e* and the oper-
ator T4 is trace class because it has the representation

oo

Ta=-3 "l

n!
n=2

If A is of trace class we can rewrite the Hilbert—Carleman determinant as
det, (Id — A) = det (Id — A) ™Y, (3.2)

Moreover, as for the Fredholm determinant, the Hilbert—Carleman determinant can be rep-
resented by a series

n

detz(ld—A):Hi(*,

n=2

U, (A) (3.3)

where ¥, (A) is given by the Plemelj-Smithies formula

0 n—1 0 0 0

Tr(A?) 0 n-2 ... 0 0

W, (A) =det |Tr(A®) Tr(A?) 0 0 0
Tr(.A”) Tr (./.l"*l) Tr (.,é-l”’z) Tr (.A2) O

It is shown that if A4 is Hilbert—Schmidt then (3.3) converges ([27], chapter 10, theorem 3.1).

Let us now assume that K depends smoothly on parameters ¢ = (t1,t2,.. . t,...)with t; €
C, Vj > 1: we want to relate solutions of the 0-problem 2.1 with the variational equations for
the determinant.

Proposition 3.2. Let us suppose that the matrix M(z,Z) in the O-problem 2.1, depends
smoothly on some parameters t, while remaining identically nilpotent. Then the solution I'(z)
of the O-problem 2.1 is related to the logarithmic derivative of the Hilbert—Carleman determ-
inant of Id — K as follows:

dlog|det, (Id — K)] // Tr(T 0. (z) M (2)) d22/;?z7 3.9

where § stands for the total differential in the space of parameters t.

Proof. Using the Jacobi variational formula (1.6), we can rewrite the LHS of (3.4) as
Slog[det (Id — K)] = dlog [det (Id — K)e*)] = —Tr(R o 6K), (3.5)

1



Nonlinearity 37 (2024) 085008 M Bertola et al

where R oK is a trace class operator, since it is the composition of two Hilbert—Schmidt
operators. Here Tr denotes the trace on the Hilbert space L?(2,d’z) ® C". The composition
of the two operators R o §KC produces the kernel

(RooK) ) = [ PO

—1

g(Q)6 (M (x)g(w)) dC A dC

(z=¢)(C—w) 2

v 1T () (L7() " 8 (Of (¢)3g (w) dC A d G36)

2 (=) (C—w) 2i '

FL@TT() (17(0) 2 (C)f7 () g (w) dT A d

3.7
., G-0C-w) 2i G

where we have omitted explicit notation of the dependence on ¢ of the functions f, g, F, G,I".
We focus on the term in (3.6). Using the identity @—dm = %w (ﬁ + Clw , We

obtain

0 =LEEE (@) st @) (L + ) £4% ) oo 6

In order to compute the trace we need to compute the kernel (3.8) along the diagonal z=w and
hence we consider lim,,,(3.8). Observe that (I'(¢))~'g(Q)f"(¢) = — 3 d:(I'7(¢)) ™", and
hence we can apply the formula (2.12) to eliminate the integral and rewrite (3.8) as follows

AT ((17@) " ~1)deln) 1 @TTE) (7)) 1) 35 ()

(3.8) =~ z—w z—w
3.9

£1@) (T7) (17 () ™' = 1) dg ()
- — . (3.10)

We can now easily compute the expansion of (3.10) along the diagonal w — z by Taylor’s
formula, keeping in mind that I is not a holomorphic function inside Z:

=
(3.10) =T (2) .17 (2) (T7 (2)) ' g (2) + %JJ (2)g(2)f" (2) 5g (W) + O (|2 — wl)

(3.11)
=1 (@) .17 (2) (17 (2)) ™ 0 (2) + O (Jz = wl). (3.12)
Using the above expression we conclude that the trace in L?(2,d*z) @ C" of (3.6) is
() = [ mr( @are” (7)) S5E (3.13)
9 l

Using the cyclicity of the trace and its invariance under transposition of the arguments, we
reorder the terms (3.13) to the form

dzAdz

Tr((3.6)) = //92 1 (1! (0T (2)f(2) 8" (2) S (3.14)

12
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We now consider the term (3.7). Taking its trace yields:

7 (f (7)™ 8O (2@ dE ndc dznd
//// (Z—C)z 20 20
r @) (I7(0) " 9(OF () aF A de dznde
//// (Z*C)z 2i 2i
(3.15)

We observe that the integrand is in L? . because the numerator vanishes to order O(|z — ¢|)

along the diagonal

loc

T T T -1 T T -~ T
7r (8 (" (T () (17(0)) " ()7 () =77 | £(OF (g () (©) | +O (12— <),
(3.16)
and hence the integrand is O(|z — ¢|~!) which is locally integrable with respect to the area

measure. We can now relate this integral to 0.1 as follows. Using the formula (2.12) and the
O-problem 2.1 we can rewrite I'7(¢) as

MT(z d
=1 // dz/\dz / dz/\ Z. (3.17)
27l

Taking the holomorphic derivative with respect to { we get

7) dZ A dz
o.TT(¢
¢ // 2i

Plugging the result into (3.15) we obtain

5= | Tr( 7(0) £ (// dz;dz)) K nde

= [ (@@ e ©oc 0 <<>))d<§l.d<
- [[ 7 (s0sm@arT o r ©)) £4%
- [[ e () L%,

(3.18)
so that

CORY et QO (0) “5=. (.19)




Nonlinearity 37 (2024) 085008 M Bertola et al

Combining (3.14) and (3.19) we have obtained that
—Tr(RodéK)=—Tr((3.6)+(3.7))
dzAd
== [ @or @ (e @) S5

__ // Tr (0! (2) 0.7 (2) oM (2) ELE (3.20)
9

2mi

This concludes the proof of proposition 3.2. O

3.1. Malgrange one form and t-function

From proposition 3.2 we define the following one form on the space of deformations, which
we call Malgrange one form following the terminology in [3]:

// Tr (T (2) 0.1 () M (2) diﬁfz, (3.21)

where I'(z) is the solution of the J-problem 2.1 and M(z) is defined in (2.6). For the operator
IC defined in (2.4), the proposition 3.2 implies that

w = §logdet, (Id — K), (3.22)

and hence w is an exact (and hence closed) one form in the space of deformation parameters the
operator K may depend upon. The form w can be shown to be closed under weaker assumptions
on the matrix M than the ones that appears in the J-problem 2.1 as the following theorem
shows.

Theorem 3.3. Suppose that the r X r matrix M = M(z,Z;t) is smooth and compactly supported
in 9 (uniformly with respect to the parameters t), depends smoothly on t and the matrix trace
Tr(M) = 0. Let T'(z,Z;t) be the solution of the -problem 1.15. Then the exterior differential of
the one-form w defined in (3.21) vanishes:

ow(t) = 0. (3.23)
Proof. From the J-problem we obtain

“(w) dwAdw

0(0:')=TM+TM = T'(z // 2 o I'(z). (329
v
Using (3.24) we can compute
dzAdz
_ —1
//@n( o.x nom)) £
:// Tr (I~16TT 1.1 A 6M) i // r'so.r aom) BAE (303
9 2mi 27

From (3.24) we deduce

60.I' (z // 2 —w) dwm.lwf(z) +60 ()T (z) ' 0.0 (2). (3.26)

2mi
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Substituting (3.26) in the equation (3.25) we obtain:

_ 1 L (w)dM (w) T~ (w) dw A dw dzAdz
6w—//@Tr<F (2) (//@ T 5 >F(Z)A(5M(z)> 5

(3.27)
The crux of the proof is now the correct evaluation of the iterated integral:
d®w F(
dw = // // w Flzw 5
2
F(z,w) :=Tr(T (w) 5M(w) W) AT ()M ()T (2)). (3.28)

By applying Fubini’s theorem, since the integrand is antisymmetric in the exchange of the
variables z <> w, we quickly conclude that the integral is zero. However the integrand is sin-
gular along the diagonal A := {z = w} C Z x Z and we need to make sure that the integrand
is absolutely summable.

Recalling that F(z,w) = —F(w,z), so that F(z,z) = 0, we now compute the Taylor expan-
sion of F(z,w) with respect to w near z;

F(z,w) =0+ 0,F (2,2) (W —2) + 05F (z,2) W —2) + O (lz—w|?).  (3.29)

Thus % = O(|]z—w|~!) which is integrable with respect to the area measure. Hence
application of Fubini’s theorem is justified. O

From this theorem, we can define a 7-function associated to the the J-problem 1.15 by

7(f) = exp (/w(t)) . (3.30)

In general the above 7-function is defined only up to scalar multiplication and hence should
be rather thought of as a section of an appropriate line bundle over the space of deformation
parameters, depending on the context. However, for M in the form specified in (2.6) we know
from proposition 3.2 that we can identify the T-function with the regularized Hilbert—Carleman
determinant:

() = exp (/w(t)> — dets (Id — K(8)). (331)

In the next section, by choosing a specific dependence on the parameters ¢ in the more general
setting of M as in theorem 3.3 we are going to show that 7(¢) is a KP 7-function in the sense
that it satisfies Hirota bilinear relations [30].

4. 7(t) as a KP T-function
The celebrated KP equation is a PDE for a scalar function u = u(#;,1,,#3) of the form
38,22u =0, (40,u— (“)fl u—6udju), 4.1)

where t3 is identified with the time and #;,7, € R are spatial variables. The above equation
is called KPII equation. The change of variable #, — i#, transform the KPII equation into

15
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the KPI equation. When the function u(#,#,,3) is t,-independent, one recovers the celeb-
rated Korteweg de Vries equation. The function u is related to the 7-function of the KP
equation as

1
8;"1 IOgT(Il,Iz,l3) = Eu(tl;tZJB)

and 7 satisfies the Hirota bilinear equation
(3D; — 4D D3+ DY) 7° =0, 4.2)

where D; is the Hirota derivative with respect to ¢;, defined as

Dip @0 (t):= (8, 9 ) (0 (O a () = (43)

for any function p(¢) and ¢(f) depending smoothly on an infinite number of ‘times’ ¢ =
(t1,t2,13,...). The concept of 7-function can be generalized to the infinite set of times £. A
7-function of the KP hierarchy, 7(¢), can be characterized as a function of (formally) an infin-
ite number of variable which satisfies the Hirota Bilinear relation

ReSZ:OO (T(t — [Z_l] )T(s —+ [Z_l} )ef(ZJ)—E(z,S) =0 (44)

where ¢ + [z7!] is the Miwa Shift, defined as:

_ 1 1 1
ti[z 1] = (l‘liZ,tzizzz7...,lji‘j2j,...>. 4.5)

The residue in (4.4) is meant in the formal sense, namely by considering the coefficient of 7z~
in the expansion at infinity and it can be thought of as the limit of ﬁzl: z a8 R — +oo. If the
functions of z intervening in (4.4) can be written as analytic functions in a deleted neighbour-
hood of oo, then the residue is a genuine integral; this is the case of interest below.

As described in [36], the equation (4.4) implies that the tau function satisfy an equation of
the Hirota type

P(DI,DZ,...)TZ:O (46)

and P(Dy,Dy,...) is a polynomial in (Dy,D,,...). In particular, if we consider the first three
times t1,%, and f3, and 7, = 0 for k > 3 the equation (4.4) is equivalent to the KP equation in
Hirota’s form (4.2).

4.1. Hirota bilinear relation for the KP hierarchy

In this section we consider a specific type of dependence of the matrix M in (2.6) of the 0-
problem 2.1 with respect to the ‘times’:

M(zt) = T Mo () e 17 @.7)

with

+oo
DL (4.8)
j=1
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and with My(z) a 2 x 2 traceless matrix compactly supported on 2. The rest of this section
is devoted to the verification of the Hirota bilinear relation (4.4) for the KP tau function con-
structed from the O- problem.

The main result is the following.

Theorem 4.1. Let I'(z,t) be the 2 x 2 matrix solution of the d-problem

£zt £zt

Ol (2,8) =T (z.)M(z,t), M(zt)=e 7 TMy(z)e” 2 7 (4.9)
I(zt) - 1 (4.10)

where Mo(z) is a traceless 2 x 2 matrix whose entries are C'-functions on a compact domain
2 C C and the function £ is given by the formal sum &(z,t) = ]J;Olo Zt;. Then the function

7 (t) = exp (/w(t)>, 4.11)

with w defined in (3.21) is a KP T-function, i.e. it satisfies the Hirota Bilinear relation (4.4).

Remark 4.2. In this setting the KP 7-function is in general complex—valued. Under appro-
priate additional symmetry constraints for the matrix M, and the domain & we can obtain a
real-valued 7-function. The class of solutions obtained from (4.11) is different from the class
studied in [44—46] and represented via a Fredholm determinant.

We prove the theorem in several steps. We first analyze the effect of the Miwa shifts on the
T-function. For this purpose we need to determine how the Miwa shift acts on the matrices
['(z,¢) and M(z,t). We consider M(z,¢+ [¢™']) first.

M (Z,t =+ I:Cil] ) = e%g(z’ti[c_l})(nMo (Z) ef%f(z,t:t[ﬁ_]])0'3

from the definition of £(z,7) (4.8)

(ntE[¢ Zzl(zj ) Zz’t,:tz C zt¥1n<1§>

and we have that

F3 +3
M(z,ti[(l])_<lz> M(z,t)(lz) . (4.12)

For the matrices I'(z,¢ 4 [¢~!]) we need to consider the two cases separately. Let us start with
the negative shift I'(z,# — [¢71]).

O (e~ 7)) =T et~ [ (et 6] o
(- 1])(1—2>+2M(z,t)(1—§)2 (4.13)
=T (zt—[¢'])D(z,)M(z,t) D~ (z,()

where
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From (4.13), we notice that the matrix I'(z,t— [(~!])D(z,¢) satisfies the J-problem 2.1,
i.e. there exists a connection matrix C(z) such that

T(zt—[C7']) =C@T (D), (4.14)
where obviously C(z) depends also on ¢ and ¢.

The matrix C(z) is determined by the conditions that both I'(z,#) and T'(z,¢ — [¢~!]) must
tend to 1 for z — co and are regular at z = (

i (1-5) ew ] -] meofid] =[]

1 (4.15)
. z Iy (z,0) i (¢
1 1 - = .
zl—?}( C) C(2) [Flz(z,t) 0
Solving the system (4.15), we obtain that the matrix C(z) has the following form [38]
(1 _ 5) 4 9Ln(E)Tu(Q)  _ d:Ti(c0)
_ ¢ ¢ (Q) ¢
Cla)= [ G R (4.16)
NG
Following the same ideas, we can find a similar formula for I'(z,z+ [¢'])
[(5t+[¢7"])=C@)T (z,6)D(z,¢) " (4.17)
with
- 1 0
D(ZaO:|:() 1_1}
¢
Also in this case, we have three conditions similar to (4.15):
—1
. F]] ()C,t) 1 . é ~ F21 (x,t) 0
lim C = 1 1—-= R (z, =
z—lglo Z) |:F12 ()C,t) _IO z—lglo C (Z C) T2 (x,t) 1 4.18)
. Z ~ Fz] (x,t) 0
1 1—= C =
ZE}I}( < C) (Z) |:F22 (x,t) Fzz (C,t)
and we find out that C(z) has the following form:
ol ) -
Clz) = l 9,121 (00) (1 — é) + észl(w)F12(C)] : (4.19)
¢ ¢ T (C)

We need to show how the Miwa shift acts on the Malgrange one form. We define Jj¢| the
differential deformed including the external parameter ¢

—+oo
Si¢:= Y0, +dCOc = 6+ 6. (4.20)

j=l
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Lemma 4.3. When ¢ ¢ 9 the Miwa shift (4.5) acts on the Malgrange one form (3.21) in the
following way:

wtx[¢T]) =0 @ +agn ((TF(O) ) Fogr (<) 421

where I'(z) solves the O-problem 2.1 and () is a t independent function defined as

1= [ 1oe (2 ) 02, EAE ceera (422)

2mi

that is is analytic (for { ¢ 2) and goes to zero as { — oo, and My (z) is defined as in Theorem
4.1.

Observe that since TrMy = 0 we may express the formula in terms of the (2, 2) entry instead.
The proof of this lemma is presented in the appendix B. Now we can state the following pro-
position:

Proposition 4.4. For ( ¢ 9 the following relations holds:

T(e-1¢

D y T(t+[¢
) =T (Ct)e (©)

)

b ot e O 423
(1) n (Go)e , (4.23)
where 7(t) is defined in (3.30), I'(z) solves the O-problem 2.1 and ~y(() is defined in (4.22)

Proof. From lemma 4.3 and the equation (3.30), we rewrite (4.21) as

g7 (¢ [C7']) =0 InT () + O In (LT (Q)),) F o7 () (424)

an then, from the properties of the logarithm the statement (4.23) is proved. O

Remark 4.5. The exponential term ¢”(¢) could be absorbed by a gauge transformation in the
formalism of the infinite dimensional Grassmannian manifold of Segal-Wilson ([29], chapter
4). Such gauge transformations have no effect on the Hirota bilinear relation (4.4).

Let us now define the matrix H(z) as

H(z) := H(z;t,s) =T (z,¢) €GN =EEDEND=1 (7 ) (4.25)

where Ej| = [(1) 8], I'(z,Z,t) solves the 0-problem 2.1 and s = (s1,52,...,5j,...) denotes
another set of values for the deformation parameters.
Lemma 4.6. The matrix H(z) defined in (4.25) is analytic for all z € C.

Proof. For z ¢ Z the statement is trivial, so we consider the case of z € 9.

19
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We apply the operator 05 to the matrix (4.25)
0:H (z) = 0-I" (z,¢) &N —E(zs)Enp—1 (z,8) + T (z,1) e(&(z,t)fﬁ(zs))Enazpfl (z,5)
=T (Z,t)M(Z,t) e(&(z7t)_£(zvs))El]F_] (Z,S) +
— D (2,0) eSO EEDEM (z,5) T (z,5)
=T(z1) (6#"3Mo(z)e‘ 5o ple @ —EEE

—e(f(z’t)_f(z’s))E”eg(;w”3M0(Z)e_@03> I'~'(z,5)

— F(z,t) (e#asewﬂMo(z)efﬁ(z,s)EnJr

_eE(ZJ)EHMO(Z)e@He— ) 03) r-! (z,5)

=T(z,0) (eg(”)E”Mo(z)efg(z’s)E” — eg(”)E"Mo(z)efg(z’s)E“) I !(z,s)
=0
and this proves the statement. O
We are now ready to prove the main result of the section, namely theorem 4.1.

Proof of theorem 4.1. Let us compute the residue
Res; — (7 (tf [zfl] ) T (s + [Z*I]) e&(zvt)*ﬁ(z,S))

=7(t)7 (s)Res;= oo (T (= [T])rls+ [Zl])eﬁ(z,t)—ﬁ(w)>

7(t) 7(s)
=7(t)7(s)Res,—00 (FU (zt) (T (z,9)) ef(”)*g(”))
=7(¢)7(s) lim r“(z,t)ef@’)—é(z’s)(r—‘(z,s))“d—z.. (4.26)
R=o0 J| =g 27i

Consider the first diagonal element of the matrix H(z). From the analyticity of H(z) proved in
lemma 4.6 we get

d d
0= ( H(z) Z) = 55 Ty (z,8) &0 =€) (0! (2:5)),, 27Z~+
2=k o =R i

2mi
4.27)
dz
- L2 (z,6) T2 (2,8) 5=
}él_R 2ri
So, we can rewite (4.26) as
. dz

(4.26) = T(t)T(S)nggo ‘Z|=RF12 (z,6) 21 (2,5) i (4.28)

Since both I'1,(z,£) and 'y (z,s) are analytic for |z| sufficiently large (given that & is compact)
and

[(z,t)~14+0(z7") forz— oo,
it follows that (4.28) is zero because the integrand is O(z~2), and the statement is proved. [

20
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4.2. Fredholm determinant and reduction to focusing NLS equation

In this subsection we make a specific choice of the matrix M of the form

_ 0 B(2)’x
YD =15 @)xe % @] Mo

where 3(z) = 3(z,7) is a smooth function on 2 C C; and x o (x~) is the characteristic func-
tion of Z (2*). We observe that M satisfies the Schwarz symmetry

My (Z) = 02My (z) 02, where 0 = [? 6’} . (4.29)

For this choice of the matrix M, the matrix M becomes
M(z;x,1) = nf(z;x,0) g (zzx,t), x€R, >0
with

1 [ B(x)e®xg(2) . 1 [8*(2)e*0x0- (2)
V7 -8 (2) €Dy g (2) g(zx,1) = T7 | B@e 0 (@) | (4.30)

Observe that we have made a re-scaling of the times #; — —2it; for the purpose of match-
ing with the most common form of the coefficients in the resulting NLS equation later on.
Combining proposition 3.4 with theorem 4.1 we have the following lemma.

flzx,1) =

Lemma 4.7. Let us consider the operator K acting on L*(2 U 9*) with kernel

fT(z5x,8) g (w;x,0)
—w

K(zwix,f) =

, with f and g as above

Then the Hilbert—Carleman determinant
logdet, (Id — K) =7 (¢), (4.31)

is a T-function of the KP II hierarchy, up to the aforementioned re-scaling of times.

We remark again thatjhis class of solutions is different from the one derived in [44—46].
Let us consider now the 0-problem

9:T (z,8) =T (z,8) e €07 g () 60 forze 2U 2"
I(z,t) — 1 (4.32)
Z— 00

with, My as in (M), £(z,t) as in (4.8) and notice the introduction of i in the exponents of the
exponentials.

Theorem 4.8. Let I'(z,t) be the solution of the O-problem (4.32) and let
P =20 lim (P (o) - 1),
Then the function ¢ = 1 (t) satisfies the NLS hierarchy [23, 41] written in the recursive form

i@,mwl = 2'1/Jm+1, ’(ﬁl = ’l/}, m } l7 (433)

21
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Yin = 500 nt ko, b =20m (175, 4.34)

where ), and h,, are functions of t and h; := 0.

The proof of this theorem is classical and is deferred to appendix A. In particular the second
flow gives the focusing NLS equation

. 1

10,9 + 50,0 + [y =0,
where comparing with the notation in the introduction #, = ¢ and #; = x. The third flows gives
the so called complex modified KdV equation

O 3, 1o
3:3¢ + 4 +§W| allw =0.

Setting #, =0 for k>4 one obtains that v(tl,tg,tg) =2\ (t1,t2,13)|* satisfies the KP
equation (4.1) after the rescalings v = —4u and #; — 5#;. The solution of the focusing NLS
equation in terms of Fredholm determinant as in (1.17) follows in a straighforward way

from (4.31).

4.2.1. Reduction to a RH problem. In this section we show that for particular choices of the
function 3(z) and of the domain 2 one can reduce the J-problem (4.32) to a standard RH
problem when z is outside 2 and 2*. The easiest way to solve the O-problem (4.32) is to split
it in components

—

[ (z,t) = [A (z,t)l?(z,t)}

so that

0= 0
p forze 9 (4.35)

—B ()" B (1)

62ﬁ(Z,t
aig (Z7t)

~—

forz € 9* (4.36)

|
=

with the boundary condition

A~ (é) B~ (?) as z — 00. 4.37)

From the equations (4.35) and (4.36) one deduces that

(z,t) is analytic for z in the set Z;

oA Z,t
e B(z,t) is analytic for z in the set Z*.

22
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From the Cauchy—Pompeiu formula, we can rewrite the equations (4.35) and (4.36) as a system
of two integral equations

B * 2 2it(z) s
Alzt) = H +//*B(th)ﬂw(_w) €@ dip A dw

o
) S i (438)

Bet) = 0 A(w,t) B(w)” e %G dip A dw

“U=h T 2 w—z 2ri

Let us assume now that 3(z) is analytic in & simply connected and the boundary of 7 is
sufficiently smooth so that it can be described by the so—called Schwarz function S(z) [28] of
the domain & through the equation

z2=25(z).

The Schwarz function admits an analytic extension to a maximal domain 2° C 2. Here we
assume that .& := 2\ 20 consist of a mother-body, i.e. a collection of smooth arcs. An
example of this is the ellipse. Using Stokes theorem and the Schwarz function of the domain,
we can reduce the area integral in (4.38) to a contour integral, namley

5 . 1 E(W,t) S* (W) B* (W)ZeZif(Z,t) dw
A(z,t) = [0} JFjé@* — o .
B(z,t) = 0 % Aw,t)S(w) (W)2672i§(1’t) dw )

<, - 1 B 09 w—2z 27(_17 s

where the boundary 09 is oriented anticlockwise. By analiticity, we can shrink the contour
integral to the mother-body .#, namely

. D * * 2 2i€(z,t)
A= [[] +§, Zina5 005 (e 4w
., ) (4.40)
. 2 2ig(z,t)
Blat) = m _ﬁfA(W)AS(Tv)iW) : ;:i’ 28,

where AS(w) =S_(w) — S, (w), with S+ (z) the boundary values of S on the oriented con-
tour .Z. The orientation of .# is inherited by the orientation of 0%. We can express the sys-
tem (4.40) in matrix form

_ B —i&(z,t) 03 1/ i&(z,t)o3
Flat) =1 +/ L(w,t)e DM (w) et dl @41
LUL* w—z 2mi
where
- 0 AS(2)B(2)’ xz (2)
M(z) = . 4.42
(‘7’) lAs* 08" xz- () 0 ] 442

Using then the Sokhotski—-Plemelj formula we can rewrite the above integral equation as a RH
problem for a matrix function I'(z,#) analytic in C\{.Z U_.Z*} such that

i—?+ (ZJ) — f_ (Z) e Et)os (1 +M(2)) ei{(z,t)og’ 1€ LUL, )

T(zt)=1+0(z7"), asz— cc.
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We remark that I'(z,¢) and I'(z,) coincides only for z € C\{Z U Z*}. However for our pur-
pose, namely the solution of the nonlinear Scrédinger equation, only the terms of f(z,t) for
7z — oo are needed. When the domain & is an ellipse we show in [6] that the initial data for
the nonlinear Scrodinger equation is step-like oscillatory.

5. Conclusions

The O-problems treated in this manuscript differ from the d-problem introduced in [42, 43] to
study asymptotic behaviour of orthogonal polynomials or PDEs with non analytic initial data
respectively. In those cases the -problem is a by-product of the steepest descent Deift-Zhou
method extended to the case where the jump-matrix is not analytic but otherwise the initial
problem is an ordinary RHP; in our case, the initial data is defined from the solution of the
O-problem and is encoded in the domain & and in the matrix M of the d-problem (1.9). An
equation similar to (4.32) was also studied by Zhu er al [52], with the aim to find solutions for
the defocusing/focusing NLS with nonzero boundary conditions. Another class of d-problems
different from the one considered in the present manuscript has emerged in the study of normal
matrix models [35] and the KP equation [1] as well as other integrable equation [24]. In the
former case the relevant O-problem is

Y (z) =Y ()M (z)

for a 2 x 2 matrix Y(z) with some normalization conditions at infinity; in the latter case the
O-problem corresponds to an equation of the form dz1u(z;x,1) = J(z;x,1)1(—Z; x, ) for a scalar
function p

A generalization that could be considered is one where instead of the ‘pure’ J-problem
(2.1) one has a mixed 0 and Riemann—Hilbert problem; this would correspond to an operator
for example acting on L?(2,d*z) © L*(%,|dz|) (typically with 02 C X); this type of prob-
lems would use, in the computation of the exterior derivative of the Malgrange form, the full
Cauchy—Pompeiu formula. We defer this investigation to future efforts.
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Appendix A. Connection between the 9-Problem and Lax-pair formalism

In this section we prove theorem 4.8 by deriving the corresponding Zakharov—Shabat Lax pair
[51] for the solution of the O-problem (4.32). To simplify the presentation, we restrict only to
the first flow, namely we set t; = x, t, = t and #; = 0 for j > 3. The general case can be treated
in a similar way. Let us consider the matrix

U (g0, 1) =T (g, 1) e (1), (A1)

where I is a solution of the O-problem 4.32 so that we obtain the O-problem

9V (2) = W (2) Mo (2)
] , ) (A.2)
U(x)=(1+0(z7")) e (=37 a7 0.
We denote the terms of the expansion of ¥ near z = oo as follows:
> Iy ()C I) il e
U(gnn =1 ’ i(extt)os A3
(z:x,1) <+§: % )e (A3)
=1
The first observation is that W satisfies the Schwartz-like symmetry
U (0,00 Ex ) =1, (Ad4)

which follows from the uniqueness of the solution after observing that the matrix ®(z;x, 1) :=
W(z:x,1)" solves the same d-problem, thanks to the property M(z;x,1) = —M(Z;x,7)T. Given
that det U = 1 we can rewrite the symmetry as

U (z;x,1) = 0¥ (Z; x, t)Jr 07. (A.5)
This translates to the following symmetry for the matrices I'y(x,):
Ly (x,1) = 02l (x,1)0. (A.6)
Since the operators 0, and 07 commute, we can see that 9,V satisfies the problem (A.2)
0:0,¥ =0, U My (2). (A7)
It now follows that the matrix U(z;x,t) := 9, ¥ (¥ ') is an entire function in z. Indeed
9: (0, 0T 1) = (9:0,0) U~ + 9,0 (9; ¥ 1)
= (0 0) Mo~ — (0, ) U101 (U1
= (0, ¥) MU~ — (0, %) Mu¥ ! = 0.
Thus we obtain the following equation:
OV (z;x,1) = U(z;x,0) ¥ (z;x,1) . (A.8)

In order to determine the z—dependence of U(z;x,t) we consider the asymptotic of ¥(z;x,?)
for z — oo by differentiation of the asymptotic behaviour specified in (A.2)

8}(\1/ o _ <1 + Pl (Zxa t) +0 (Z—2)> iza_3e—i(z)c+zzt)a3 + <axrlz(xa t) +0 (Z—2)> e—i(zx-ﬂ—zzt)m.
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Upon substitution in (A.8) we get
U(zx,t) = 0,0 (U1)
r r
~ —iz <1I+1 (x’t))@ (11 (x’t)> +0((z7 ) (A.9)

Z Z
= —izoz —i[l'; (x,1),03] + O (171) ,

and since we know that U(z; x,1) is entire, we conclude that U is the polynomial in z of first
degree obtained by dropping the O(z~!) in (A.9). Due to the symmetry (A.6) the matrix I'; (x, 7)
has the form

T (x,1) = ["b(x)’cf)t) g (x, ?} : (A.10)

from which we find

rioel=| gy 0

We thus conclude that the matrix U(z;x, ) has the form

—iz 2ib(x,t)] (ALl

Ulzx1) = {21'19 (1) iz
The same arguments can be applied for the parameter 7. In that case, ¥(z; x, ¢) satisfy the ODE
OV (z;x,1) = V(zx,1) ¥ (zx,1) (A.12)

where V(z;x,t) is an entire function in z. Following the same idea as before, we expand
0¥ (z;x,t) for z — o0

(9,\1/ ~ *iZz (H+ I‘1 (Zxat) + FZE? t) +0 (23)> O_3efi(zx+zzt)03 +0 (Zil) e*i(ZX‘FZzt)O'S
(A.13)

and we have

Ty (x,7) n T (x,7)

ro@)

X i7% 03 (H— O (Zx,t) _b (;C’ 2 + (L) (x.0)° +0 (1_3)>

oW (1) =V(zx,1) ~ — (]H— p

Z

= —iz?o3y —iz[[y (x,1),03) — i [Ty (x,1) , 03] + i [T} (x,1), 03] Ty (x,0) + O (zfl) )
(A.14)

We similarly conclude that V(z; x, ¢) is the polynomial part of the above expression, a quadratic
polynomial in z. To complete the calculation we need to relate the matrix T',(x,7) to the d,
derivative of I'; by taking the expansion of both sides of the Lax equation (A.8) as z — oo,
and using the explicit expression of U given in (A.9). The term O(z~!) in (A.8) provides the
equation:

oI ()C, t) =i [FQ (XJ) ,0’3} — l[].—‘l ()C, l) ,0'3} Iy ()C,[) . (A.15)
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The (1, 1) entry of (A.15) yields the relation
Ova (x,t) = —2i|b (x,1) |? (A.16)

while the off diagonal give

(T2 (x,1),03]) p = ([Fz (.0) ,03})21 = —2ba— idb. (A.17)

In conclusion, the matrix V(z;x,7) is

V(zx,0) = —iz’os — iz [Ty (x,1) ,03] — i (T2 (x,1),03] — [Ty (x,1) ,03] Ty (x,1))
= —iz?o3 —iz[ly (x,1) 03] — Ty (x,1)

_ [—iZ? +2ip]*  22b— b
T | 2sb+0b i - 2ib)?]C

(A.18)

Summarizing, the matrix W¥(z;x,7) solves the J-problem A.2 as well as the two linear PDEs
Ul _ |z ¥
0V =U(zx,t)¥ = Llﬁ iz} \
—i? + [z + 50
—zp+10ap i — L

(A.19)
8;‘11 = V(Z;x, t)\I’ =

where we have set ¢ (x,t) := 2ib(x,t). We can see that the matrices U(z;x,¢) and V(z;x,t) are
in the form of the Lax pair of the NLS (1.17), namely, the zero curvature equations [51]

(0T =00V & OU—08V+[U V=0 (A.20)

and the latter is equivalent to the NLS equation (1.17).

Appendix B. Proof of lemma 4.3

In this section we give the proof of lemma 4.3. Since the computations of w(¢ 4= [¢~!]) are the
same, we give the proof only for w(t — [¢~1]).
From (3.21), (4.12) and (4.14), we get

= —//@Tr r (z,t— [g"])azr (z7t— [(‘ID(S[C]M(M_ [C_ID) dzz/;;iz

= //@TrED(Z)FI(Z) '@ (c@T @D () 6 (P@MEH D™ (2))) de/;;iz
= —//@Tr (D(Z)F’l (2)0:T (2) D™ (2) ¢ (D(Z)M(Z’t)l)fl (z))) dzg?”qz B
N Tc - o ZAdz
Jror o wacarep @i (pemeon 0)) G (B.2)
- //@ (D@ o™ ()b (POMEOD™ () ) FaE. (B.3)

We now consider the three parts (B.1)-(B.3), separately.
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B.1. Computation of (B.1)

_//gTr(p—l (2) 0. (2) 6M (2.1)) dzz/;;ler
- // (1 2 () [~ (5cD() M (z0)]) S
//Tr 5<D()[ ()8F() (Zt)])dZ/\dz

2ri

We find:

Since ¢ ¢ 2, the matrix D™'(z) in (4.13) is analytic in & and using the d-problem for I we
can rewrite the two integrals as

dzANdz

E)=w@+ [ or (0 @Ar @D (8D () T
//Tr (0.M(z.0) D™ (2) 6D (2) ELE

27i
We now observe that the last integral is independent of ¢, due to the fact that D(z) is diagonal.
Moreover, using

(B.4)

“1(2)6:D(2) = ——E;d¢,
(2)6¢D(2) -0 1d¢
where E;; = [(1) 8},we find
dz/\dz dzZAdz
//Tr (0M (0D (0D () S //94 g 0M@), G @

The RHS of (B.5) equals d:y(¢). Now, the integrand of the remaining integral in (B.4) does
not have a pole in & and we can use Stokes’ Theorem

dZ z _ dZ
é@n( 1(2)0.0 (2)D (z)agD(z)).yga@C(Z_o (T @)0L (), 5

2mi

where —09 is the border of & oriented clockwise. Since I'(z) is analytic outside 2, we can
apply Cauchy’s residue Theorem and pick up the residues at z = ( (there is no residue at z = co
because the integrand is O(z2)):

Z i
%8@ C(Z - C) (F22 (Z) 8ZFH (Z) - azF21 (Z)Fu (Z)) ﬁ

=T ()3T (€) — 8T () T12 (C)

so that

(B.1) =w(t) + (T2 (¢) 011 (¢) = 0cTar () T12(€)) A 4 6¢v (€) - (B.6)
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B.2. Computation of (B.2)

Let us consider (B.2):

- [ @ @ocEr@men) St

- [ reor e @ac@r @b o) %
+ //_@ Tr(17! () (LT (M (z.t) D' (2)5cD (2))
- e @ @ocEr @ men) S
+ //j Tr(0:T7" (2) €' (2)0.C(2) T (z) D" (2) 6: D (2)) ;m-
+ [[ o @o.c@Ir @D @D @) S

(B.7)

Since the only singularity is at z = ¢, which is outside the domain &, we can apply Stokes’
Theorem to the integration and we get

—- [ (e @acor@meor @)
;é@Tr(r @ @ACEOTED™ DODE) 5y B
Now observe that
()M 0T (20) = 0: (0T )T (). ®9

Using (B.9) in the first integral of (B.8), we can rewrite it as a contour integral

- // Tr(T! (2) €' (2)0.C ()T ()M (2.1)) %
/ 077 (¢ () 0.CIT (T (9) ToF
_75 Tr(C ()GC()(SF(z)F_l(z))%.
—09

From the explicit expression of C in (4.16) we obtain

. { 1 ,51“%()
a1e H(CE) = —— [ ]
©) AT (0)T'12(C)
detC(2) (1_5) Talg) (pg) BT enro N
0.C(z) = —1E
=1
C 11
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and
Tr(C7'(2)0.C(z)0T(z)I 7' (z)) = FIO ((5F(z)I‘—1(z))“ + E?igg (5r(z)p—1<z))12>
_ 11 (29)n(z) — 0T 1(2)I1(2)
(z=9¢)
I'0(C) (T 12(2)Thi(z) — 0T 11 (2)T12(2)
it 0 )
We thus conclude that the first integral in (B.8) is given by
$ (AT 0) 5 = (P2 (0) - T T
—09 27Tl F“(C)
_or(Q) N
=0 =dInT(C). (B.10)

To compute the second integral in (B.8) we expand the trace and obtain
Tr(T =" (2)C(2)9,C(2)T'(z)D ™ ' (2)0:D(2))

_ ~ Tu@E@lua()
- c<z—<>2F”(Z><F”(Z) (0 )

So we are left with a contour integral with a double pole at z = ¢ and a simple pole at z = co.
Using the explicit expression (4.16) for the matrix C we obtain:

$ @ @ACEIED ! HADE) 5
09 Ti

S P (@) &
‘3’58_@ o @ (F”(Z) (o) > 2

1 detI'(¢) Ac(T11(O)T12(¢)) 21 (€)
—fer c +0¢(T'11(OT22(¢)) — Th(0)
= 0cIn11 () + 111 (Q) 0cL'22 (€) = 0Lz (O T2 (€. (B.11)
Combining (B.10) with (B.11) we have
(B.2) = 01¢c) (In(T'11 (€))) + (T'11 (€) 922 (€) = T21 (€) 912 (€)) dC. (B.12)

B.3. Computation of (B.3)
This term turns out to vanish; indeed

- dzAdz
3= [[ 707 @an@smen) SE
dzAdz

//@TV(DI(Z)azD(Z) [M(z.6). D' (2)5.D(2))) i
= //j Tr (6¢(z,6)D~ " (2)9,D(z) [M(z.t), 03)) dz Adz

2mi

_ //_02 Tr (D' (2)0.D(z) [M(2.6),D~" (2)6.D(z)])

dzAdz
2mi
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and the integrand vanishes identically because of the cyclicity of the trace and the fact that D
is a diagonal matrix. In conclusion, adding the equations (B.6) and (B.12), we obtain

w(t—[¢7"]) =w®) + g (T (€) + 7 (€)- (B.13)

Substituting C(z) and D(z) with C(z) and D(z) respectively and using the nonsingular condition
for K (2.1), we find w(¢ + [¢~']) with similar calculations and we get the following result

w(t+[¢T"]) =w® +5gIn (T5(Q) =7 (€)- (B.14)

and this proves the lemma 4.3. g
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