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CLT for β-Ensembles at High Temperature
and for Integrable Systems: A Transfer
Operator Approach

G. Mazzuca and R. Memin

Abstract. In this paper, we prove a polynomial central limit theorem for
several integrable models and for the β-ensembles at high temperature
with polynomial potential. Furthermore, we connect the mean values, the
variances and the correlations of the moments of the Lax matrices of these
integrable systems with the ones of the β-ensembles. Moreover, we show
that the local functions’ space-correlations decay exponentially fast for
the considered integrable systems. For these models, we also established
a Berry–Esseen-type bound.
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1. Introduction

In this paper, we establish a central limit theorem for eigenvalue fluctuations of
the Lax matrices of several integrable models and for the classical β-ensembles
of random matrix theory in the so-called high-temperature regime. Motivated
by the recent observation that both topics are closely related, we connect, for
the considered integrable systems, the limiting variance in the CLT to the one
of the associated β-ensemble in the high-temperature regime, by establishing
a relation between their free energies. Furthermore, we establish exponential
decay of space correlation for the considered integrable models and a Berry–
Esseen-type bound.

We start by describing the case of the Toda chain, which will serve both
as a motivation for the results and as a way to introduce the key objects of
the present work.

1.1. The Toda Chain: An Introductory Case

The classical Toda chain (or Toda lattice) [68] is the dynamical system de-
scribed by the following Hamiltonian:

HT (p,q) :=
1
2

N∑

j=1

p2j +
N∑

j=1

VT (qj+1 − qj) , VT (x) = e−x + x − 1 ,

with periodic boundary conditions qj+N = qj + Ω ∀ j ∈ Z, where Ω > 0 is
fixed. Its equations of motion take the form:

q̇j =
∂HT

∂pj
= pj , ṗj = −∂HT

∂qj
= V ′

T (qj+1−qj)−V ′
T (qj −qj−1), j = 1, . . . , N .

(1.1)
It is well known that the Toda chain is an integrable system [39,68]. One

way to prove it is to put the Toda equations in Lax pair form. This was obtained
by Flaschka [26] and Manakov [50] through the following non-canonical change
of coordinates:

aj := −pj , bj := e
1
2 (qj−qj+1) ≡ e− 1

2 rj , 1 ≤ j ≤ N,

where rj = qj+1 − qj is the relative distance between particles j and j + 1.
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Defining the Lax operator L as the periodic Jacobi matrix [70]

L :=

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

a1 b1 0 . . . bN

b1 a2 b2
. . .

...

0 b2 a3
. . . 0

...
. . . . . . . . . bN−1

bN . . . 0 bN−1 aN

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

, (1.2)

and the antisymmetric matrix B

B :=
1
2

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

0 b1 0 . . . −bN

−b1 0 b2
. . .

...

0 −b2 0
. . . 0

...
. . . . . . . . . bN−1

bN . . . 0 −bN−1 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

,

a straightforward calculation shows that the equations of motions (1.1) are
equivalent to

L̇ = [B;L] ,

where [B;L] = BL−LB is the commutator of two matrices. This form implies
that the eigenvalues of L are conserved, and therefore, Tr

(
Lk
)
, k = 1, . . . , N

are constants of motions for the Toda lattice, so the system is integrable [8]. We
call these quantities conserved fields. Also, note that the sum of the stretches∑N

j=1 rj = Ω is conserved along the dynamic.
Let α > 0 and V : R → R be a Lebesgue-measurable function such that

for some C ∈ R, limx→±∞
V (x)
x2 > 0 and V (x) > C for all x ∈ R. We introduce,

after [64], the probability measure on R
N × R

N
+

dμα,V
N,Toda(a,b) :=

1
ZToda

N (α, V )

N∏

j=1

b2α−1
j 1bj>0e

−Tr(V (L))dadb, (1.3)

where L is a periodic tridiagonal matrix of the form (1.2) and

Tr (V (L)) =
N∑

j=1

V (λj(L)),

denoting by λj(L), 1 ≤ j ≤ N the eigenvalues of L.
The measure μα,V

N,Toda is called Generalized Gibbs Ensemble (GGE) of the
Toda chain with pressure parameter α > 0 and potential V . Because both
quantities Tr (V (L)) and

N∏

j=1

bj = exp

⎧
⎨

⎩−1
2

N∑

j=1

rj

⎫
⎬

⎭

are constants of motion, μα,V
N,T is invariant under the Toda flow, this is a con-

sequence of a more general result, see [33,37].
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Note that the conditions on V (x) are enough to ensure that the normal-
izing constant ZToda

N (α, V ) is finite. It is called the partition function of the
system, and it reads

ZToda
N (α, V ) =

∫

RN ×R
N
+

N∏

j=1

b2α−1
j 1bj>0e

−Tr(V (L))dadb.

In the framework of generalized hydrodynamics, it is expected that for
generic initial data, the long-time distribution of the Toda chain converges
towards a GGE whose pressure α and potential V are prescribed by the initial
condition. Formally, it is expected that for sufficiently regular observables f :
R

N × R
N
+ → R we have as t → +∞

1
t

∫ t

0

f(a(s)),b(s))ds → E
α,V
N [f(a,b)],

where the expectation is taken under μα,V
N,T , and where α, V depend on (a(0),

b(0)). From there, understanding the GGE with arbitrary potential and pres-
sure parameter is key to understanding the Toda lattice’s long-time behaviour.

Under μα,V
N,Toda, L is a random matrix whose law is invariant under the

Toda flow. It turns out, as was observed by Spohn in [64], that its spectral
properties can be linked with the ones of the real β-ensemble in the high-
temperature regime.

Fix N ∈ N, β > 0 and V : R → R Lebesgue-measurable such that for
some δ > 0, c ∈ R, we have for all x ∈ R

V (x) ≥ (Nβ + 1 + δ) log |x| + c.

The real β-ensemble of size N with potential V is the probability measure on
R

N given by

dPβ,V
N (λ1, . . . , λN ) =

1

Zβ,V
N

∏

1≤i<j≤N

|λi − λj |βe−∑N
j=1 V (λj)dλ . (1.4)

When β ∈ {1, 2, 4} and V is quadratic, this measure is the joint law of the
(unordered) spectrum of, respectively, the GOE, GUE and GSE (see [6, Section
2.5] for example), giving matrix representation for the β-ensemble in those
specific cases. In [19], Dumitriu and Edelman gave a tridiagonal matrix model
for the β-ensemble of size N with quadratic potential for any choice of β > 0:

Let T be the following random tridiagonal matrix with independent co-
efficients (up to the symmetry):

• The diagonal entries Ti,i are standard Gaussians
• For 1 ≤ i ≤ N − 1, the off-diagonal entry Ti,i+1 = Ti+1,i is distributed as

1√
2
χβ(N−i),

where for a > 0, the χa law is given by the density

fa(x) =
21−a/2

Γ(a/2)
xa−1e−x2/21x>0.



CLT for β-Ensembles at High Temperature

Then, [19, Theorem 2.12] asserts that the distribution of the eigenvalues of T
is given by the β-ensemble of size N with potential V (x) = x2/2.

With this last point in mind, let

T :=

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

a1 b1 0 . . . 0

b1 a2 b2
. . .

...

0 b2 a3
. . . 0

...
. . . . . . . . . bN−1

0 . . . 0 bN−1 aN

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

be the (nonperiodic) tridiagonal matrix whose entries are distributed according
to the measure

dμβ,V
N,beta =

1
Zbeta

N (β, V )

N−1∏

j=1

b
β(N−j)−1
j 1bj>0e

−Tr(V (T ))dadb,

with a = (a1, . . . , aN ) ∈ R
N and b = (b1, . . . , bN−1) ∈ R

N−1
+ . Then, the eigen-

values of T are distributed according to the β-ensemble (1.4) with potential
V , the case V = x2

2 being the case where T has independent entries described
above.

The parameter β is allowed to be N -dependent and can be interpreted
as an inverse temperature. In this paper, we call the high-temperature regime
the framework where β = 2α

N for some fixed α > 0. We then define the high-
temperature version of μβ,V

N,beta as

dμα,V
N,HT := dμ

2α/N,V
N,beta =

1
ZHT

N (α, V )

N−1∏

j=1

b
2α N−j

N −1
j 1bj>0e

−Tr(V (T ))dadb .

(1.5)
We can now sketch the link between the Toda chain distributed according

to a GGE and the high-temperature real β-ensemble. Consider the GGE (1.3)
with quadratic potential V (x) = x2/2. Then, under μ

α,x2/2
N,Toda, the entries of L

become independent (up to the symmetry) and their law is given by:

• the diagonal entries Li,i are standard Gaussian
• the off diagonal entries Li,i+1 = Li+1,i, 1 ≤ i ≤ N (where the indices are

taken modulo N) are distributed as 1√
2
χ2α.

With the choice β = 2α/N in (1.4), the entries near the top left corner of
Dumitriu–Edelman representation (i.e. the matrix T distributed according to
μ

α,x2/2
N,HT ) resemble the ones of the top left corner of L when (a,b) is distributed

according to μ
α,x2/2
N,Toda. One can then hope to pull this link between both models

for more general choices of V . As already mentioned, this fundamental remark
was made by Spohn in [64] where the author was able to derive the limit of the
empirical measure of eigenvalues of the Toda Lax matrix L under the GGE
in terms of the limiting measure of the β-ensemble in the high-temperature
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regime, both with polynomial potential V . Namely, denoting the empirical
measure of eigenvalues of any N × N complex matrix A

νN (A) =
1
N

N∑

j=1

δλj(A), (1.6)

Spohn argued that with (a,b) distributed according to μα,V
N,Toda, the empirical

measure νN (L) converges almost surely as N → ∞ towards some deterministic
measure νV

α , which is given in terms of the limiting empirical measure μV
α of

the high-temperature β-ensemble, β = 2α
N , by

νV
α = ∂α

(
αμV

α

)
, (1.7)

where the last equality is understood in the weak sense, i.e. tested against
bounded continuous functions. This was proved for the quadratic potential in
[51] and generalized to potentials with polynomial growth in [36], where the
authors established large deviations for the empirical measure of the Toda Lax
matrix and related the associated rate function with the one of the β-ensemble
at high temperature.

In the present paper, as an application of our main Theorem 1.5, we
push the comparison between both models further by linking the fluctuations
of the empirical measure of the Toda chain to the ones of the high-temperature
β-ensemble.

Namely, we show that taking a polynomial potential V , considering
case 1: the periodic tridiagonal matrix L distributed according to μα,V

N,Toda, eq.
(1.3)

case 2: the tridiagonal matrix T distributed according to μα,V
N,HT, eq. (1.5),

we have for some σ2
Toda(α, V, g) > 0 and σ2

HT(α, V, g) > 0 the following con-
vergences in distribution:

in case 1,
√

N

(∫

R

gdνN (L) − lim
N→+∞

∫

R

gdνN (L)
)

N→∞−−−−→ N (0, σ2
Toda(α, V, g))

where νN (L) (1.6) is the empirical measure of L.
in case 2,
√

N

(∫

R

gdνN (T ) − lim
N→+∞

∫

R

gdνN (T )
)

N→∞−−−−→ N (0, σ2
HT(α, V, g))

where νN (T ) (1.6) is the empirical measure of T .
Furthermore, we establish that both limiting variances are linked through

σ2
Toda(α, V, g) = ∂α

(
ασ2

HT(α, V, g)
)
,

which is the analogue of (1.7) at the level of fluctuations of the empirical
measures of eigenvalues.

This result is particularly relevant in the context of the so-called Gen-
eralized Hydrodynamics, a recent physical theory that allows computing the
correlation functions for classical integrable models, for an introduction to the
subject, see [18,66]. According to this theory, one of the main ingredients to
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Table 1. Integrable systems and random matrix ensembles

Integrable System (Type 1) β-ensemble at high tempera-
ture (Type 2)

Toda lattice Real
Defocusing Ablowitz–Ladik lattice Circular
Exponential Toda lattice Laguerre
Defocusing Schur flow Jacobi
Volterra lattice Antisymmetric

compute the correlation functions for the integrable model at hand is to be
able to calculate the correlation functions for the conserved fields at time 0.
We are able to access these quantities as a consequence of Theorem 1.5. We
show how to do it in Sect. 2. We also mention the recent work [52], where
the authors made molecular dynamics simulations of the correlation functions
of the Toda lattice, and they compared them with the predictions of linear
Generalized Hydrodynamics, showing an astonishing agreement.

The relation between the Toda chain and the high-temperature regime of
the real β-ensemble is not a unique case—it is an instance of a broader picture
linking two types of models:

Type 1) discrete space, continuous-time integrable system with nearest-
neighbour interaction endowed with some GGE

Type 2) high-temperature β-ensemble on some given curve of the complex
plane.

Indeed, an analogue result to the one of Spohn for the Toda lattice holds true
also for several other pairs integrable system/β-ensemble at high-temperature
matrix model as it was described in [33,35,53,65,66].

In the present manuscript, we extend the aforementioned association. We
establish a similar outcome analogous to the one delineated for the fluctua-
tions of the Toda lattice and the real β-ensemble at high temperature. This
extension is applicable to other pairs of integrable systems and β-ensembles
at high temperatures, as presented in Table 1. The correspondence between
the systems of this table was already described in [33] at the level of empirical
measures under particular choices of potentials defining the GGEs and their
associated β-ensemble. We introduce the systems at stake in Sect. 2.

In the next section, we model the present picture by introducing two
types of matrices and of distribution for their entries: the first type models are
the Lax matrix of integrable systems, distributed according to a GGE, and the
second type models the matrix representation of the associated β-ensemble in
the high-temperature regime. We then state the main results of this paper.

1.2. Main Results of the Paper

We consider the following matrix models.
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• Type 1-i) Periodic Jacobi matrices, which are periodic tridiagonal matrix
of the form

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

a1 b1 0 . . . bN

b1 a2 b2
. . .

...

0 b2 a3
. . . 0

...
. . . . . . . . . bN−1

bN . . . 0 bN−1 aN

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

,

for a = (a1, . . . , aN ) ∈ R
N , b = (b1, . . . , bN ) ∈ R

N
+ .

• Type 1-ii) Periodic positive-definite Jacobi matrices, which are periodic
tridiagonal matrix L of the form

L = BBT,

where B ∈ Mat(R, N) reads

B =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

a1 b1 0 . . . 0

0 a2 b2
. . .

...

0 0 a3
. . . 0

...
. . . . . . . . . bN−1

bN . . . 0 0 aN

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

,

for a = (a1, . . . , aN ) ∈ R
N
+ , b = (b1, . . . , bN ) ∈ R

N
+ .

• Type 1-iii) Antisymmetric tridiagonal periodic matrices:

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

0 a1 0 . . . −aN

−a1 0 a2
. . .

...

0 −a2 0
. . . 0

...
. . . . . . . . . aN−1

aN . . . 0 −aN−1 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

,

for a = (a1, . . . , aN ) ∈ R
N
+ .

• Type 1-iv) Periodic CMV (after Cantero, Moral and Velazquez) matri-
ces, which are 2N × 2N unitary matrices given by

E = LM,

where we define L and M in the following way. Let a = (a1, . . . a2N ) be
complex numbers of the unit disc D. Define the 2 × 2 unitary matrix Ξj

Ξj =
(

aj ρj

ρj −aj

)
, j = 1, . . . , 2N , ρj =

√
1 − |aj |2 .
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Then, L and M are the 2N × 2N matrices

L =

⎛

⎜⎜⎜⎝

Ξ1

Ξ3

. . .

Ξ2N−1

⎞

⎟⎟⎟⎠ , M =

⎛

⎜⎜⎜⎜⎜⎝

−a2N ρ2N

Ξ2

. . .

Ξ2N−2

ρ2N a2N

⎞

⎟⎟⎟⎟⎟⎠
.

The matrix E is a unitary pentadiagonal periodic matrix.
• Type 1-v) Two diagonals periodic matrices given by

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 a1 0 · · · bN−r+1 0 0 0
0 0 a2 · · · 0 bN−r+2 0 0
...

. . . . . . . . . . . . . . . . . .
0 0 0 · · · ar−1 0 0 bN

b1 0 · · · · · · 0 ar 0 0

0 b2 0 · · · . . . . . . . . .
...

. . . . . . . . . . . . 0 0 aN−1

aN 0 · · · bN−r · · · 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

r + 1 row

N − r column

where a,b ∈ R
N
+ . In applications, we consider either a1 = a2 = · · · =

aN = 1 or b1 = b2 = · · · = bN = 1.
We also consider the non-periodic counterparts of the previous matrices.

More specifically,
• Type 2-i) Jacobi matrices, which are symmetric tridiagonal matrices

⎛

⎜⎜⎜⎜⎜⎜⎝

a1 b1
b1 a2 b2

b2
. . . . . .
. . . . . . bN−1

bN−1 aN

⎞

⎟⎟⎟⎟⎟⎟⎠
,

where a ∈ R
N and b ∈ R

N−1
+ .

• Type 2-ii) Positive-definite Jacobi matrices, tridiagonal matrix T of the
form

T = BBT,

where B ∈ Mat(R, N) reads

B =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

a1 b1 0 . . . 0

0 a2 b2
. . .

...

0 0 a3
. . . 0

...
. . . . . . . . . bN−1

0 . . . 0 0 aN

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

,



G. Mazzuca and R. Memin Ann. Henri Poincaré

for a = (a1, . . . , aN ) ∈ R
N
+ , b = (b1, . . . , bN−1) ∈ R

N
+ .

• Type 2-iii) Tridiagonal Antisymmetric matrices:
⎛

⎜⎜⎜⎜⎜⎜⎜⎝

0 a1 0

−a1 0 a2
. . .

0 −a2 0
. . . 0

. . . . . . . . . aN−1

0 −aN−1 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

,

for a ∈ R
N−1
+ .

• Type 2-iv) CMV matrices, 2N × 2N unitary matrices of the form

E = LM,

where

L = diag (Ξ0,Ξ2,Ξ4, . . . ,Ξ2N ) and M = diag (Ξ1,Ξ3,Ξ5 . . . ,Ξ2N−1) ,

and the blocks Ξj , j = 1, . . . , 2N − 1 are defined as

Ξj =
(

aj @ ρj

ρj @ − aj

)
, j = 1, . . . , 2N − 1 , ρj =

√
1 − |aj |2 .

for a = (a1, . . . , a2N ) ∈ D
2N , while Ξ0 = (1) and Ξ2N = (a2N ) are 1 × 1

matrices. The matrix E is a pentadiagonal matrix.
The periodic matrices (Type 1) that we consider are the Lax matrices

of some integrable models. These are particular dynamical systems that are
Liouville integrable, and their integrability is proved by obtaining a Lax pair
(L,A) [48] representation of the model, meaning that the equations of mo-
tions for each of these systems are equivalent to the following linear system of
ordinary differential equations for some matrices L,A

L̇ ≡ dL

dt
= [L;A] = LA − AL .

This formulation is useful since it implies that {Tr
(
Lk
)
}N

k=1 are a system

of independent constants of motion
(

d
dt

Tr
(
Lk
)

= 0
)

for the system at hand,

so the system is integrable in classical sense. We call these quantities conserved
fields. For a comprehensive introduction to classical integrable systems, we
refer to [8].

We introduce each integrable model with its matrix representation in
Sect. 2, but we anticipate that

• the Toda lattice [68] has as Lax matrix a periodic Jacobi matrix (type
1-i),

• the Exponential Toda lattice [33] has a positive-definite periodic Jacobi
matrix (type 1-ii),

• the Volterra lattice [33] has an antisymmetric periodic one (type 1-iii),
• the Ablowitz–Ladik lattice [2] and the Schur flow [31] have a periodic

CMV one (type 1-iv),
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• the family of Itoh–Narita–Bogoyavlenskii [10] lattices have a bidiagonal
periodic one (type 1-v).

We endow the periodic matrices of type 1 with the so-called Generalized Gibbs
Ensemble of the corresponding dynamical system. An important property of
these measures is that they are invariant with respect to the dynamics of
the corresponding integrable system. These Generalized Gibbs Ensembles are
probability measures on XN , where X is a convex subset of Rd, d = 1 or 2
(with C identified with R

2) depending on the considered model, of the form

μ
(1)
N =

1

Z
(1)
N (α,
P )

⎛

⎝
N∏

j=1

F (xj , α)

⎞

⎠ e−Tr(�P (L))dx . (1.8)

Here L is a matrix of type 1, and the integration variable x = (x1, . . . , xN ) is
to be understood as the entries of L. In our applications, we will specify the
set X to be

• model 1-i) x = (a,b) ∈ R
N × R

N
+ , X = R × R+

• model 1-ii) x = (a,b) ∈ R
2N
+ , X = R+ × R+

• model 1-iii) x = a ∈ R
N
+ , X = R+

• model 1-iv) x = a ∈ D
N (N even), X = D

• model 1-v) x = a (resp. x = b) ∈ R
N
+ if b1 = · · · = bN = 1 (resp. if

a1 = · · · = aN = 1), X = R+.
For our applications, we consider polynomial potentials: 
P stands for the real
part of a polynomial P ∈ C[X]. In all models except type 1-iv, we take directly
P ∈ R[X]. Model 1-iv is the only one with complex entries, so in this case we
consider just 
P . Furthermore, P has to be chosen in such a way that the
measure (1.8) is normalizable, i.e. such that the associated partition function
converges. Note that with this choice of potential, the trace Tr (
P (L)) =

Tr (P (L)) is simply expressed either in terms of the diagonal entries of powers
of L, or in terms of the eigenvalues of the matrix L.

We recover the GGE of the Toda lattice (1.3) with polynomial potential
taking for x = (a, b) ∈ R × R+

F (x, α) = F (a, b, α) = b2α−1.

In this case, taking P ∈ R[X] polynomial with even degree n ≥ 2 and
positive leading coefficient ensures the convergence of the partition function
ZToda

N (α, P ) of the model.
The non-periodic matrices of type 2 are related to the classical β-ensembles.

More specifically,
• The Real β-ensemble has a Jacobi matrix representation [20] (type 2-i)
• The Laguerre β-ensemble has a positive definite Jacobi matrix represen-

tation [20] (type 2-ii)
• The Antisymmetric β-ensemble has a tridiagonal antisymmetric matrix

representation [21] (type 2-iii)
• The Circular and Jacobi β-ensemble have a CMV matrix representation

[45] (type 2-iv)
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We introduce properly those ensembles in Sect. 2. As in (1.5) for the case of the
real β-ensemble, we consider these ensembles in the high-temperature regime,
meaning that the parameter β scales with the matrix size N as β = 2α

N , for
some α ∈ R+ independent of N .

In all the cases we consider, the joint density of the entries of the matrix
representation of the β-ensembles with polynomial potential can be expressed
as:

μ
(2)
N =

1

Z
(2)
N (α,
P )

⎛

⎝
N−1∏

j=1

F

(
xj , α

(
1 − j

N

))⎞

⎠R(xN )e−Tr(�P (T ))dx .

(1.9)
As before, this probability measure is the entry-wise law of T ; furthermore, in
our applications, the space is the same as in the corresponding type 1 model:

• model 2-i) x = (a,b) ∈ R
N × R

N
+

• model 2-ii) x = (a,b) ∈ R
2N
+

• model 2-iii x = a ∈ R
N
+

• model 2-iv) x = a ∈ D
N (N even)

In the previous equation, R is a distribution defining a probability measure
supported on a subset of X: we denote, with an abuse of notation, R(x)dx the
integration against R. Thus, for some X ′ ⊂ X,

∫
X′ R(x)dx = 1 and for any

ϕ ∈ C∞
c (X) with support disjoint from X ′,

∫
X

ϕ(x)R(x)dx = 0.
In this notation, the type 2 models are defined on the same space as the

type 1. As an example, considering x = (a, b) ∈ R × R+

F (x, α) = F (a, b, α) = b2α−1, R(x) = R(a, b) = δ0(b),

we recover the tridiagonal representation of the real β-ensemble in the high-
temperature regime (1.5) with polynomial potential, taking X ′ = R × {0}.

In our applications, depending on the considered model, the set X ′ will
be taken to be:

i. Real β-ensemble: R × {0}
ii. Laguerre β-ensemble: R+ × {0}
iii. Antisymmetric β-ensemble: {0}
iv. Circular (resp. Jacobi) β-ensemble: S1 = {z ∈ C | |z| = 1} (resp. {−1, 1}).

As for the matrices of type 1, P ∈ R[X] except for the model 2-iv asso-
ciated with CMV matrices, which is the only model of type 2 with complex
entries. We remark that the function F specified for the real β-ensemble at
high temperature is the same as the one for the Toda lattice (1.3).

As we already mentioned, we focus on the fluctuations (or linear statis-
tics) around the equilibrium measure of these general models, where we choose
the functions F , P and the distribution R so that the partition functions
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Z
(1)
N (α,
P ) =

∫

XN

⎛

⎝
N∏

j=1

F (xj , α)

⎞

⎠ e−Tr(�P (L))dx

Z
(2)
N (α,
P ) =

∫

XN

⎛

⎝
N−1∏

j=1

F

(
xj , α

(
1 − j

N

))⎞

⎠R(xN )e−Tr(�P (T ))dx

are finite for all N . Recall that X is a convex subset of Rd. In our applications,
d = 1 or 2, and C is identified with R

2.
Specifically, we focus on analysing the fluctuations

∫

C

QdνN − lim
N→∞

∫

C

QdνN , (1.10)

for polynomial test functions Q, where νN is the empirical measure of eigen-
values of the considered matrix M :

νN =
1
N

N∑

j=1

δλj(M),

with λj(M) denoting the eigenvalues of M . In this equation, δx denotes the
Dirac delta function centred at x. Note that the existence of the limit

lim
N→∞

∫

C

QdνN

is not straightforward: we establish it in Theorem 1.5, see Remark 1.6.
Our paper utilizes a transfer operator technique to analyse the random

variable (1.10) for polynomial potentials 
P .
The study of statistical spectral properties of Lax matrices was initiated

by Spohn in [64], establishing the link between the Lax matrix of the Toda
chain distributed according to any of the GGEs, and the real β-ensemble at
high temperature, as sketched in Sect. 1.1. See also [51]. In [63–65], the author
studies space-time correlation functions for the Toda lattice and, leveraging
the theory of Generalized Hydrodynamics [18], he argues that they have a
ballistic behaviour, characterized by symmetrically located peaks that travel
in opposite directions at a constant speed and decay as t−1 when t approaches
infinity. To achieve this result, Spohn computed the density of states of the
Toda Lax matrix by connecting the Generalized Gibbs Ensemble of the Toda
lattice to the real β-ensemble in the high-temperature regime [4]. Later, one
of the authors and T. Grava connected the Generalized Gibbs ensemble for
the Ablowitz–Ladik lattice and the Schur flow to the Circular β-ensemble and
the Jacobi β-ensemble, respectively, in the high-temperature regime [28,38],
as did H. Spohn independently [35,65]. For all these models, a large deviation
principle for their mean density of states was developed in [36,53]. Further-
more, in [33], the authors established connections between the classical Gibbs
ensemble for the Exponential Toda lattice and the Volterra lattice with the
Laguerre ensemble [20] and the Antisymmetric β-ensemble [21], respectively.

In addition to integrable systems, our study also involves the classical
β-ensembles. Specifically, we investigate the random variable (1.10) for these
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ensembles in the high-temperature regime. The study of these quantities was
initiated by Johansson in [41], where the author derived a central limit theorem
(CLT) for the Gaussian Unitary Ensemble with a polynomial potential. This
result was subsequently generalized to other models and different values of
β in [12,22,61], and more recently in [13], where the authors also obtained
a rigidity result for the eigenvalues of the β-ensembles. See also [46] for a
refinement of the CLT for the circular β-ensemble at a mesoscopic scale. Other
relevant works include [56], where a CLT was derived for the β-ensemble in
the high-temperature regime with a quadratic potential, [38], where a CLT for
the Circular β-ensemble at high temperatures was obtained using a normal
approximation method, and the recent paper [23], where the authors derived
a CLT for the real β-ensemble in the high-temperature regime for general
confining potentials. We also mention the work [7], where Coulomb gases in
dimensions d ≥ 2 were investigated, and local laws were studied for various
temperature regimes. Finally, we mention the recent works [42] and [15,16],
where the authors established super-exponential bounds for the convergence
of moments of the CUE, COE, and CSE to a Gaussian vector.

Statement of the results. We come to precise statements of the main results of
the present paper. To do that, we introduce the concept of circular functions.

Definition 1.1. Let N ∈ N and s ≥ 1. Write N = sM + � where 0 ≤ � < s.
We say that a function Y : XN → C is s-circular if there exist two functions
y : X2 s → C, and ỹ : X2 s+� → C such that

Y (x) =
M−1∑

j=1

y(xj ,xj+1) + ỹ(x1,xM , xsM+1, . . . , xN ),

where xj = (x(j−1)s+1, . . . , xjs) and s is independent of N for N big enough.
We call y a seed of Y , ỹ a weed of Y , and s the circular index of Y . When we
are not interested in the specific circular index of the function Y , we just say
that Y is circular.

Remark 1.2. We notice that

• The seed of a function is not unique, indeed ŷ(xj ,xj+1,xj+2,xj+3) =
y(xj ,xj+1) + y(xj+1,xj+2) + y(xj+2,xj+3) is another seed;

• the sum of a s1-circular function Y1 and a s2-circular function Y2 is a s3-
circular function Y3, where s3 is the smallest common multiple between
s1, s2. In this situation, we say that y1, y2 are compatible seeds of Y1, Y2

if
– y1 + y2 is a seed of Y3;
– the circular indexes of y1, y2 is s3;
– y1 is a seed of Y1, and y2 is a seed of Y2

Remark 1.3. The definition of circular function and seeds was introduced in
this context in [30].

Furthermore, the following lemma holds true
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Lemma 1.4. Consider any type 1-2 matrix M . Then for any polynomial P ∈
C[X], Tr (P (M)) is circular.

We detail the proof of this Lemma in Appendix A.
Given this definition and this lemma, we can proceed by stating our

main result. First, we state the assumptions we make for the definition of our
measures of interest μ

(1)
N (1.8) and μ

(2)
N (1.9). Let M be a matrix of type 1 or

of type 2, endowed with the distribution μ
(1)
N or μ

(2)
N on XN , X ⊂ R

d, d = 1
or 2.

Throughout the paper, we will consider polynomial potentials with the
following properties, depending on the considered model.

Hypotheses 1.1.

Models 1-i and 2-i: P ∈ R[X], with degree d ≥ 2 and positive leading coefficient
Models 1-ii and 2-ii: P ∈ R[X], with degree d ≥ 1 and positive leading coeffi-
cient
Models 1-iii and 2-iii: P ∈ R[X], with P of the form P (x) = (−1)dadx

2d+Q(x)
with ad > 0 and Q ∈ R[X] with degree smaller than 2d − 1.
Models 1-iv and 2-iv: P ∈ C[X]
Model 1-v: P ∈ R[X] with degree j(r + 1) for some j ≥ 1 (with r appearing in
the definition of the matrix model) and positive leading coefficient.

Hypotheses 1.2. To prove our main result, we assume the following:

HP 1. X is a convex subset of Rd, d = 1 or 2 (C being identified with R
2).

HP 2. F (x, α) : X × (0,∞) → R+ is such that for any α > 0 F (·, α) ∈
C1(X), and for any x ∈ X,F (x, ·) ∈ C∞((0,+∞));

HP 3. The seed W and weed W̃ of Tr (
P (M)) are bounded away from −∞
HP 4. for all α ∈ (0,∞), F (·, α) ∈ L1(X), and [c, d] ⊂ (0,+∞) one can find

gc,d ∈ L2(X) such that for all c ≤ α ≤ d,
∣∣∣
√

F (·, α)
∣∣∣ ,
∣∣∣∂α

√
F (·, α)

∣∣∣ ≤
gc,d; moreover, there exist a c ∈ N and ε0 such that for all ε < ε0
there exists a compact set Oε ⊆ X and d1, d2, d3 > 0, depending on ε,
such that

• ||F (·, α)||1 = d1α
−c(1 + o(1)) as α → 0

• ||F (·, α)||1,Oε
=
∫

Oε
|F (x, α)|dx = d2α

−c(1 + o(1)) as α → 0
• ||F (·, α)||1,Oc

ε
≤ d3 here Oc

ε = X\Oε

• There exists a continuous function w : Xk → R such that for
x,y ∈ Oε

W (x,y) = w(x) + w(y) + o(ε) .

• If ε1 < ε2, then Oε1 ⊆ Oε2

HP 5. R is a distribution defining a probability measure on a subset of X.

Here Lp(X) is the usual Lp space.
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Let s ∈ N and t ∈ R. Then, for P , F satisfying the previous assumptions,
both ⎛

⎝
N∏

j=1

F (xj , α)

⎞

⎠ e−Tr
(
�P (L)+it�Ls

)

and ⎛

⎝
N−1∏

j=1

F

(
xj , α

(
1 − j

N

))⎞

⎠ e−Tr
(
�P (L)+it�Ls)

R(xN )

are integrable on XN . We denote by

Z
(1)
N (α,
P + it
zs) and Z

(2)
N (α,
P + it
zs)

the associated integrals.
Under these assumptions, we prove our main theorem:

Theorem 1.5. Under Hypotheses 1.1–1.2. Consider μ
(1)
N , μ

(2)
N (1.8)–(1.9), let

s ∈ N, and let W,h be compatible seeds of Tr (
P (L)) and Tr (
Ls), and as-
sume that |h|ae−W is bounded, for 1 ≤ a ≤ 3. Then, there exist two continuous
functions

A(x) : R+ −→ R,

σ2(x) : R+ −→ R+,

such that under μ
(1)
N (1.8)

(Tr (
Ls) − NA(α)) /
√

N

converges to a Gaussian distribution N (0, σ2(α)) as N tends to infinity. Sim-
ilarly, under μ

(2)
N (1.9),

(
Tr (
T s) − N

∫ 1

0

A(αx)dx

)
/
√

N

converges to a Gaussian distribution N (0,
∫ 1
0

σ2(αx)dx) as N tends to infinity.
Furthermore, defining the free energies F (1)(α,
P ),F (2)(α,
P ) as

F (1)(α,
P ) = − lim
N→∞

1
N

ln
(
Z

(1)
N (α,
P )

)
,

F (2)(α,
P ) = − lim
N→∞

1
N

ln
(
Z

(2)
N (α,
P )

)
, (1.11)

then

i. F(1)(α, �P ) = ∂α

(
αF(2)(α, �P )

)

ii. A(α)= i∂tF(1)(α, �P+it�zs)|t=0

iii.
∫ 1
0 A(αx)dx = i∂tF(2)

(α, �P + it�zs)|t=0

iv. σ2(α) = ∂2
t F(1)(α, �P + it�zs)|t=0

v.
∫ 1
0 σ2(αx)dx = ∂2

t F(2)(α, �P +
it�zs)|t=0

Remark 1.6. Let us notice that
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• The previous theorem also holds for 
zs in place of 
zs.
• As a consequence of Theorem 1.5, we deduce the convergence in law of

both
1
N


Tr (Ls) and
1
N


Tr (Ms)

as N → +∞, for any L among the considered models. Furthermore,
the limits are deterministic; therefore, we deduce the convergence of the
moments, as N → +∞

lim
N→+∞

1
N

Tr (Ls) =
∫

C

zsdνN (z).

In the case of the Ablowitz–Ladik lattice (matrix of type 1-iii) or of the
circular β-ensemble in the high-temperature regime (matrix of type 2-iii),
this is a consequence of the following facts:
(1) The empirical measures are supported on the circle (as empirical

measures of unitary matrices)
(2) They converge (see for [53] for Ablowitz–Ladik, [38] for circular β-

ensemble for example)
(3) Polynomial functions are bounded on the circle.

In general, even in cases where we know the empirical measure to con-
verge, the fact that the previous limit exists is not trivial, since polyno-
mial functions are not bounded on non-compact sets.

Remark 1.7. Let us check here that Theorem 1.5 applies to the case of the
Toda lattice, and its random matrix counterpart, i.e. the real β-ensemble in
the high-temperature regime. The points that need to be discussed are HP 3.,
HP 4. and that |h|se−W is bounded for 1 ≤ s ≤ 3.

Let L be a type 1—i matrix with coordinates x = (a,b) ∈ XN
0 = (R ×

R+)N and consider μ
(1)
N with P satisfying Hypotheses 1.1 and

F (x, α) = F (a, b, α) = b2α−1.

The latter function is not integrable on X0, so it doesn’t satisfy Hypotheses 1.2
HP3. Instead, we take advantage of the following fact: there are some c > 0,
C ∈ R such that for all x ∈ R,

P (x) ≥ C + cx2.

Thus, Tr (P (L)) ≥ CN + cTr
(
L2
)

= CN + c
∑N

j=1 a2
j + 2b2j , therefore setting

F̃ (a, b, α) = b2α−1e− c
2 (a

2+2b2),

the measure μ
(1)
N reads

1

Z
(1)
N (α, P )

⎛

⎝
N∏

j=1

F̃ (xj , α)

⎞

⎠ e−(Tr(P (L))− c
2Tr(L2))dx.

The modified potential P (x) − c
2x2 still fulfils Hypotheses 1.1, and the func-

tion F̃ then satisfies the prescribed assumptions. Indeed, ∂α

√
F (a, b, α) =
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ln(b)bα− 1
2 e− c

4 (a
2+2b2) thus we can easily find, for any compact K ⊂ R

∗
+, a

function gK ∈ L2(R+×R) such that for any α ∈ K, and for any (a, b) ∈ R+×R

√
F (a, b, α),

∣∣∣∂α

√
F (a, b, α)

∣∣∣ ≤ gK(a, b).

The remaining points of HP3 hold for c = 1. Indeed, ‖F (·, α)‖L1(X) = c−α21−α

Γ(α), that as α → 0 is of order α−1, and with Oε = [0, ε]2, we have
∫

Oε

b2α−1e− c
2 (a

2+2b2)dadb ≥
∫ ε

0

e− ca2
2 da

∫ ε

0

b2α−1e−cdb =:
dε

α
(1 + o(1)) ,

as α → 0; moreover, dε → 0 as ε → 0 and it is independent of α.
HP4. and the boundedness of |h|se−W , 1 ≤ s ≤ 3 is a consequence of

Theorem 2.1, see Corollary 2.2.

Remark 1.8. In the central part of the proof, we introduce a family of operators
that act on L2(Xk) as follows:

Lα,tf(y) =
∫

Xk

f(x)
k∏

j=1

√
F (xj , α)F (yj , α)e−(W+ith)(y,x)dxdy.

Based on our assumptions, each Lα,t is a Hilbert–Schmidt operator, meaning
that the kernel

(x,y) �→
k∏

j=1

√
F (xj , α)F (yj , α)e−(W+ith)(y,x)

belongs to L2(Xk × Xk). Consequently, Lα,t is a compact operator. Then, we
have the following:

• Under Hypotheses 1.2 and the assumption that |h|a exp(−W ) is bounded
for 1 ≤ a ≤ 3, we show in Lemma 6.6 that (α, t) �→ Lα,t is a regular,
operator valued function: specifically, (α, t) �→ Lα,t is differentiable with
respect to α and three times differentiable with respect to t;

• As a consequence of Jentzsh’s theorem [72, Theorem 137.4] and an ap-
proximation argument, Lα,0 possesses a simple dominant eigenvalue with
a spectral gap uniform in α.

These two properties ensure that for sufficiently small t, the operator Lα,t

possesses a simple dominant eigenvalue λ̃(α, t), and the function t �→ λ̃(α, t)
is three times differentiable. The function λ̃(α, t) is the key to our analysis,
because of the equality, established in Lemma 5.2

F (1)(α,
P + it
zs) = −1
k

ln
(
λ̃(α, t)

)
,

where F (1) is the free energy defined in (1.11).
Note that we only require the existence of a second derivative with respect

to t in the proof of the main theorem, while the existence of a third derivative
is used in the proof of the Berry–Esseen bound, as stated in Theorem 6.10.
The differentiability with respect to α is utilized in the proof of Theorem 6.8.
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As a by-product, we can also compute the so-called susceptibility matrix
C for integrable models. This is the matrix of the space-correlation functions
of the conserved fields, i.e.

Cm,n = lim
N→∞

1
N

(E1 [Tr (
Lm) Tr (
Ln)] − E1 [Tr (
Lm)]E1 [Tr (
Ln)]) ,

where L is the Lax matrix of the integrable system at hand and the mean
values are taken according to the corresponding Generalized Gibbs ensemble.
The computation of such quantities is relevant to obtain the decay of the
correlation functions for these integrable systems, as shown by Spohn in [63].
In particular, we can prove the following:

Theorem 1.9. Under the same hypotheses as Theorem 1.5. Consider μ
(1)
N (1.8)

and define the free energy F (1)(α,
P ) as in (1.11), then

Cm,n = ∂t1∂t2

(
F (1)(α,
P + it1
zm + it2
zn)

)

|t1=t2=0

. (1.12)

Remark 1.10. In view of Theorem 1.5, we can rewrite (1.12) as

Cm,n = ∂α∂t1∂t2

(
α
(
F (2)(α,
P + it1
zm + it2
zn)

))

|t1=t2=0

.

In our context, the previous equality implies that we can compute the sus-
ceptibility matrix of the integrable systems that we are considering in terms
of just the free energy of the corresponding classical β-ensemble in the high-
temperature regime.

Furthermore, considering the type 1 measures (1.8), we investigate the
space-correlations for local functions, defined as follows. Given a differentiable
function F : XN → C, we define its support as the set

suppF :=
{

� ∈ {1, . . . , N} :
∂F

∂x�
ı 0
}

and its diameter as

diam (suppF ) := sup
i,j∈suppF

dN (i, j),

where d is the periodic distance

d(i, j) := min (|i − j|, N − |i − j|) .

Note that 0 ≤ d(i, j) ≤ N/2.
We say that a function F is local if diam (suppF ) is uniformly bounded

in N , i.e. there exists a constant c ∈ N such that diam (suppF ) ≤ c, and c is
independent of N . We remark that these definitions were already introduced
in [34].

Given this definition, we can prove the following lemma

Theorem 1.11 (Decay of correlations). Consider a matrix L of type 1 with
polynomial potential 
P such that μ

(1)
N (1.8) is well-defined, let I, J : Xk → R

two local functions such that
∫

Xk×Xk

∣∣∣I(x)
∏k

i=1 F (xi, α)e−W (x,y)
∣∣∣
2

dxdy <
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∞, where W is one seed of Tr (
P (L)), and analogously for J(x). Write N =
kM + �, and let j ∈ {1, . . . , M}. Then there exists some 0 < μ < 1 such that

E1 [I(x1)J(xj)] − E1 [I(x1)]E1 [J(xj)] = O(μM−j + μj).

This result establishes the exponential decay of space-correlations be-
tween two local functions acting on distinct segments of the chain, with the
decay rate determined by the distance between the corresponding particle sets.
Thanks to this Theorem, we rigorously justify the assumption made by H.
Spohn regarding the decay of space correlations between the local conserved
fields and their currents in Sect. 2.1, where we apply the aforementioned result.
We remark that the same reasoning can be applied to other integrable systems
considered in our study.

Finally, we also prove a Berry–Essen-type bound for the aforementioned
integrable models. Specifically, we prove the following:

Theorem 1.12. Fix s ∈ N. Under Hypotheses 1.2. Consider a matrix L of type
1 with polynomial potential 
P such that μ

(1)
N (1.8) is well-defined, and let W,h

be the compatible seed of Tr (
P (L)) and Tr (
Ls). Assume that |h|ae−W is
bounded for 1 ≤ a ≤ 3, so that

E1

[
e−itTr(�Ls)

]
=

Z
(1)
kM+�(α,
P + it
xs)

Z
(1)
kM+�(α,
P )

. (1.13)

Then, there exists A ∈ R, σ,C > 0 such that if Y ∼ N (0, σ2) we have for any
interval J of the real line

∣∣∣P
(
[Tr (Ls) − NA] /

√
N ∈ J

)
− P (Y ∈ J)

∣∣∣ ≤ C√
N

.

The paper is organized as follows: In Sect. 2, we deduce a central limit theorem
for the systems in table 1 by applying Theorem 1.5. In Sect. 3, we use the
transfer operator method to explicitly compute the partition functions for the
models in table 1. In Sect. 4, we prove some generalization of Nagaev–Guivarc’h
Theorem, which is the main probability tool that allows us to prove our main
result. In Sect. 5, we prove the main results of our paper, i.e. Theorems 1.5–
1.9. In Sect. 6, we prove the technical result that we stated in Sect. 3 and we
prove Theorems 1.11–1.12. Finally, in Sect. 7, we provide concluding remarks
and outline potential avenues for future advancements in this field. We defer
some of the technical results of the paper in Appendices A–B.

2. Applications

In this section, we show how to apply Theorem 1.5 to obtain a CLT for the
integrable systems and for the classical β-ensembles in the high-temperature
regime in Table 1.

Specifically, we are able to prove that all the integrable systems in Table
1 in the periodic case have a Generalized Gibbs ensemble of the form μ

(1)
N

(1.8). Meanwhile, the β-ensembles at high temperature are characterized by a
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probability distribution of the form μ
(2)
N (1.9). In this way, we proved a fur-

ther connection between the theory of integrable systems and Random Matrix
Theory. Indeed, in view of Theorem 1.5 and Theorem 1.9, for any integrable
system in the previous table, we can relate its free energy, moments, vari-
ances and covariances with the corresponding quantities of the random matrix
model on the same line. Moreover, in the final part of this section, we consider
the family of INB lattices that do not have a known β-ensemble counterpart.
Despite that, we are still able to derive the existence of a polynomial central
limit theorem. Finally, applying the decay of correlations of Theorem 1.11, we
are able to compute the currents of the Toda chain in terms of the limiting
variance in the CLT, justifying a computation by Spohn in [66].

2.1. The Toda Lattice, and the Real β-Ensemble at High Temperature

The Toda lattice. In this subsection, we apply the previous results to deduce
the central limit theorem for the empirical measure in the setup of the Toda
chain. We then apply the decay of correlations established in Theorem 1.11
to deduce a formulation of the currents of the Toda chain in terms of the
limiting variance in the CLT, justifying a computation by Spohn, [66]. Finally,
we relate the limiting variance and free energy of the Toda chain with the ones
of the β-ensemble at high temperature.

To begin with, our aim is to obtain a central limit theorem for the con-
served fields when the initial data is sampled according to the Generalized
Gibbs ensemble of the Toda chain, which we rewrite here for convenience. To
ease the notations, we denote it by μT instead of μα,P

N,Toda in the sequel, and

we denote the associated partition function by ZT
N (α, P ).

dμT :=
1

ZT
N (α, P )

N∏

j=1

b2α−1
j 1bj>0e

−Tr(P (L))dadb, (2.1)

where P is a polynomial of even degree with positive leading coefficient, and
α > 0. Also recall that L is a periodic Jacobi matrix, i.e. a matrix of type 1-i.

We want to apply Theorem 1.5 to this model. To do that, we need some
preparation. First, we notice that the Lax matrix of the periodic Toda lattice
is a circular-like matrix, and thus, we can apply Lemma 1.4 to ensure that the
traces of powers of L are circular functions. Furthermore, from the following
Theorem, whose proof can be found in [34], one can deduce that the seeds of
even powers of the trace are bounded from below, see Remark 2.3.

Theorem 2.1 (cf. Theorem 3.1 [34]). For any 1 ≤ m ≤ N − 1, consider the
matrix L given by (1.2). One has

Tr (Lm) =
N∑

j=1

h
(m)
j ,
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where h
(m)
j := [Lm]jj is given explicitly by

h
(m)
j (p, r) =

∑

(n,q)∈A(m)

ρ(m)(n,q)
m̃−1∏

i=−m̃

aqi

j+1

m̃−1∏

i=−m̃+1

b2ni
j+i ,

where it is understood aj ≡ aj modN+1, bj ≡ bj modN+1 and A(m) is the set

A(m) :=

⎧
⎨

⎩(n,q) ∈ N
Z

0 × N
Z

0 :
m̃−1∑

i=−m̃

(2ni + qi) = m,

∀i ≥ 0, ni = 0 ⇒ ni+1 = qi+1 = 0,

∀i < 0, ni+1 = 0 ⇒ ni = qi = 0

⎫
⎬

⎭ .

The quantity m̃ := �m/2�, N0 = N ∪ {0} and ρ(m)(n,q) ∈ N is given by:

ρ(m)(n,q) :=
(

n−1 + n0 + q0
q0

)(
n−1 + n0

n0

)

m̃−1∏

i=−m̃
i�=−1

(
ni + ni+1 + qi+1 − 1

qi+1

)(
ni + ni+1 − 1

ni+1

)
.

The combination of these results leads to the following corollary

Corollary 2.2. Fix m ∈ N, and consider the matrix L (1.2). Then for N big
enough, there exists some k = k(m) ∈ N, such that Tr (Lm) is a k-circular
function, with seed V and weed Ṽ . Furthermore, both V, Ṽ are bounded from
below, away from −∞. Furthermore, for m even, for any local polynomial
u(a,b) with diameter d < k the function |u|se−V , s ∈ N is bounded from
above.

Remark 2.3. We notice that one can prove that the function V, Ṽ are lower
bounded away from −∞ using the explicit formula in Theorem 2.1 or applying
the properties of super-Motzkin paths used for the proof of the Theorem in
[34].

We apply the previous Corollary to the Gibbs measure of the Toda lattice
(2.1), so it can be written as

dμT =
1

ZT
N (β, P )

N∏

j=1

b2α−1
j 1bj>0 exp

(
−

M∑

j=1

V (aj ,bj ,aj+1,bj+1)

− Ṽ (aM , akM+1, . . . , akM+�,a1,bM , bkM+1, . . . , bkM+�,b1)

)
dadb .

Now we can apply Theorem 1.5, see Remark 1.7, and we deduce the following
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Corollary 2.4 (CLT for the Toda lattice). Consider the Lax matrix L (1.2) of
the Toda lattice distributed according to the Generalized Gibbs Ensemble (2.1)
and assume that P (x) is a polynomial of even degree with positive leading order
coefficient. Then, defining the free energy FT (α, P ) as

FT (α, P ) = − lim
N→∞

1
N

ln(ZT
N (α, P )), (2.2)

for all j ∈ N fixed, we have the following weak limit

lim
N→∞

Tr
(
Lj
)

− E
[
Tr
(
Lj
)]

√
N

⇀ N (0, σ2) .

where

E
[
Tr
(
Lj
)]

= iN∂tFT (α, P + itxj)|t=0 , σ2 = |∂2
t FT (α, P + itxj)|t=0 | .

Moreover, we can also apply Theorem 1.9 to compute the correlation
between the conserved fields at time zero; indeed, the theorem immediately
implies that

lim
N→∞

E
[
Tr
(
Lj
)
Tr (Ln)

]
− E
[
Tr
(
Lj
)]

E [Tr (Ln)]
N

= ∂t1∂t2FT (α, P + it1x
j + it2x

n)|t1,t2=0 , (2.3)

where the mean value is taken with respect to the Gibbs measure of the Toda
lattice (2.1). We notice that this implies that we can compute the susceptibility
matrix of the Toda lattice (1.12) in terms of the derivative of the free energy.

2.1.1. The Toda Chain’s Currents. Since the conserved fields are local quanti-
ties, they must satisfy a local conservation law. Following the notation of [67],
we define

Q
[n],N
j = Ln

j,j ,

where L ∈ Mat(N,R) is (1.2). We can easily compute the evolution equation
for such quantities as

d
dt

Q
[n],N
j = (BLn − LnB) = bj−1L

n
j,j−1 − bjL

n
j+1,j .

Defining J
[n],N
j = bj−1L

n
j,j−1, we have

d
dt

Q
[n],N
j = J

[n],N
j − J

[n],N
j+1

and we say that J
[n],N
j is the current of the local conserved field Q

[n],N
j . In

particular, defining the matrix L↓ as

L↓
i,j =

{
Li,j if j < i or i = 1, j = N

0 otherwise

we can recast the previous definition as

J
[n],N
j = (LnL↓)j,j .
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We notice that both Q
[n],N
j and J

[n],N
j depend on time, and we adopt the con-

vention that if not explicitly written the evaluation is at time 0. Furthermore,
we define

Q[n],N =
N∑

j=1

Q
[n],N
j , J [n],N =

N∑

j=1

J
[n],N
j , (2.4)

and we refer to Q[n],N as the nth-conserved field, and to J [n],N as the nth-total
current.

The evaluation of the expected values of both the currents J
[n],N
j and

the total current J [n],N according to the Generalized Gibbs ensemble (2.1) is
one of the crucial steps to apply the theory of Generalized Hydrodynamics
to the Toda lattice, as it is explained in [67]. In this manuscript, the author
used some heuristic arguments to explicitly derive the expression for these
quantities, here we rigorously justify his argument applying Theorem 1.11.

First, we extend the definition of Q
[n],N
j and J

[n],N
j for n = 0, setting

Q
[0],N
j = rj , and J

[0],N
j = −pj = −Q

[1],N
j . We notice that

∑N
j=1 J

[0],N
j =

−
∑N

j=1 Q
[1],N
j is still a conserved field. We are now in position to show how

to compute the limiting Toda average current

lim
N→∞

1
N

E

[
J [n],N

]
,

in terms of the susceptibility matrix (1.12) of the Toda chain, so in particular
of the derivative of the Free energy (2.3). Indeed, we prove the following:

Lemma 2.5. Consider the Lax matrix L (1.2) of the Toda lattice distributed
according to the Generalized Gibbs Ensemble (2.1), and assume that P (x) is
a polynomial of even degree with positive leading order coefficient. Then, for
any fixed n ∈ N, and α ∈ R+ defining the total currents J [n],N as in (2.4) we
have the following equality

lim
N→∞

1
N

E

[
J [n],N

]
=
∫ α

0

∂t1∂t2FT (s, P + it1x + it2x
n)|t1,t2=0ds.

Proof. In view of the cyclic structure of the measure μT and of the total
current, we deduce that

1
N

E

[
J [n],N

]
= E

[
J
[n],N
1

]
.

Furthermore, for any fixed N , we deduce, by differentiating with respect to
the parameter α, the following equality

∂αE

[
J
[n],N
1

]
= −Cov

⎛

⎝J
[n],N
1 ;

N∑

j=1

rj

⎞

⎠ = −
N∑

j=1

Cov
(
J
[n],N
1 ; Q

[0],N
j

)
,

(2.5)

where we defined for any functions f, g ∈ L2(XN , μT )

Cov(f ; g) = E [fg] − E [f ]E [g] .
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We show now that the following limits coincide

lim
N→∞

N∑

j=1

Cov
(
J
[n],N
1 ; Q

[0],N
j

)
= lim

N→∞

N∑

j=1

Cov
(
J
[0],N
1 ; Q

[n],N
N−j+2

)
. (2.6)

Indeed, for any n,m ≥ 0 and t ∈ R

Cov
(
J
[n],N
j+1 (t) − J

[n],N
j (t) ; Q

[m],N
1 (0)

)

= − d
dt

Cov
(
Q

[n],N
j (t) ; Q

[m],N
1 (0)

)

= − d
dt

Cov
(
Q

[n],N
1 (0) ; Q

[m],N
N−j+2(−t)

)

= Cov
(
Q

[n],N
1 (0) ; J

[m],N
N−j+3(−t) − J

[m],N
N−j+2(−t)

)
,

(2.7)

where we used that s �→ Q
[n],N
j (t + s)Q[m],N

1 (s) is constant in law under the
Toda dynamic, and the periodicity of the matrix L (1.2). Denoting the differ-
ence operator ∂jf(j) = f(j + 1) − f(j), equation (2.7) shows that

∂j

(
Cov

(
J
[n],N
j (t) ; Q

[m],N
1 (0)

)
− Cov

(
Q

[n],N
1 (0); J

[m],N
N−j+2(−t)

))
= 0

Evaluating the previous expression at t = 0, we deduce that there is some
constant cN , independent of j, such that

Cov
(
J
[n],N
j ; Q

[m],N
1

)
− Cov

(
Q

[n],N
1 ; J

[m],N
N−j+2

)
= cN .

Furthermore, since both Q
[n],N
j , and J

[m],N
j are local quantities, in view of

Theorem 1.11, we deduce that limN→∞ NcN = 0. So, evaluating the previous
expression for m = 0, we deduce (2.6). Thus, in the large N limit, we can
recast (2.5) as

lim
N→∞

∂αE

[
J
[n],N
1

]
= − lim

N→∞

N∑

j=1

Cov
(
J
[0],N
1 Q

[n],N
j

)

= lim
N→∞

N∑

j=1

Cov
(
Q

[1],N
1 Q

[n],N
j

)
.

Moreover, in view of the periodicity properties at the conserved fields and
(2.3)

lim
N→∞

∂αE

[
J
[n],N
1

]
= lim

N→∞
1
N

Cov
(
Q[1],N Q[n],N

)

= ∂t1∂t2FT (α, P + it1x + it2x
n)|t1,t2=0 .

Noticing that limα→0 E

[
J
[n],N
1

]
= 0, and that we can always uniformly bound

E

[
J
[n],N
1

]
by a constant independent of N , the previous equation implies that

lim
N→∞

E

[
J
[n],N
1

]
=
∫ α

0

∂t1∂t2FT (s, P + it1x + it2x
n)|t1,t2=0ds.
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So, we conclude. �

The real β-ensemble in the high-temperature regime. We consider the real
β-ensemble introduced in Sect. 1.1 as the probability measure on the real line

dPβ,V
N (λ1, . . . , λN ) =

1

Zβ,V
N

∏

1≤i<j≤N

|λi − λj |βe−∑N
j=1 V (λj)dλ, (2.8)

where β > 0 and V is a continuous function such that the partition function

Zβ,V
N =

∫

RN

∏

i<j

|λj − λi|βe−∑N
j=1 V (λj)dλ

is finite. This is the case if V grows to infinity fast enough, namely if for some
β′ > max(1, β),

lim inf
|x|→∞

V (x)
Nβ′ ln |x| > 1,

see [6, equation (2.6.2)].
Dumitriu and Edelman showed in [19] that the β-ensemble admits a tridi-

agonal representation

H =

⎛

⎜⎜⎜⎜⎜⎜⎝

a1 b1 0
b1 a2 b2

. . . . . . . . .
. . . . . . bN−1

0 bN−1 aN

⎞

⎟⎟⎟⎟⎟⎟⎠
, (2.9)

where the entries of the matrix are distributed according to the following
probability measure

dμβ,V
N,beta =

1
Zbeta

N (β, V )

N−1∏

j=1

b
β(N−j)−1
j 1bj≥0 exp (−Tr (V (H))) dadb . (2.10)

Then, the eigenvalues of H are distributed according to dPβ,V
N (2.8). An im-

portant example is the case V (x) = x2/2 for which we recover the classical
Gaussian β-ensemble (also called Hermite β-ensemble), see [6, Section 2.5],
and the distribution μβ,V

N,beta factorizes in the following way: the entries of H

can be seen to be independent (modulo the symmetry of the matrix), Gaussian
N (0, 1) on the diagonal, and the law of the off-diagonal elements is given by
renormalized chi variables:

bj ∼ 1√
2
χ(N−j)β ,

where the variable X is χκ-distributed if its law is given by the density function

f(x) =
xκ−1e−x2/2

2κ/2−1Γ(κ/2)
1x>0.

We are interested in the so-called high-temperature regime for this model,
specifically, we are interested in the infinite size N limit, in such a way that
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β = 2α
N for some α > 0. In this regime, the probability distribution (2.10)

becomes μα,V
N,HT (1.5), which we recall:

dμα,V
N,HT =

1
ZHT

N (β, V )

N−1∏

j=1

b
2α(1− j

N )−1

j 1bj≥0 exp (−Tr (V (H))) dadb .

This regime has drawn a lot of attention from the random matrix and statistical
physics communities lately. Introducing the empirical measure by

dνN =
1
N

N∑

i=1

δλi
,

this model was first considered in [4], where the authors were able to compute
the limiting empirical measure for this model when V (x) = x2/2. Recently,
Garcia-Zelada showed in [29] that under a general choice of V , the sequence
of empirical measures satisfies a large deviation principle with strictly convex
rate function, ensuring the convergence of νN . Although the limiting measure
is not explicit, its density ρV

α satisfies for almost every x the nonlinear equation

V (x) − 2α

∫

R

log |x − y|ρV
α (y)dy + log ρV

α (x) = λV
α

for some constant λV
α , see [36, Lemma 3.2] for example.

The fluctuations of the eigenvalues in the bulk and at the edge of a
configuration were studied, for example, in [9,47,56,57,60]. These fluctuations
were shown to be described by Poisson statistics in this regime. With the
choice V (x) = x2/2, Nakano and Trinh proved in [56] a central limit theorem
for this ensemble, namely, they proved that for smooth enough f : R → R, the
random variables

√
N

(∫

R

fdνN −
∫

R

fρV
α dx

)

converge towards a centred Gaussian random variable with variance depend-
ing both on α and f . In [23], the authors showed this central limit theorem
for general confining potentials and smooth enough, decaying at infinity test
functions. In this paper, we consider the case where V is a polynomial of even
degree greater than 2 as in Hypotheses 1.1. We deduce a central limit theorem
for polynomial test functions from Sect. 4.

Indeed, we notice that the matrix H (2.9) is a Toeplitz-like matrix (see
Appendix A); thus, in view of Lemma 1.4 and Corollary 2.2, we can apply
Theorem 1.5 to the real β-ensemble in the high-temperature regime, and thus,
we deduce that

Corollary 2.6 (CLT for real, high temperature β-ensemble). Consider the ma-
trix representation (2.9) of the real β-ensemble in the high-temperature regime
with potential P , polynomial of even degree with positive leading order coeffi-
cient. Then, defining the free energy FHT(α, P ) as

FHT(α, P ) = − lim
N→∞

1
N

ln(ZHT
N (β, P )),



G. Mazzuca and R. Memin Ann. Henri Poincaré

for all j ∈ N fixed, we have the following weak limit

lim
N→∞

Tr
(
Hj
)

− E
[
Tr
(
Hj
)]

√
N

⇀ N (0, σ2),

where

E
[
Tr
(
Hj
)]

= iN∂tFHT(α, P + itxj)|t=0 , σ2 = |∂2
t FHT(α, P + itxj)|t=0 | .

Thus, we obtained a central limit theorem for the real β-ensemble in the
high-temperature regime with polynomial potential.

Furthermore, all the hypotheses to apply the second part of our results
are satisfied, so we deduce the following identities

∂α(α∂tFHT(α, P + itxj)|t=0) = ∂tFT (α, P + itxj)|t=0 ,

∂α(α∂2
t FHT(α, P + itxj)|t=0) = ∂2

t FT (α, P + itxj)|t=0 ,

where FT is the free energy of the Toda lattice (2.2). So we can compute both
the moments and their variances of the Toda lattice starting from the one of
the real β-ensemble at high temperature.

Remark 2.7. Applying the second part of Theorem 1.5, we deduce the following
equality valid for the currents of the Toda lattice:

lim
N→∞

E

[
J
[n],N
1

]
=
∫ α

0

∂t1∂t2FT (s, P + it1x + it2x
n)|t1,t2=0ds

= α∂t1∂t2FHT(α, P + it1x + it2x
n)|t1,t2=0 .

2.2. The Exponential Toda Lattice, and the Laguerre β-Ensemble at High
Temperature

In this subsection, we focus on the Exponential Toda lattice and its relation
with the Laguerre β-ensemble in the high-temperature regime [28]. These two
systems were considered in [33]. In this paper, the authors considered the classi-
cal Gibbs ensemble for the Exponential Toda lattice and were able to compute
the density of states for this model connecting it to the Laguerre α ensemble
[51], which is related to the classical β one in the high-temperature regime.
Here we consider both the Generalized Gibbs ensemble for the integrable lattice
and the Laguerre β-ensemble at high temperature with polynomial potential,
and we obtain a CLT for both systems; furthermore, we connect the two in
the same way as we did for the Toda lattice and the real β-ensemble.

The exponential Toda lattice. The exponential Toda lattice is the Hamiltonian
system on R

2N described by the Hamiltonian

HE(p,q) =
N∑

j=1

e−pj +
N∑

j=1

eqj−qj+1 , pj , qj ∈ R, (2.11)

with canonical Poisson bracket. Here, we consider periodic boundary condi-
tions

qj+N = qj + Ω, pj+N = pj , ∀ j ∈ Z,
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and Ω ≥ 0 is an arbitrary constant. The equations of motion are given in
Hamiltonian form as

q̇j =
∂HE

∂pj
= −e−pj ,

ṗj = −∂HE

∂qj
= eqj−1−qj − eqj−qj+1 .

(2.12)

Following [33], we perform the non-canonical change of coordinates

xj = e− pj
2 , yj = e

qj−qj+1
2 = e− rj

2 , rj = qj+1 − qj , j = 1, . . . , N,

to obtain a Lax Pair for this system. Indeed, in these variables, the Hamiltonian
(2.11) transform into

HE(x,y) =
N∑

j=1

(x2
j + y2

j ),

and the Hamilton’s equations (2.12) become

ẋj =
xj

2
(
y2

j − y2
j−1

)
, ẏj =

yj

2
(
x2

j+1 − x2
j

)
, j = 1, . . . , N, (2.13)

where xN+1 = x1, y0 = yN .
Let us introduce the matrices L,A ∈ Mat(N) as

L =

⎛

⎜⎜⎜⎜⎜⎜⎝

x2
1 + y2

N x1y1 xNyN

x1y1 x2
2 + y2

1 x2y2
. . . . . . . . .

. . . . . . xN−1yN−1

xNyN xN−1yN−1 x2
N + y2

N−1

⎞

⎟⎟⎟⎟⎟⎟⎠
,

A =
1
2

⎛

⎜⎜⎜⎜⎜⎜⎝

0 x1y1 − xNyN

−x1y1 0 x2y2
. . . . . . . . .

. . . . . . xN−1yN−1

xNyN − xN−1yN−1 0

⎞

⎟⎟⎟⎟⎟⎟⎠
, (2.14)

The system of equations (2.13) admits the Lax representation

L̇ = [A,L].

Hence, the quantities Hm = Tr (Lm), m = 1, . . . , N are constants of motion as
well as the eigenvalues of L. For this integrable model, we define the generalized
Gibbs ensemble as

dμET =
1

ZHE

N (α, P )

N∏

j=1

x2α−1
j y2α−1

j 1xj≥01yj≥0e
−Tr(P (L))dxdy, (2.15)

where α > 0, and P is a real-valued polynomial with positive leading coeffi-
cient. ZHE

N (α, P ) is the normalization constant. We notice that the matrix L
is of type 1-ii.
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Remark 2.8. The definition of our Gibbs ensemble is more general than the
one given in [33]; indeed, there the authors were considering just the classical
Gibbs ensemble for this model, so the case P (x) = x/2.

We notice that the structure of (2.15) resembles the one of μ
(1)
N (1.8); thus,

we want to apply Theorem 1.5. To do this, we have to identify the functions
F,W . First, as an application of Lemma 1.4 and Theorem 2.1, we obtain the
following corollary:

Corollary 2.9. Fix m ∈ N and consider the matrix L (2.14). Then for N big
enough, there exists some k = k(m) ∈ N, such that Tr (Lm) is a k-circular
function, with seed V and weed Ṽ . Furthermore, both V, Ṽ are bounded from
below away from −∞.

As in the Toda lattice case, if we naively set F (x, y) = x2α−1y2α−1, this
would not fit in the hypotheses of our theorem. As in the previous case, we
have just to consider a slight modification of the measure:

dμET =
1

ZHE

N (α, P )

N∏

j=1

x2α−1
j y2α−1

j

exp

(
−ε

x2
j + y2

j

2

)
1xj≥01yj≥0e

−Tr(P (L))+ε
x2

j+y2
j

2 dxdy ,

for fixed ε > 0, but small. In this way, defining F (x, y, α) = x2α−1y2α−1

exp(−εx2+y2

2 ), and W (x1,y1,x2,y2) = V (x1,y1,x2,y2) − ε
2

∑2k
j=1 x2

j + y2
j we

are in the same hypotheses as Theorem 1.5; thus, we deduce the following
corollary

Corollary 2.10 (CLT for the Exponential Toda lattice). Consider the Lax ma-
trix L (2.14) of the Exponential Toda lattice distributed according to the Gen-
eralized Gibbs Ensemble (2.15). Then, defining the free energy FHE(α, P ) as

FET (α, P ) = − lim
N→∞

1
N

ln(ZHE

N (α, P )) ,

for all j ∈ N fixed, we have the following weak limit

lim
N→∞

Tr
(
Lj
)

− E
[
Tr
(
Lj
)]

√
N

⇀ N (0, σ2) ,

where

E
[
Tr
(
Lj
)]

= iN∂tFET (α, P + itxj)|t=0 , σ2 = |∂2
t FET (α, P + itxj)|t=0 |

The Laguerre β-ensemble in the high-temperature regime. The Laguerre β-
ensemble is a random matrix ensemble introduced by Dumitriu and Edelman
in [19]. It has the following matrix representation
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Q =

⎛

⎜⎜⎜⎜⎜⎜⎝

x2
1 x1y1

x1y1 x2
2 + y2

1 x2y2
. . . . . . . . .

. . . . . . xN−1yN−1

xN−1yN−1 x2
N + y2

N−1

⎞

⎟⎟⎟⎟⎟⎟⎠
, (2.16)

where the entries of Q are distributed according to

dμL =
1

ZL
N (β)

N∏

j=1

x
β(M−j+1)−1
j 1xj≥0

N−1∏

j=1

yβ(N−j)−11yj≥0

exp (−Tr (P (Q))) dxdy, (2.17)

here we consider the case M = N ; P can be any continuous function such that
the partition function is well-defined. For our purpose, we consider P to be a
polynomial of degree greater than one with positive leading coefficient, as in
Hypotheses 1.1.

The remarkable property of this ensemble is that it is possible to explicitly
compute the joint eigenvalue density as

dPL =
1

ZL
N (β, P )

N∏

j=1

λ
β
2 (M−N+1)−1
j 1λj≥0

∏

j<i

|λj − λi|βe−∑N
j=1 P (λj)dλ .

We are interested in the so-called high-temperature limit, i.e. when β =
2α
N , α ∈ R+, which was considered in [5], where the authors were able to
compute the density of states for the particular case P (x) = x/2.

In this regime, the density (2.17) takes the form

dμL =
1

ZL
N (α, P )

N∏

j=1

x
2α(1− j+1

N )−1

j 1xj≥0

N−1∏

j=1

y
2α(1− j

N )−1

j 1yj≥0 exp (−Tr (P (Q))) dxdy .

We notice that the structure of this density resembles the one of μ
(2)
N

(1.9). Furthermore, the matrix Q is Toeplitz-like and tridiagonal, thus applying
Lemma 1.4 and Theorem 2.1, we deduce the following corollary

Corollary 2.11 (CLT for Laguerre β-ensemble). Consider the matrix represen-
tation (2.16) of the Laguerre β-ensemble in the high-temperature regime, and
let P be a real polynomial of degree at least 1 with positive leading coefficient.
Then, defining the free energy FL(α, P ) as

FL(α, P ) = − lim
N→∞

1
N

ln(ZL
N (α, P )) ,

for all j ∈ N fixed, we have the following weak limit

lim
N→∞

Tr
(
Qj
)

− E
[
Tr
(
Qj
)]

√
N

⇀ N (0, σ2) ,
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where

E
[
Tr
(
Qj
)]

= iN∂tFL(α, P + itxj)|t=0 , σ2 = |∂2
t FL(α, P + itxj)|t=0 |

Which is the perfect analogue of the result for the Exponential Toda
lattice. Furthermore, we are ready to apply the second part of our result;
indeed, we can deduce the following identities:

∂α(α∂tFL(α, P + itxj)|t=0) = ∂tFET (α, P + itxj)|t=0 ,

∂α(α∂2
t FL(α, P + itxj)|t=0) = ∂2

t FET (α, P + itxj)|t=0 ,

and thus, we can compute all the quantities involved in the previous theorems
from the free energy of the Laguerre ensemble.

Remark 2.12. We notice that in the Laguerre β-ensemble one can consider
a more general regime M = γN with γ ∈ (0, 1]. It is possible to obtain an
analogous result for this situation, but one has to consider a slightly different
F and add an extra parameter depending on α, γ

2.3. The Volterra Lattice and the Antisymmetric β-Ensemble at High Tem-
perature

In this subsection, we focus on the Volterra lattice and its relation with the
antisymmetric β-ensemble [21] in the high-temperature regime [28]. These two
systems were considered in [33]. In this paper, the authors considered the
classical Gibbs ensemble for the Volterra lattice and were able to compute
the density of states for this model connecting it to the Antisymmetric α
ensemble [28], which is related to the classical β one introduced by Dumitriu
and Forrester [21].

The Volterra Lattice. The Volterra lattice (or discrete KdV equation) is the
following systems of N coupled ODEs

ȧj = aj (aj+1 − aj−1) , j = 1, . . . , N, (2.18)

here aj ∈ R+ for j = 1, . . . , N , and we consider periodic boundary condi-
tions aj = aj+N for all j ∈ Z. Volterra introduced it to study evolution of
populations in a hierarchical system of competing species. This system was
considered by Kac and van Moerbeke in [43], who solved it explicitly using
a discrete version of the inverse scattering transform introduced by Flaschka
[25].

Introducing on the phase space R
N
+ the following Poisson bracket

{aj , ai}Volt = ajai(δi,j+1 − δi,j−1) ,

and defining the Hamiltonian H1 =
∑N

j=1 aj , we can rewrite the equations of
motion (2.18) in Hamiltonian form as

ȧj = {aj ,H1}Volt . (2.19)

An elementary constant of motion for the system is H0 =
∏N

j=1 aj which is
independent of H1.
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The Volterra lattice is a completely integrable system, and it admits
several equivalents Lax representations, see, e.g. [33,43,54]. We use the one
presented in [33]. Specifically, we introduce the matrices L,A ∈ Mat(R, N) as

L =

⎛

⎜⎜⎜⎜⎜⎜⎝

0
√

a1 − √
aN

−√
a1 0

√
a2

. . . . . . . . .
. . . . . . √

aN−1√
aN − √

aN−1 0

⎞

⎟⎟⎟⎟⎟⎟⎠
,

A =
1
2

N∑

j=1

√
ajaj+1(Ej,j+2 − Ej+2,j) , (2.20)

where Er,s is defined as (Er,s)ij = δi
rδ

j
s and Ej+N,i = Ej,i+N = Ej,i. Then, it

follows that the equations of motion (2.19) are equivalent to

L̇ = [L;A] .

In view of this Lax pair, we know that Tr
(
Lk
)

are constant of motion for the
model.

Following [33], we introduce the Generalized Gibbs Ensemble of the
Volterra lattice (2.18) as

dμVolt(a) =
e−Tr(P (L))

∏N
j=1 aα−1

j 1aj>0da

ZVolt
N (α, P )

, (2.21)

where α > 0, P is a polynomial as in Hypotheses 1.1 of the form P (x) =
(−1)jx2j + l.o.t, where l.o.t stands for lower-order terms. Moreover, we notice
that, given the antisymmetric nature of L, Tr

(
L2j+1

)
= 0. For this reason, we

perform the change of coordinates √
aj = xj , where we take just the positive

root, so the previous measure read

dμVolt(x) =
e−Tr(P (L))

∏N
j=1 x2α−1

j 1xj>0dx

ZVolt
N (α, P )

.

This Generalized Gibbs ensemble resembles the structure of μ
(1)
N (1.8), we

have just to identify F,W . We notice that it is possible to generalize Theorem
2.1 also for the antisymmetric situation, moreover, the matrix L is circular-
like. Thus, by applying Lemma 1.4 and Theorem 2.1, we deduce the following
Corollary:

Corollary 2.13. Fix m ∈ N, and consider the matrix L (2.20). Then for N big
enough, there exists some k = k(m) ∈ N, such that Tr (Lm) is a k-circular
function, with seed V and weed Ṽ . Furthermore, both V, Ṽ are bounded from
below away from −∞.

Thus, following the same kind of reasoning as in the Toda lattice, Sect.
2.1, and the Exponential Toda lattice, Sect. 2.2, we deduce the following:
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Corollary 2.14 (CLT for Volterra lattice). Consider the Lax matrix L (2.20)
of the Volterra lattice distributed according to the Generalized Gibbs Ensemble
(2.21). Then, defining the Free energy FVolt(α, P ) as

FVolt(α, P ) = − lim
N→∞

1
N

ln(ZVolt
N (α, P )) ,

for all j ∈ N fixed, we have the following weak limit

lim
N→∞

Tr
(
Lj
)

− E
[
Tr
(
Lj
)]

√
N

⇀ N (0, σ2) ,

where

E
[
Tr
(
Lj
)]

= iN∂tFVolt(α, P + itxj)|t=0 , σ2 = |∂2
t FVolt(α, P + txj)|t=0 | .

The Antisymmetric β-ensemble in the high-temperature regime The Antisym-
metric β-ensemble is a random matrix ensemble introduced by Dumitriu and
Forrester in [21]; it has the following matrix representation

Q =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 x1

−x1 0 x2

. . . . . . . . .
. . . . . . xN−1

− xN−1 0

⎞

⎟⎟⎟⎟⎟⎟⎠
, (2.22)

and the entries of the matrix Q are distributed according to

dμAG =
1

ZAG
N (β, P )

N−1∏

j=1

x
β(N−j)−1
j 1xj≥0 exp(−Tr (P (Q)))dx , (2.23)

here P can be any function that makes (2.23) normalizable. For our purpose, we
consider as in Hypotheses 1.1 P polynomial of the form P (x) = (−1)jx2j+l.o.t.

As in the previous cases, we are interested in the high-temperature regime
for this model, so we set β = 2α

N , and we rewrite the previous density as

dμAG =
1

ZAG
N (α, P )

N−1∏

j=1

x
2α(1− j

N )−1

j 1xj≥0 exp(−Tr (P (Q)))dx . (2.24)

This regime was introduced in [33], where the author computed the density
of states for this model in the case P (x) = −x2/2. The structure of this last
density (2.24) resembles the one of μ

(2)
N (1.9), indeed proceeding as in the case

of the Volterra lattice, we deduce the following corollary

Corollary 2.15 (CLT for Antisymmetric β-ensemble). Consider the matrix rep-
resentation (2.22) of the Antisymmetric β-ensemble in the high-temperature
regime, endowed with the probability distribution dμAG (2.24), and let P (x)
be a polynomial of the form P (x) = (−1)�x2� + l.o.t.. Then, defining the Free
energy FAG(α, P ) as

FAG(α, P ) = − lim
N→∞

1
N

ln(ZAG
N (α, P )) ,



CLT for β-Ensembles at High Temperature

for all j ∈ N fixed, we have the following weak limit

lim
N→∞

Tr
(
Qj
)

− E
[
Tr
(
Qj
)]

√
N

⇀ N (0, σ2) .

where

E
[
Tr
(
Qj
)]

= iN∂tFAG(α, P + itxj)|t=0 , σ2 = |∂2
t FAG(α, P + itxj)|t=0 | .

which is the perfect analogue of the result for the Volterra lattice.

Remark 2.16. In view of Theorem 1.5, we deduce the following identities

∂α(α∂tFAG(α, P + itxj)|t=0) = ∂tFAG(α, P + itxj)|t=0 ,

∂α(α∂2
t FAG(α, P + itxj)|t=0) = ∂2

t FAG(α, P + itxj)|t=0

2.4. The Defocusing Ablowitz–Ladik Lattice, and the Circular β-Ensemble at
High-Temperature

In this subsection, we focus on the defocusing Ablowitz–Ladik lattice, and
its relation to the Circular β-ensemble at high temperature [35,38,67]. This
relation was highlighted by one of the present authors and T. Grava [35] and
independently by H. Spohn [67]. In these papers, the authors were able to
characterize the density of states of the Ablowitz–Ladik lattice in terms of the
one of the circular β-ensemble in the high-temperature regime. Moreover, in
[35] the authors were able to compute explicitly the density of states in the
case of linear potential in terms of the solution of the Double Confluent Heun
Equation [17] highlighting a connection with the Painlevé equations [27,49].
In [53], the two present authors obtained a large deviations principles for the
empirical spectral measure for any continuous and bounded potential.

The defocusing Ablowitz–Ladik lattice. The defocusing Ablowitz–Ladik (dAL)
lattice is defined by the following system of nonlinear equations:

iȧj = −(aj+1 + aj−1 − 2aj) + |aj |2(aj−1 + aj+1) , (2.25)

where aj(t) ∈ C. We assume N -periodic boundary conditions aj+N = aj , for
all j ∈ Z. The dAL lattice was introduced by Ablowitz and Ladik [2,3] as the
spatial integrable discretization of the defocusing cubic nonlinear Schrödinger
Equation for the complex function ψ(x, t), x ∈ S1 and t ∈ R:

i∂tψ(x, t) = −∂2
xψ(x, t) + 2|ψ(x, t)|2ψ(x, t).

As for the others dynamical systems that we considered, the dAL is an
integrable system. Its integrability was proved by Ablowitz and Ladik by dis-
cretizing the 2 × 2 Zakharov–Shabat Lax pair [1,2] of the cubic nonlinear
Schrödinger equation. Furthermore, Nenciu and Simon [59,62] constructed a
new Lax pair for this lattice. Following their construction, we double the size
of the chain according to the periodic boundary condition; thus, we consider a
chain of 2N particles a1, . . . , a2N such that aj = aj+N for j = 1, . . . , N . Define
the 2 × 2 unitary matrix Ξj

Ξj =
(

aj ρj

ρj − aj

)
, j = 1, . . . , 2N , ρj =

√
1 − |aj |2 (2.26)
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and the 2N × 2N matrices

M =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

−a2N ρ2N

Ξ2

Ξ4

. . .

Ξ2N−2

ρ2N a2N

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

, L =

⎛

⎜⎜⎜⎝

Ξ1

Ξ3

. . .

Ξ2N−1

⎞

⎟⎟⎟⎠ .

(2.27)
Now let us define the unitary Lax matrix

E = LM , (2.28)

that has the structure of a 5-band periodic diagonal matrix. The matrix E is
a periodic CMV matrix [14]. The equations of motion (2.25) are equivalent to
the following Lax equation for the matrix E :

Ė = i
[
E , E+ + (E+)†] ,

where † stands for hermitian conjugate and

E+
j,k =

⎧
⎪⎨

⎪⎩

1
2Ej,j j = k

Ej,k k = j + 1 mod 2N or k = j + 2 mod 2N
0 otherwise.

The matrix E is a circular-like matrix; this can be deduced from the fact that
both L,M are circular-like (2.27), and the entries are continuous functions on
a compact set, so by applying Lemma 1.4, we deduce the following:

Corollary 2.17. Fix m ∈ N, and consider the matrix E (2.28). Then for N big
enough, there exists some k = k(m) ∈ N, such that Tr (Em) is a k-circular
function, with seed V and weed Ṽ .

Following [35,53,67], we notice that the quantity K0 =
∏N

j=1(1−|aj |2) is
conserved, so this means that if |aj(0)| < 1 for all j = 1, . . . , N then |aj(t)| < 1
for all j = 1, . . . , N for all t ∈ R, so we can consider D

N as our phase space,
here D = {z ∈ C | |z| < 1}. On this phase space, we introduce the Generalized
Gibbs ensemble for the defocusing AL lattice as

dμdAL =

∏N
j=1

(
1 − |aj |2

)α−1
1aj∈D exp (−Tr (
P (E))) d2a

ZdAL
N (α,
P )

, (2.29)

where P ∈ C[X] is a polynomial. In view of Corollary 2.17, we are in the
hypotheses of Theorem 1.5, thus we deduce the following:

Corollary 2.18 (CLT for defocusing Ablowitz–Ladik lattice). Consider the Lax
matrix E (2.28) of the defocusing Ablowitz–Ladik lattice distributed accord-
ing to the Generalized Gibbs Ensemble (2.29). Then, defining the free energy
FdAL(α,
P ) as

FdAL(α,
P ) = − lim
N→∞

ln(ZdAL
N (α,
P ))

2N
,
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for all j ∈ N fixed, we have the following weak limits

lim
N→∞

Tr
(

Ej
)

− E
[

Tr

(
Ej
)]

√
N

⇀ N (0, σ2
real) ,

lim
N→∞

Tr
(

Ej
)

− E
[

Tr

(
Ej
)]

√
N

⇀ N (0, σ2
imag) ,

where
E
[
Tr
(

Ej
)]

= iN∂tFdAL(α,
P + it
xj)|t=0

σ2
real = |∂2

t FdAL(α,
P + it
xj)|t=0 | .
E
[
Tr
(

Ej
)]

= iN∂tFdAL(α,
P + it
xj)|t=0

σ2
imag = |∂2

t FdAL(α,
P + it
xj)|t=0 | .

The circular β-ensemble at high-temperature. The circular β-ensemble was
introduced by Killip and Nenciu in [45]; as the other β-ensembles that we con-
sidered, it possesses a matrix representation. Consider the two block diagonal
matrices

M = diag (Ξ1,Ξ3,Ξ5 . . . , ) and L = diag (Ξ0,Ξ2,Ξ4, . . .) ,

where the blocks Ξj , j = 1, . . . , N − 1 are defined in (2.26), while Ξ0 = (1)
and ΞN = (αN ) are 1 × 1 matrices. Then, we define E as follows

E = LM. (2.30)

The entries of this matrix are distributed according to

dμC =

∏N−1
j=1

(
1 − |aj |2

) β
2 (N−j)−1

1aj∈D exp (−Tr (
P (E)))
∏N−1

j=1 d2aj
daN

iaN

ZC
N (β,
P )

.

As for the other β-ensembles, one can explicitly compute the joint eigenvalue
density for this ensemble as

dPC =
1

ZC
N (β,
P )

∏

j<�

|eiθj − eiθ� |β1θj∈Te−∑N
j=1 �P (eiθj )dθ ,

here T = [−π, π), eiθj are the eigenvalues of E, and P can be any continuous
function. We restrict our attention to the class of polynomials P ∈ C[X].

We are interested in the high-temperature limit for this ensemble [35,67],
so we set β = 2α

N , obtaining

dμC =

∏N−1
j=1

(
1 − |aj |2

)α(1− j
N )−1

1aj∈D exp (−Tr (
P (E)))
∏N−1

j=1 d2aj
daN

iaN

ZC
N (α, P )

.

(2.31)
So, in view of Corollary 2.17, we are in the hypotheses of Theorem 1.5,

so we deduce the following

Corollary 2.19 (CLT for Circular β-ensemble). Consider the matrix represen-
tation (2.30) of the Circular β-ensemble in the high-temperature regime, en-
dowed with the probability distribution dμC (2.31), and let P ∈ C[X] be a
polynomial. Then, defining the free energy FC(α,
P ) as
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FC(α,
P ) = − lim
N→∞

ln(ZC
N (α,
P ))
2N

,

for all j ∈ N fixed, we have the following weak limit

lim
N→∞

Tr
(

Ej
)

− E
[

Tr

(
Ej
)]

√
N

⇀ N (0, σ2
real) ,

lim
N→∞

Tr
(

Ej
)

− E
[

Tr

(
Ej
)]

√
N

⇀ N (0, σ2
imag) ,

where
E
[
Tr
(

Ej
)]

= iN∂tFC(α,
P + it
xj)|t=0

σ2
real = |∂2

t FC(α,
P + it
xj)|t=0 | .
E
[
Tr
(

Ej
)]

= iN∂tFC(α,
P + it
xj)|t=0

σ2
imag = |∂2

t FC(α,
P + it
xj)|t=0 | .

Remark 2.20. We notice that
• Hardy and Lambert in [38] already proved a CLT theorem for the circular

β-ensemble in the high-temperature regime for a wider class of functions
and potentials than we can consider with our result. Nevertheless, we
highlight the fact that in our case we can explicitly compute the means,
and the variances in terms of the free energy.

• The following identities hold in view of the last part of Theorem 1.5

∂α(α∂tFC(α,
P + it
xj)|t=0) = ∂tFdAL(α,
P + it
xj)|t=0 ,

∂α(α∂2
t FC(α,
P + it
xj)|t=0) = ∂2

t FdAL(α,
P + it
xj)|t=0 ,

∂α(α∂tFC(α,
P + it
xj)|t=0) = ∂tFdAL(α,
P + it
xj)|t=0 ,

∂α(α∂2
t FC(α,
P + it
xj)|t=0) = ∂2

t FdAL(α,
P + it
xj)|t=0 .

This relation was already proved in [35] with the same kind of argument
that we followed.

2.5. The Defocusing Schur Flow and the Jacobi β-Ensemble at High Temper-
ature

In this subsection, we focus on the defocusing Schur flow [31] and its relation to
the Jacobi β-ensemble at high-temperature [28]. This relation was first noticed
in [67], and then, the two present authors obtained a large deviations principles
for the empirical spectral measure for the defocusing Schur flow, and they were
able to link it to the one of the Jacobi β-ensemble in the high-temperature
regime [53].

The defocusing Schur flow. The defocusing Schur flow is the system of ODEs
[31]

ȧj = ρ2j (aj+1 − aj−1) , ρj =
√

1 − |aj |2 ,

and, as before, we consider periodic boundary conditions, namely aj = aj+N

for all j ∈ Z.
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We notice that, if one chooses an initial data such that aj(0) ∈ R for
all j = 1, . . . , N , then aj(t) ∈ R for all times. Moreover, it is straightforward
to verify that K0 =

∏N
j=1

(
1 − |aj |2

)
is conserved along the Schur flow. This

implies that we can choose as phase space for the Schur flow the N -cube I
N ,

where I := (−1, 1). Furthermore, it was shown in [31], that the Schur flow has
the same Lax matrix as the focusing Ablowitz–Ladik lattice.

Following [33,67], on I
N we define the finite volume limit GGE as

dμdS(a) =

∏N
j=1

(
1 − a2

j

)α−1
1aj∈I exp (−Tr (P (E))) da

ZdS
N (α, P )

, (2.32)

where P : R → R is a polynomial. Thanks to Corollary 2.17, we can apply
Theorem 1.5 obtaining a CLT theorem for the defocusing Schur flow

Corollary 2.21 (CLT for defocusing Schur flow). Consider the Lax matrix E
(2.28) of the defocusing Schur flow distributed according to the Generalized
Gibbs Ensemble (2.32). Then, defining the Free energy FdS(α, P ) as

FdS(α, P ) = − lim
N→∞

ln(ZdS
N (α, P ))
2N

,

for all j ∈ N fixed, we have the following weak limit

lim
N→∞

Tr
(
Ej
)

− E
[
Tr
(
Ej
)]

√
N

⇀ N (0, σ2) ,

where

E
[
Tr
(
Ej
)]

= iN∂tFdS(α, P + itxj)|t=0 , σ2 = |∂2
t FdS(α, P + itxj)|t=0 | .

The Jacobi β-ensemble in the high-temperature regime. The Jacobi β-ensemble
is a random matrix ensemble introduced by Killip and Nenciu in [45]. It has
two different matrix representations. The first one is the same as the Circular
β-ensemble (2.30), but the distribution of the entries of the matrix is
dμJ (a) =

∏2N−1
j=1

(
1 − a2

j

)β(2N−j)/4−1 ∏2N−1
j=1 (1 − aj)

a+1−β/4(1 + (−1)jaj)
b+1−β/41aj ∈I exp (−Tr (P (E))) da

ZJ
N (β, P )

,

(2.33)

where a, b > −1, P ∈ R[X] is a polynomial. We notice that we are considering
an even number of random variables, and aj ∈ R; for these reasons, all the
eigenvalues of E come in pairs, meaning that if eiθ is an eigenvalue, then e−iθ

is another one. Exploiting this symmetry, Killip and Nenciu found another
matrix representation for this ensemble

J =

⎛

⎜⎜⎜⎜⎜⎜⎝

c1 b1
b1 c2 b2

. . .
. . .

. . .

. . .
. . . bN−1

bN−1 cN

⎞

⎟⎟⎟⎟⎟⎟⎠
,

{
bj =

(
(1 − a2j−2)(1 − a2

2j−1)(1 + a2j)
)1/2

cj = (1 − a2j−2)a2j−1 − (1 + a2j−2)a2j−3

,
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where a0 = a2N = −1, and the eigenvalues {λj}N
j=1 of J are related to the one

of E as λj = cos(θj).
Also, in this case, it is possible to compute explicitly the joint eigenvalue

density for this model as

dPJ =
1

ZJ
N (β, P )

∏

j<�

| cos(θj) − cos(θ�)|β1θj∈Te−2
∑N

j=1 P (cos(θj))dθ .

As in the previous cases, we are interested in the high-temperature regime
for this ensemble, so we wet β = 2α

N , thus the measure (2.33) read

dμJ(a) =

∏2N−1
j=1

(
1 − a2

j

)α(1− j

2N
) ∏2N−1

j=1 (1 − aj)
a+1− α

2N (1 + (−1)jaj)
b+1− α

2N 1aj ∈I exp (−Tr (P (E))) da

ZJ
N (β, P )

.

(2.34)

This regime was considered in [69] and in the recent paper [55], where
the authors established a CLT for polynomial test functions in the absence of
external potential (P = 0 in (2.34) ) by considering orthogonal polynomials,
obtaining an explicit recurrence relation for the limiting variance.

Again, thanks to Corollary 2.17, we can apply Theorem 1.5 deducing the
following

Corollary 2.22 (CLT for Jacobi β-ensemble in the high-temperature). Con-
sider the matrix representation E (2.30) of the Jacobi β-ensemble in the high-
temperature regime (2.34). Then, defining the free energy FJ(α, P ) as

FJ(α, P ) = − lim
N→∞

ln(ZJ
N (α, P ))
N

,

for all j ∈ N fixed, we have the following weak limit

lim
N→∞

Tr
(
Ej
)

− E
[
Tr
(
Ej
)]

√
N

⇀ N (0, σ2) ,

where

E
[
Tr
(
Ej
)]

= iN∂tFJ(α, P + itxj)|t=0 , σ2 = |∂2
t FJ(α, P + itxj)|t=0 | .

Remark 2.23. We notice that for N even, for a + b = −1 + β
4 we can apply

the final part of Theorem 1.5, thus we deduce that

∂α(α∂tFJ(α, P + itxj)|t=0) = ∂tFdS(α, P + itxj)|t=0 ,

∂α(α∂2
t FJ(α, P + itxj)|t=0) = ∂2

t FdS(α, P + itxj)|t=0

2.6. The Itoh–Narita–Bogoyavlenskii Lattices

In this section, we apply our results to two families of integrable lattices with
short-range interaction that generalize the Volterra one (2.18). These families
are described in [11] (see also [10,40,58]).
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One is called additive Itoh–Narita–Bogoyavlenskii (INB) r-lattice and is
defined by the following equations

ȧi = ai

⎛

⎝
r∑

j=1

ai+j −
r∑

j=1

ai−j

⎞

⎠ , i = 1, . . . , N, N ≥ r ∈ N. (2.35)

The second family is called the multiplicative Itoh–Narita–Bogoyavlenskii (INB)
r-lattice and is defined by the equations

ȧi = ai

⎛

⎝
r∏

j=1

ai+j −
r∏

j=1

ai−j

⎞

⎠ , i = 1, . . . , N, N ≥ r ∈ N. (2.36)

In both cases we consider the periodicity condition aj+N = aj . We notice that
setting r = 1, we recover in both cases the Volterra lattice. Moreover, both
families admit the KdV equation as continuum limits, see [11].

In both cases, the interaction is short-range, but in the additive case
(2.35) the nonlinearity is quadratic as in the Volterra lattice, instead in the
multiplicative one (2.36) it is of polynomial order.

As we already mentioned, both families are integrable for all r ∈ N;
indeed, both families admit a Lax pair formulation. For the additive INB
lattice (2.35), it reads

L(+,r) =

N∑

i=1

(ai+rEi+r,i + Ei,i+1)

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 · · · aN−r 0 0 0
0 0 1 · · · 0 aN−r+1 0 0
0 0 0 1 · · · 0 aN−r+2 0
...

. . .
. . .

. . .
. . .

. . .

ar+1 0 · · · · · · 0 1 0 0

0 ar+2 0 · · · . . .
. . .

. . .

...
. . .

. . .
. . .

. . . 0 0 1
1 0 · · · aN−r−1 · · · 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

r + 1 row

N − r column

A(+,r) =

N∑

i=1

⎛

⎝
r∑

j=0

ai+j

⎞

⎠Ei,i + Ei,i+r+1 , (2.37)

we recall that we are always considering periodic boundary conditions,
so for all j ∈ Z, aj+N = aj and Ei,j+N = Ei+N,j = Ei,j . In this notation, the
equations of motion (2.35) are equivalent to

L̇(+,r) = [L(+,r);A(+,r)] .

Analogously, the multiplicative INB r-lattices have a Lax Pair formula-
tion, which reads
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L(×,r) =
N∑

i=1

(aiEi,i+1 + Ei+r,i) ,

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 a1 0 · · · 1 0 0 0
0 0 a2 · · · 0 1 0 0
0 0 0 a3 · · · 0 1 0
...

. . . . . . . . . . . . . . .
1 0 · · · · · · 0 ar 0 0

0 1 0 · · · . . . . . . . . .
...

. . . . . . . . . . . . 0 0 aN−1

aN 0 · · · 1 · · · 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

r + 1 row

N − r column

A(×,r) =
N∑

i=1

⎛

⎝
r∏

j=0

ai+j

⎞

⎠Ei,i+r+1 . (2.38)

Following the construction made in [33], where the authors numerically
computed the density of states for these two families of lattices, we introduce
the generalized Gibbs ensemble for these models as

dμ+,r =
exp(−Tr

(
P (L(+,r))

)
)
∏N

j=1 aα−1
j 1aj≥0da

Z
(+,r)
N (a, P )

, (2.39)

dμ×,r =
exp(−Tr

(
P (L(×,r))

)
)
∏N

j=1 aα−1
j 1aj≥0da

Z
(×,r)
N (α, P )

, (2.40)

where P is a polynomial of degree j(r + 1) for some j ∈ N as in Hypotheses
1.1. We restrict to this potential in view of the following Lemma proved in [33]

Lemma 2.24. Fix � ∈ N. Then for N large enough

Tr
(
(L(+,r))�

)
= Tr

(
(L(×,r))�

)
= 0 ,

if � is not an integer multiple of r + 1.

We notice that both L(+,r) and L(×,r) are circular-like, and that the
entries are all positive, so from Lemma 1.4, we deduce the following:

Lemma 2.25. Fix m ∈ N, and consider the matrices L(+,r), L(×,r) (2.37)–
(2.38). Then for N big enough, there exist k(+,r) = k(+,r)(m), k(×,r) = k(×,r)

(m) ∈ N, such that

• Tr
(
(L(+,r))m

)
is k(+,r)-circular with seed V (+,r) and weed Ṽ (+,r)

• Tr
(
(L(×,r))m

)
is k(×,r)-circular with seed V (×,r) and weed Ṽ (×,r)

Thus, proceeding as we have done for the others systems previously con-
sidered, we obtain the following:



CLT for β-Ensembles at High Temperature

Corollary 2.26 (CLT for INB lattices). Consider the Lax matrices L(+,r), L(×,r)

(2.37)–(2.38) of the additive and multiplicative INB lattices, respectively, dis-
tributed according to their Generalized Gibbs Ensemble (2.39)–(2.40). Then,
defining the free energies F+,r(α, P ),F×,r(α, P ) as

F+,r(α, P ) = − lim
N→∞

1
N

ln(Z(+,r)
N (α, P )) ,

F×,r(α, P ) = − lim
N→∞

1
N

ln(Z(×,r)
N (α, P )) ,

for all j ∈ N fixed, we have the following weak limit

lim
N→∞

Tr
(
(L(+,r))(r+1)j

)
− E
[
Tr
(
(L(+,r))(r+1)j

)]
√

N
⇀ N (0, σ2

+,r),

lim
N→∞

Tr
(
(L(×,r))(r+1)j

)
− E
[
Tr
(
(L(×,r))(r+1)j

)]
√

N
⇀ N (0, σ2

×,r),

where

E

[
Tr
(
(L(+,r))(r+1)j

)]

= iN∂tF+,r(α, P + itx(r+1)j)|t=0 , σ2
+,r = |∂2

t F+,r(α, P + itx(r+1)j)|t=0 | ,

E

[
Tr
(
(L(×,r))(r+1)j

)]

= iN∂tF×,r(α, P + itx(r+1)j)|t=0 , σ2
×,r = |∂2

t F×,r(α, P + itx(r+1)j)|t=0 | .

Remark 2.27. We recall that in [33], it was shown that the density of states for
this model has support on the complex plane, but despite that all the moments
of the Generalized Gibbs ensemble are reals. Furthermore, in this case, we lack
a β-ensemble to compare with.

3. Transfer Operator Method

In this section, we develop a transfer operator approach to obtain the asymp-
totic behaviour of the following integrals

I
(N)
1 (H) =

∫

XN

⎛

⎝
N∏

j=1

F (xj , α)

⎞

⎠ e−H(x)dx , (3.1)

I
(N)
2 (H) =

∫

XN

⎛

⎝
N−1∏

j=1

F

(
xj , α

(
1 − j

N

))⎞

⎠R(xN )e−H(x)dx , (3.2)

where F,H,X satisfies the following set of hypotheses, which are closely related
to hypotheses 1.2

Hypotheses 3.1. In this section, we assume the following hypotheses for F,H,X:
HP. 1 X is a convex subset of Rd, d = 1, 2 (we identify C with R

2).
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HP 2. F (x, α) : X×(0,∞) → R+ is such that for any α > 0 F (·, α) ∈ C1(X),
and for any x ∈ X,F (x, ·) ∈ C∞((0,+∞));

HP 3. H : XN → R is k-circular with seed h and weed h̃ which are both
bounded away from −∞.

HP 4. for all α ∈ (0,∞), F (·, α) ∈ L1(X), and [c, d] ⊂ (0,+∞) one can find
gc,d ∈ L2(X) such that for all c ≤ α ≤ d,

∣∣∣
√

F (·, α)
∣∣∣ ,
∣∣∣∂α

√
F (·, α)

∣∣∣ ≤
gc,d; moreover, there exist a c ∈ N and ε0 such that for all ε < ε0 there
exists a compact set Oε ⊆ X and d1, d2, d3 > 0, depending on ε, such
that
• ||F (·, α)||1 = d1α

−c(1 + o(1))
• ||F (·, α)||1,Oε

=
∫

Oε
|F (x, α)|dx = d2α

−c(1 + o(1))
• ||F (·, α)||1,Oc

ε
≤ d3 here Oc

ε = X\Oε

• There exists a continuous function w : Xk → R such that for x,y ∈
Oε

h(x,y) = w(x) + w(y) + o(ε) .

• If ε1 < ε2 then Oε1 ⊆ Oε2

HP 5. R is a distribution defining a probability measure on a subset of X.

We want to study the asymptotic behaviour of the integrals I
(N)
1 , I

(N)
2

(3.1)–(3.2) which are a generalization of the partition functions of the type
1-2 systems at hand. In particular, we use the knowledge of the asymptotic
behaviour of these integrals to compute the two ratios

E1

[
e−it�Tr(Ls)

]
=

Z
(1)
N (α,
P + it
zs)

Z
(1)
N (α,
P )

,

E2

[
e−it�Tr(T s)

]
=

Z
(2)
N (α,
P + it
zs)

Z
(2)
N (α,
P )

,

which is one of the key steps of our proof. Under these assumptions, we prove
the following Theorem:

Theorem 3.1. Under hypotheses 3.1. Consider a k-circular function U : XN →
R with seed u and weed ũ. Then,

J
(N)
1 =

I
(N)
1 (H + itU)

I
(N)
1 (H)

, J
(N)
2 =

I
(N)
2 (H + itU)

I
(N)
2 (H)

are finite for all fixed N . Furthermore, assume that for some d ≥ 3, |u|a exp (−h)
is bounded for any 1 ≤ a ≤ d. Form the Euclidean division N = kM +�. Then,
there exists an ε > 0, and three complex-valued functions λ ∈ C1,d(R∗

+ ×
(−ε, ε)), ck,� ∈ C1,d(R∗

+ × (−ε, ε)) and ck,�,M ∈ C1,d(R∗
+ × (−ε, ε)) such that

for all q ∈ N:

J1 = ck,�(α, t)λ(α, t)M−2
(
1 + o(M−q)

)
, as M → ∞ ,

J2 = ck,�,M (α, t)
M−2∏

j=1

λ

(
α

j

M
, t

)
(1 + oM (1)) , as M → ∞ ,
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for |t| < ε. Furthermore, we have for all α > 0

• λ(α, 0) = 1 ,

• ck,�(α, 0) = 1 ,

• lim
t→0

ck,�,M (α, t) = 1 uniformly in M ,

• the remainder oM (1) is uniformly bounded in t ∈ (−ε, ε).

Moreover, there exist three functions c̃k,� ∈ C1,d(R∗
+ × (−ε, ε)), λ̃ ∈ C1,d(R∗

+ ×
(−ε, ε)) and c̃k,�,M ∈ C1,d(R∗

+ × (−ε, ε)) such that there exist four constants
C

(1)
1 , C

(1)
2 , C

(2)
1 , C

(2)
2 > 0 and p ∈ N such that for all q ∈ N:

• C
(1)
1 < c̃k,�(α, t) < C

(1)
2 ,

• C
(1)
1 Np < c̃k,�,M (α, t) < C

(2)
2 Np ,

• λ(α, t) =
λ̃(α, t)

λ̃(α, 0)
,

• I
(N)
1 (H + itU) = c̃k,�(α, t)λ̃(α, t)M−2

(
1 + o(M−q)

)
.

• I
(N)
2 (H + itU) = c̃k,�,M (α, t)

M−2∏

j=1

λ̃

(
α

j

M
, t

)
(1 + oM (1)) . (3.3)

The previous theorem is the central tool that we use to prove Theorem
1.5 in Sect. 5. Since the proof is rather technical, we defer it to Sect. 6.

4. Nagaev–Guivarc’h Theory

In this section, we adapt some standard results from the fluctuation theory of
Nagaev–Guivarc’h [32] to our situation. Specifically, we prove the following:

Theorem 4.1. Let (Xn)n≥1 be a sequence of real random variables with partial
sums (Sn)n≥1. Assume that there exists ε > 0, two functions λ ∈ C1([0, ε)),
c ∈ C0([0, ε)) and hn ∈ C0([0, ε)), such that for all t ∈ [−ε, ε], and all n ≥ 1
we have

E
[
e−itSn

]
= c(t)λ(t)m (1 + hn(t)) , (4.1)

Where limn→∞ n/m = k ∈ N≥1.
Furthermore, assume that:

a. there exists A, σ2 ∈ C such that λ(t) = exp
(
−iAt − σ2t2/2 + o(t3)

)
as

t → 0;
b. hn

n→∞−−−−→ 0 uniformly in [−ε, ε], and hn(0) = 0;
c. c(0) = 1.

Then A ∈ R, σ2 ≥ 0, and (Sn − nA/k) /
√

n converges to a Gaussian
distribution N (0, σ2/k) as n tends to infinity.
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Proof. First, evaluating (4.1) at t = 0, we deduce that λ(0) = 1. Then, we use
the asymptotic expansion of λ(t), and properties b.-c. to prove that

E

[
exp
(

−it
Sn − mA

n

)]
−−−−→
n→∞ 1.

Thus, by Lévy theorem [71], we deduce that Sn/n − A/k converges in distri-
bution to 0. So, since Sn is real, then A ∈ R. Exploiting again the asymptotic
expansion of λ(t) and properties b.-c., we show that E

[
exp
(
−itSn−mA√

n

)]
con-

verges to the function exp
(
−σ2t2

2k

)
. By Lévy theorem [71], this must be the

characteristic function of a real random variable, proving that σ2 ≥ 0, and
that (Sn − nA/k)/

√
n converges to a Gaussian distribution N (0, σ2/k). �

Further, we prove the following:

Theorem 4.2. Let (Xn)n≥1 be a sequence of random variables with partial sums
(Sn)n≥1 ∈ R. Assume that there exists ε > 0 and functions (x, t) �→ λ(x, t) ∈
C1,0([0, 1) × R), cn ∈ C0(R), and hn continuous at 0, such that for all t ∈
[−ε, ε], and all n ≥ 1 we have

E
[
e−itSn

]
= cn(t)

⎛

⎝
m∏

j=1

λ (j/m, t)

⎞

⎠ (1 + hn(t)) ,

where limn→∞ n/m = k ∈ N≥1.
Furthermore, assume that:

a. there exist two continuous functions A, σ2 : [0, 1] → C such that
λ(x, t) = exp

(
−iA(x)t − σ2(x)t2/2 + o(t2)

)
as t → 0;

b. ||hn||∞ n→∞−−−−→ 0 uniformly in [−ε, ε], and hn(0) = 0;
c. cn(0) = 1 and limn→∞ cn(t/

√
n) = limn→∞ cn(t/n) = 1.

Then
∫ 1
0

A(x)dx ∈ R,
∫ 1
0

σ2(x)dx ∈ R+, and
√

n
(

Sn

n −
∫ 1
0 A(x)dx

k

)
converges

to a Gaussian distribution N
(
0,
∫ 1
0 σ2(x)dx

k

)
as n tends to infinity.

Proof. First, let t = t̃/n, then by hypothesis c.

lim
n→∞E

[
e−it̃(Sn/n− 1

n

∑m
�=1 A(�/m))

]
= lim

n→∞E

[
e
−it̃

(
Sn/n−

∫1
0 A(x)dx

k

)]
= 1 .

Thus, by Levy theorem, Sn/n →
∫ 1
0 A(x)dx

k almost surely; thus, since Sn ∈ R,
this implies that

∫ 1
0

A(x)dx ∈ R. Consider now t = t̃/
√

n, following the same
reasoning one conclude that

lim
n→∞E

[
e−it̃

√
n(Sn/n− 1

n

∑n
�=1 A(�/m))

]
= lim

n→∞E

[
e

−it̃
√

n

(
Sn/n−

∫1
0 A(x)dx

k

)]

= lim
n→∞ e− t̃2

2n

∑m
�=1 σ2(�/m) = e− t̃2

2k

∫ 1
0 σ2(x)dx ,
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thus, by Lévy theorem [71], e− t̃2
2k

∫ 1
0 σ2(x)dx must be the characteristic function

of a real random variable, proving that
∫ 1
0

σ2(x) ∈ R+. �

5. Proof of Theorems 1.5–1.9

We are ready to prove Theorem 1.5–1.9. For convenience, we split the proof
into two Lemmas, which combined give the full proof of our results.

Lemma 5.1. Under hypotheses 1.2. Consider μ
(1)
N , μ

(2)
N (1.8)–(1.9), and let s ∈

N. Assume that 
Tr (P (L)) + it
Tr (Ls) is a k-circular function, that W,u
are the compatible seeds of 
Tr (P (L)) ,Tr (Ls) and that |u|ae−h is bounded
for 1 ≤ a ≤ 2. Then, there exist four continuous functions

A : R+ −→ R , Ã : R+ −→ R ,

σ : R+ −→ R+ , σ̃ : R+ −→ R+ ,

such that under μ
(1)
N ,

(SN − NA(α)/k) /
√

N

converges to a Gaussian distribution N (0, σ2(α)/k) as N tends to infinity, and
under μ

(2)
N ,

(
SN − NÃ(α)/k

)
/
√

N

converges to a Gaussian distribution N (0, σ̃2(α)/k) as N tends to infinity.

The proof of the previous result is a trivial application of Theorem 3.1–
4.1–4.2 and of Lemma 1.4 where H is the polynomial 
P . Furthermore, we
can interpret the previous relations through the free energies of μ

(1)
N , μ

(2)
N (1.8)

-(1.9):

Lemma 5.2. Under the same hypotheses and notation of Lemma 5.1. Consider
the two measures μ

(1)
N , μ

(2)
N (1.8)–(1.9) and define the free energies as

F (1)(α,
P ) = − lim
N→∞

ln(Z(1)
N (α,
P ))

N
,

F (2)(α,
P ) = − lim
N→∞

ln(Z(2)
N (α,
P ))

N
,

then, using the same notation as in Lemma 5.1, the following holds:

i. F(1)(α, �P ) = ∂α

(
αF(2)(α, �P )

)

ii. A(α) = ik∂tF(1)(α, �P +
it�zs)|t=0

iii. Ã(α) = ik∂tF(2)(α, �P +
it�zs)|t=0

iv. σ(α) = k∂2
t F(1)(α, �P + it�zs)|t=0

v. σ̃(α) = k∂2
t F(2)(α, �P + it�zs)|t=0

Remark 5.3. The previous theorem implies that

A(α) = ∂α(αÃ(α)) , σ2(α) = ∂α(ασ̃2(α)) .
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Proof. To prove i., we can just compute the free energy of μ
(1)
N , μ

(2)
N using

Theorem 3.1. For F (1)(α,
P ) we deduce immediately that

F (1)(α,
P ) = − lim
M→∞

1
N

ln(Z(1)
N (α,
P ))

(6.3)
= − lim

M→∞
M

N
ln(λ̃(α, 0))

= −1
k

ln(λ̃(α, 0)) .

(5.1)

Where we recall that N = kM + �. The computation for F (2)(α,
P ) follows
in the same way, establishing i..

We now prove ii.–iv. First, we notice that following the notation of The-
orems 3.1–4.1:

c(t) = ck,�(α, t) , hn = 1 + o(M−q) , λ(t) = λ(α, t) ,

thus to compute A(α), σ(α) we expand λ(α, t) around t = 0

λ(α, t) = 1 + t∂tλ(α, 0) +
t2

2
∂2

t λ(α, 0) + o(t3) ,

which implies that

λ(α, t) = exp
(

t∂t ln(λ(α, t))|t=0 +
t2

2
∂2

t ln(λ(α, t))|t=0 + o(t3)
)

. (5.2)

This implies that A(α) = −i∂t ln(λ(α, t))|t=0 , σ2(α) = −∂2
t ln(λ(α, t))|t=0 .

From (6.3), we deduce that ∂t ln(λ(α, t))|t=0 = ∂t ln(λ̃(α, t))|t=0 , thus from the
previous expressions and the explicit form of the free energy (5.1) we conclude.

To prove iii.–v. we proceed in the same way, thus following the notation
of Theorems 3.1–4.2:

cn(t) = ck,�,M (α, t) , hn = 1 + o(1) , λ (j/M, t) = λ

(
α

j

M
, t

)
.

Thus, as in (5.2) except that α → α j
M , we expand λ

(
α j

M , t
)

around
t = 0, leading to

Ã(α) = ∂t

(∫ 1

0

ln(λ(αx, t))dx

)

|t=0

,

σ̃2(α) = ∂2
t

(∫ 1

0

ln(λ(αx, t))dx

)

|t=0

which concludes the proof. �

Remark 5.4. We notice that Lemma 5.2 and Lemma 5.1 imply that we can
compute the expected values, and the variances of Tr (Ls) according to μ

(1)
N , μ

(2)
N

just computing derivatives of the corresponding free energy. This property is
broadly used in the physics literature, but we lacked a precise proof of the gen-
eral result. Furthermore, we can compute the expected value, and the variance
of Tr (Ls) according to μ

(1)
N starting from the corresponding values for μ

(2)
N .

Thus, we have reduced all this problem to the computation of the free energy
of μ

(2)
N .
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The proof of both Theorem 1.5 and Theorem 1.9 follows from the four
previous lemmas. Thus, we have completed the proof of our main theorems.

6. Technical Results

In this section, we prove the technical results that we used to prove our main
Theorems 1.5–1.9, the proof follows the same line as the proof of [35, Propo-
sition 4.2], and we prove Theorem 1.11, whose proof uses the same machinery
as the latter proofs. In the last part, we prove a Berry–Esseen type bound for
the type 1 measure μ

(1)
N . We start by proving Theorem 3.1.

To prove these results, we follow the same ideas as in [32, Theorem 2.4],
which we apply, for k ≥ 1, to a family (Lt)t∈I of compact operators Lt :
L2(Xk) → L2(Xk), where I is an interval containing a neighbourhood of 0.

Denoting for u ∈ Lp(Xk) ‖u‖p =
(∫

Xk |u(x)|pdx
) 1

p , we endow the space of
linear bounded operators of L2(Xk), denoted by L(L2(Xk)) with the norm

‖L‖ := sup
u∈L2(Xk), u �=0

‖Lu‖2
‖u‖2

.

Definition 6.1. Let I ⊂ R be open. We say that the L(L2(Xk))-valued func-
tion t ∈ I �→ Lt is a-times continuously differentiable, and denote it by
L ∈ Ca(L(L2(Xk))) if L has a Taylor expansion of order a around any t ∈ I,
i.e.

Lt+h = Lt + hD
(1)
t +

h2

2
D

(2)
t + · · · +

ha

a!
D

(a)
t + o(ha) as h → 0,

with t ∈ I �→ D
(a)
t ∈ L(L2(Xk)) continuous, where the o(ha) is with respect

to the norm ‖ · ‖. The operator D
(j)
t is then by definition the j-th derivative

of Lt: ∂
(j)
t Lt := D

(j)
t .

Remark 6.2. We define in the same way Ca functions with values in L2(Xk).

We enforce the following proposition, which can be easily deduced from
[32, Proposition 2.3]:

Proposition 6.3. Let λ(0) be an isolated eigenvalue of the operator L0 with
multiplicity one and assume that the family of operators t ∈ I �→ Lt ∈(
L(L2(Xk)), ‖ · ‖

)
depends on t in a Cd way. Then, for t small enough, Lt

has an isolated eigenvalue λ(t) with multiplicity one, and λ(t), the correspond-
ing eigenprojection πt and its eigenfunction ϕt are Cd with respect to t.

Moreover, assume that the rest of the spectrum of L0 is contained in a
disc of radius |λ(0)| − δ. Writing Qt = (I − πt)Lt, so that for n ≥ 1 Ln

t =
λ(t)nπt+Qn

t . For any r > |λ(0)|−δ, there exists a constant C > 0 independent
of t, n such that ‖Qn

t ‖ ≤ Crn for all n ∈ N.

Remark 6.4. We notice that in the previous proposition the size of the set of t
such that the statements holds is not specified: it is an existence result. One of
the crucial step of the following analysis is to ensure that such set is uniform
with respect to some parameters.
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In the sequel, for I, J ⊂ R open, and for E a normed space, we will denote
by Ca,b(I×J,E) the set of functions with values in E which are Ca with respect
to the first parameter, and Cb with respect to the second parameter. We will
denote Ca,b(I × J) for functions with values in C.

The following families of kernel operators play a crucial role in the proof
of the main theorems of this section.

Definition 6.5. Under Hypotheses 3.1. Consider a k-circular function U : XN →
R with seed u, such that u is compatible with h, the seed of H.

For t ∈ R, α > 0 define
• Lt,α ∈ L(L2(Xk) as

Lα,tf(y) =
∫

Xk

f(x)

√√√√
k∏

q=1

F (xq, α)F (yq, α)e−h(y,x)−itu(y,x)dx

=:
∫

Xk

kα,t(x,y)f(x)dx. (6.1)

• With the writing N = kM + �, 0 ≤ � < k, for 1 ≤ j ≤ M − 1 define
L(j)

t,α ∈ L(L2(Xk) as

L(j)
α,tf(y) = F̃ (y, j + 1)

∫

Xk

f(x)F̃ (x, j)e−h(y,x)−itu(y,x)dx ,

where

F̃ (x, j) =

√√√√
k∏

q=1

F

(
xq, α

(
1 − (j − 1)k + q

N

))
.

For a kernel operator T ∈ L(L2(Xk))

(Tu)(y) =
∫

Xk

k(x,y)u(x)dx

where k : Xk × Xk → R, define its Hilbert–Shmidt norm as

‖T‖2HS =
∫∫

X2k

k(x,y)2dxdy.

Then, ‖T‖ ≤ ‖T‖HS. Furthermore, if T is a kernel operator with finite Hilbert-
Schmidt norm, then it is compact, see [44].

Lemma 6.6. Under assumptions 3.1. For α > 0, t ∈ R, consider the operators
Lα,t,L(j)

t,α, 1 ≤ j ≤ M −1 given by Definition 6.5. Assume that for some d ≥ 2,
|u|a exp (−h) is bounded for any 1 ≤ a ≤ d.

Then, those operators have finite Hilbert–Schmidt norm, and Lα,t,L(j)
t,α ∈

C1,d((0,+∞) × R,L(L2(Xk))), i.e.
(1) For any fixed t ∈ R, the L(L2(XK))-valued functions α �→ Lα,t and

α �→ L(j)
α,t are continuously differentiable.

(2) For any fixed α > 0, t �→ Lα,t and α �→ L(j)
α,t are d-times continuously

differentiable.
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Furthermore, for all α > 0, define

Bα =
1

‖Lα,0‖HS
Lα,0

and

B(j)
α =

1

‖L(j)
α,0‖HS

L(j)
α,0, 1 ≤ j ≤ M − 1.

Then, Bα (resp. B(j)
α ) has a dominant, simple eigenvalue μ(α) > 0 (resp.

μ(j)(α)). Moreover, for all A > 0 there exists δ > 0 such that and all α ∈ (0, A],
any other eigenvalue μ satisfies |μ − μ(α)| ≥ δ (resp. |μ − μ(j)(α)| ≥ δ). We
say that those operators have a uniform spectral gap in α ∈ (0, A].

We defer the proof of this lemma to Appendix B.
Applying the previous proposition, we can prove both asymptotic esti-

mates of Theorem 3.1. For convenience, we split the theorem into two; the first
one is related to the proof of the result involving I

(1)
N , and the second I

(2)
N :

Theorem 6.7. Under hypotheses 3.1. Consider a k-circular function U : XN →
R with seed u and weed ũ, such that u is compatible with h, the seed of H.
Define

J
(N)
1 =

I
(N)
1 (H + itU)

I
(N)
1 (H)

where I
(N)
1 is defined as

I
(N)
1 (H) =

∫

XN

⎛

⎝
N∏

j=1

F (xj , α)

⎞

⎠ e−H(x)dx . (6.2)

Assume that for some d ≥ 2, |u|a exp (−h) is bounded for any 1 ≤ a ≤ d.
Form the Euclidean division N = kM + �. Then, there exists an ε > 0, and
two complex-valued functions λ ∈ C1,d(R∗

+×(−ε, ε)), ck,� ∈ C1,d(R∗
+×(−ε, ε))

such that for all q ∈ N:

J1 = ck,�(α, t)λ(α, t)M−2
(
1 + o(M−q)

)
, as M → ∞ ,

for |t| < ε. Furthermore, for any α > 0

• λ(α, 0) = 1 ,

• ck,�(α, 0) = 1 .

Moreover, there exist two functions c̃k,� ∈ C1,d(R∗
+×(−ε, ε)), and λ̃ ∈ C1,d(R∗

+×
(−ε, ε)) such that there exist two constants C

(1)
1 , C

(1)
2 > 0 such that for all

q ∈ N:
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• C
(1)
1 < |c̃k,�(α, t)| < C

(1)
2 ,

• λ(α, t) =
λ̃(α, t)

λ̃(α, 0)
,

• I
(N)
1 (H + itU) = c̃k,�(α, t)λ̃(α, t)M−2

(
1 + o(M−q)

)
. (6.3)

Proof. For α > 0 and t ∈ R, consider Lt,α : L2(Xk) → L2(Xk) given by
Definition 6.5. By Lemma 6.6, each Lt,α is Hilbert-Schmidt, and in partic-
ular, compact. Moreover, since the kernel kα,0 (6.1) is positive, we apply a
generalization of Jentzsch’s theorem (showing that Lα,0 has a simple, positive,
dominant eigenvalue) [72, Theorem 137.4] in combinations with Lemma 6.6
and Proposition 6.3 to deduce that:

• There exists ε > 0 such that for |t| < ε, Lα,t has a simple, domi-
nant eigenvalue λ̃(α, t) with associated eigenfunction ϕ(·, α, t) ∈ L2(Xk),
‖ϕ(·, α, t)‖2 = 1,

• Its dominant eigenvalue λ̃ varies smoothly with respect to (α, t): λ̃ ∈
C1,d(R∗

+ × (−ε, ε)),
• The associated eigenfunction ϕ(·, α, t) varies smoothly: (α, t) �→ ϕ(·, α, t) ∈

C1,d(R∗
+ × (−ε, ε), L2(Xk)),

and there exists an operator Qt : L2(Xk) → L2(Xk) such that

Lα,tφ(y) = λ̃ (α, t) 〈φ, ϕ (·, α, t)〉 ϕ (y, α, t) + Qtφ(y) , ∀φ ∈ L2(Xk) ,

denoting by 〈·, ·〉 the standard scalar product in L2(Xk).
Furthermore, at t = 0 we have λ̃ (α, 0) > 0, ϕ(·, α, t) > 0 almost ev-

erywhere, and there exists a δ > 0 such that for all t ∈ (−ε, ε), one has
||Qt|| ≤ |λ̃ (α, t) | − δ.

For z ∈ Xk define Gz(y) as

Gz(y) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

√√√√
k∏

q=1

F (yq, α)

∫

X�

kM+�∏

j=kM+1

F (xj , α)

× exp
(
−(h̃ + itũ)(y, xkM+1, . . . , xkM+�, z)

) kM+�∏

j=kM+1

dxj ,

� > 0 ,

√∏k
q=1 F (yq, α) exp (−h(y, z) − itu(y, z)) , � = 0 ,

(6.4)
and the linear operator S : L2(Xk) → C as

Sϕ =
∫

Xk

k∏

j=1

√
F (xj , α)ϕ(x)dx . (6.5)

We notice that

‖S‖ := sup
‖ϕ‖2=1

|Sϕ| ≤ ‖F‖k
1 < +∞

therefore S is continuous.
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In this notation, we can recast (6.7), applying S to (x,y) �→
(
LM−1

α,t Gx

)
(y),

as

I
(N)
1 (α,H + itU) = S

((
LM−1

α,t GxM

)
(xM )

)

= λ̃M−1(α, t)S
(
〈ϕ (·, α, t) ;GxM

(·)〉 ϕ(xM , α, t)
)

+ S
(
QM−2

t GxM
(xM )

)
,

where here and in the sequel, if f ∈ L2(Xk × Xk), using a slight notational
liberty, we denoted S(f(x) for S(f). Defining

ck,�(α, t) =
S
(
〈ϕ (·, α, t) ;GxM

(·)〉 ϕ(xM , α, t)
)

S
(
〈ϕ (·, α, 0) ;GxM

(·)〉 ϕ(xM , α, 0)
) ,

λ(α, t) =
λ̃M−1(α, t)

λ̃M−1(α, 0)
.

Because ϕ(·, α, 0) > 0 almost everywhere, the denominator in ck,� is positive,
and by direct computation, using that h, h̃ are bounded from below, one sees
that

S
(
〈ϕ (·, α, t) ;GxM

(·)〉 ϕ(xM , α, t)
)

≤ ‖F (·, α)‖2k+�
1 .

In view of Proposition 6.3, ‖Qn
t ‖ ≤ (|λ̃(t)| − δ)n, and we conclude. �

We prove now another theorem related to the expansion of I
(N)
2 , which,

combined with the previous one, conclude the proof of Theorem 3.1

Theorem 6.8. Under hypotheses 3.1. Consider a k-circular function U : XN →
R with seed u and weed ũ, such that u is compatible with h, the seed of H.
Define

J
(N)
2 =

I
(N)
2 (H + itU)

I
(N)
2 (H)

(6.6)

where I
(N)
2 is defined as

I
(N)
2 (H) =

∫

XN

⎛

⎝
N−1∏

j=1

F

(
xj , α

(
1 − j

N

))⎞

⎠R(xN )e−H(x)dx . (6.7)

Assume that for some d ≥ 2, |u|a exp (−h) is bounded for any 1 ≤ a ≤ d.
Form the Euclidean division N = kM + �. Then, there exists an ε > 0, and a
complex-valued ck,�,M ∈ C1,d(R∗

+ × (−ε, ε)) such that with the same λ(α, t)
as in Theorem 6.7,

J
(N)
2 = ck,�,M (α, t)

M−2∏

j=1

λ

(
α

j

M
, t

)
(1 + oM (1)) as M → ∞ , (6.8)
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for |t| < ε. Furthermore, for any α > 0,

• λ(α, 0) = 1 ,

• limt→0 ck,�,M (α, t) = 1 uniformly in M ,

• the remainder oM (1) is uniformly bounded in t ∈ (−ε, ε).

Moreover, there exist two functions λ̃ ∈ C1,d(R∗
+ × (−ε, ε)) and c̃k,�,M ∈

C1,d(R∗
+ × (−ε, ε)) such that there exist two constants C

(2)
1 , C

(2)
2 > 0 and

p ∈ N such that:

• C
(1)
1 Np < |c̃k,�,M (α, t)| < C

(2)
2 Np ,

• λ(α, t) =
λ̃(α, t)

λ̃(α, 0)
,

• I
(N)
2 (H + itU) = c̃k,�,M (α, t)

M−2∏

j=1

λ̃

(
α

j

M
, t

)
(1 + oM (1)) .

Proof. Let W (x) = H(x) + itU(x), and let w : X2k → C be its seed, and
w̃ : X2k+� → C be its weed. For 1 ≤ j ≤ M − 1, define the function F̃ (x, j) :
Xk × N → R+ as

F̃ (x, j) =

√√√√
k∏

q=1

F

(
xq, α

(
1 − (j − 1)k + q

N

))
,

we notice that F̃ (x, j) ∈ L2(Xk). Define the family of kernel operators, L(j)
t,α :

L2(Xk) → L2(Xk) as

L(j)
t,αf(y) = F̃ (y, j + 1)

∫

Xk

f(x)F̃ (x, j)e−w(y,x)dx .

By Lemma 6.6, (α, t) �→ L(j)
α,t is C1,d. As in the proof of Theorem 6.7, since

for t = 0 the kernel is positive, apply a generalization of Jentzsch’s theorem [72,
Theorem 137.4] in combinations with Proposition 6.3 and Lemma 6.6 deducing
that:

• By the existence of a uniform spectral gap (Lemma 6.6), there exists
some ε > 0 independent of j (but depending on α) such that for |t| < ε,
L(j)

α,t has a simple, dominant eigenvalue λ̂
(
α
(
1 − j

M

)
, t
)

with associated
eigenfunction ϕ

(
·, α
(
1 − j

M

)
, t
)

∈ L2(Xk) with unit L2 norm.
• λ̂ ∈ C1,d(R∗

+ × (−ε, ε))
• The associated eigenfunction varies smoothly: (α, t) �→ ϕ

(
·, α
(
1 − j

M

)
, t
)

∈ C1,d(R∗
+ × (−ε, ε), L2(Xk)) ,

and there exists an operator Q(j)
t : L2(Xk) → L2(Xk) such that ∀φ ∈

L2(Xk), ∀|t| < ε,

L(j)
t,αφ(y) = λ̂

(
α

(
1 − j

M

)
, t

)
π
(j)
t φ(y) + Q(j)

t φ(y) (6.9)
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with

π
(j)
t φ(y) =

〈
φ;ϕ
(

·, α
(

1 − j

M

)
, t

)〉
ϕ

(
y, α

(
1 − j

M

)
, t

)
,

recalling that we denote by 〈·, ·〉 the standard scalar product in L2(Xk).
Furthermore, we have λ̂

(
α
(
1 − j

M

)
, 0
)

> 0, ϕ
(
·, α
(
1 − j

M

)
, 0
)

> 0 al-

most everywhere, and there exists δ > 0 such that ‖Q(j)
t ‖ ≤

∣∣∣λ̂
(
α
(
1 − j

M

)
, t
)∣∣∣−

δ.
Now, with λ̃ the function of Theorem 6.7, we have

λ̂

(
α

(
1 − j

M

)
, t

)
= λ̃

(
α

(
1 − j

M

)
, t

)
+ O

(
1
M

)
, (6.10)

Where the O
(

1
M

)
term is uniform in t ∈ (−ε, ε). Indeed, recalling that Lt,α

is defined in (6.1), by the integrability assumptions on F (·, α), ∂α

√
F (see

Assumptions 3.1), we have

‖L(j)
t,α − Lt,α(1−j/M)‖ ≤ C

α

M
(6.11)

where C ≥ 0 is independent of t. We then deduce (6.10) by applying Proposi-
tion 6.3.

Analogously as the previous proof, define the function Gz(y, t) on Xk by

Gz(y, t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

F̃ (y,M)
∫

X�

�−1∏

j=1

F

(
xkM+j , α

(
1 − j + kM

N

))

× exp (−w̃(y, xkM+1, . . . , xN , z)) R(xN )
kM+�∏

j=kM+1

dxj ,

� > 0 ,

F̃ (y,M)
∫

X
exp (−w(y, z)) R(zk)dzk , � = 0 ,

(6.12)
We recall that W = H + itU so Gz(y, t) depends on t, and the linear

operator S : L2(Xk) → C as

S(ψ) =
∫

Xk

F̃ (x, 1)ψ(x)
k∏

j=1

dxj .

Given the assumptions 3.1, the operator S is uniformly bounded in M .
In this notation, we can rewrite I

(N)
2 (H + itU) as

I
(N)
2 (H + itU) = S

(
L(2)

t,α . . . L(M−1)
t,α Gx1(xM , t)

)
= S

⎛

⎝
M−1∏

j=2

L(j)
t,αGx1(xM , t)

⎞

⎠
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Applying the decomposition (6.9), it follows that we can decompose the
previous expression as

I
(N)
2 (H + itU) =

M−1∏

j=2

λ̂t

(
α

(
1 − j

M

))
S
(
π
(2)
t . . . π

(M−1)
t Gx1(xM , t)

)

+ S
(
L(2)

t,α . . . L(M−2)
t,α Q(M−1)

t Gx1(xM , t)
)

+
M−2∑

n=2

M−1∏

j=n+1

λ̂t

(
α

(
1 − j

M

))

S
(
L(2)

t,α . . . L(n−1)
t,α Q(n)

t π
(n+1)
t . . . π

(M−1)
t Gx1(xM , t)

)
,

(6.13)
where we arranged the terms of the product of the L(j)

t,α’s by order of the first

appearance from the right of a factor Q(j)
t (the first term being the product

where no Q(j)
t appears). We notice that

S
(
π
(2)
t . . . π

(M−1)
t Gx1(xM , t)

)

= 〈ϕ1/M
t ;Gx1(xM , t)〉

M−2∏

i=2

〈ϕα(1−i/M)
t ;ϕα(1−(i+1)/M)

t 〉S
(

ϕ
α(1− 2

M )
t

)
,

where we set ϕ
α(1−i/M)
t ≡ ϕ (·, α(1 − i/M), t) to shorten the notation. Fur-

thermore, the ratio

M−1∏

i=2

〈ϕα(1− i
M )

t ;ϕ
α(1− i+1

M )
t 〉

〈ϕα(1− i
M )

0 ;ϕ
α(1− i+1

M )
0 〉

stays bounded as M → ∞ uniformly in t ∈ (−ε, ε). This is due to the fact
that

〈ϕα(1− i
M )

t ;ϕ
α(1− i+1

M )
t 〉 = 1 + O

( α

M

)
,

because of (6.11) and Proposition 6.3, thus the product

M−1∏

i=2

〈ϕα(1− i
M )

t ;ϕ
α(1− i+1

M )
t 〉

stays from bounded below and above uniformly on M ≥ 1, t ∈ (−ε, ε).
Denoting the first term of (6.13) by f(α, t), and the second and third

terms by g1(α, t) and g2(α, t), we can rewrite J
(N)
2 (6.6) as

J
(N)
2 (H + itU) =

f(α, t)
f(α, 0)

⎛

⎝ 1 + g1(α,t)
f(α,t) + g2(α,t)

f(α,t)

1 + g1(α,0)
f(α,0) + g2(α,0)

f(α,0)

⎞

⎠ .
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Thus, to prove our result we need to show that there exist 3 constants c1, c2, c3
independent of M such that for all t ∈ (−ε, ε),

∣∣∣∣
g1(α, t)
f(α, t)

∣∣∣∣ ≤ c1 , (6.14)
∣∣∣∣
g2(α, t)
f(α, t)

∣∣∣∣ ≤ c2 , (6.15)
∣∣∣∣∣∣∣

〈
ϕ
(1/M)
t ;Gx1(xM , t)

〉
Sϕ

α(1− 2
M )

t

〈
ϕ
(1/M)
0 ;h0

〉
Sϕ

α(1− 2
M )

0

∣∣∣∣∣∣∣
≤ c3 . (6.16)

If we are able to show this, then defining

ck,�,M (α, t) =

〈
ϕ
(1/M)
t ;Gx1(xM , t)

〉
Sϕ

α(1− 2
M )

t

〈
ϕ
(1/M)
0 ;h0

〉
Sϕ

α(1− 2
M )

0

M−1∏

i=2

〈ϕα(1− i
M )

t ;ϕ
α(1− i+1

M )
t 〉

〈ϕα(1− i
M )

0 ;ϕ
α(1− i+1

M )
0 〉

,

λ(y, t) =
λ̃ (y, t)

λ̃ (y, 0)
,

we obtain (6.8) with the wanted properties. Notice that in the definition of λ

we took
λ̃(y, t)

λ̃(y, 0)
instead of

λ̂(y, t)

λ̂(y, 0)
. This is indeed possible because of equation

(6.10).
First, we focus on (6.15). The term g2(α, t) is given by:

〈ϕ(1/M);Gx1(xM , t)〉
M−2∑

n=2

M−1∏

j=n+1

λ̂

(
α

(
1 − j

M

)
, t

)

M−n−2∏

i=1

〈ϕ
αi
M
t ;ϕ

α(i+1)
M

t 〉S
(

L(2)
t,α . . . L(n−1)

t,α Q(n)
t ϕ

α(1− n+1
M )

t

)
.

Because ϕ (x, y, t) is regular with respect to y, we deduce that there exists
a function (y, t) �→ ψ(·, y, t) ∈ C∞(R+ × [−ε, ε], L2(Xk)) with ‖ψ

α(1−n/M)
t ‖2

uniformly bounded in n,M and t such that

Qn
t

(
ϕ

α(1− n+1
M )

t

)
= Q

(n)
t

(
ϕ

α(1− n
M )

t

)
+

1

M
Q(n)

t ψ
α(1−n/M)
t =

1

M
Q(n)

t ψ
α(1−n/M)
t .

given this equality, it is trivial to prove (6.15), recalling that for any t, j,
1

λ̂
(j)
t

L(j)
t,α has operator norm smaller than one.

For (6.14), it suffices to show that there exists a constant c2 independent
of M such that ∥∥∥∥∥∥

Q(M−1)
t Gx1(xM , t)〈

ϕ
(1/M)
t , Gx1(xM , t)

〉

∥∥∥∥∥∥
≤ c2 . (6.17)
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From the assumptions, (6.9) and the definition of Gx1(xM , t) (6.12), we
deduce that there exists a constant d1 such that

∥∥∥Q(M−1)
j Gx1(xM , t)

∥∥∥ ≤ d1

(
λ
( α

M

)
− δ
)

Mc(k+�) .

On the other hand, given the previous proof and the assumptions, we conclude
that, for t small enough, there exists a constant d2 such that

∣∣∣
〈
ϕ
(1/M)
t , Gx1(xM , t)

〉∣∣∣ ≥ d2M
c(k+�) .

Indeed, for t = 0 the previous inequality follows from the definition of
Gx1(xM , t), and we deduce that for t small enough the same holds true

Combining the two previous estimates and setting p = c(k+�), we deduce
(6.17), which leads to (6.15). The proof of (6.16) is analogous, and thus, we
conclude. �

We now turn on the proof of Theorem 1.11, which we rewrite here for
convenience.

Theorem 6.9 (Decay of correlations). Under hypotheses 1.2. Let W be the seed
of Tr (
P (L)) and I, J : Xk → R two local functions such that
∫

Xk×Xk

∣∣∣I(x)
∏k

i=1

√
F (xi, α)F (yi, α)e−W (x,y)

∣∣∣
2

dxdy < ∞, and analogously
for J(x). Write N = kM + �, and let j ∈ {1, . . . , M}. Then, there exists some
0 < μ < 1 such that

E1 [I(x1)J(xj)] − E1 [I(x1)]E1 [J(xj)] = O(μM−j + μj).

Proof. Let L = L0,α with Lt,α given by (6.1). Furthermore, define L(J)

L(J)φ(y) =
∫

Xk

φ(x)
k∏

i=1

√
F (xi, α)F (yi, α)J(x)e−W (y,x) = L(Jφ)(y),

and L(I) analogously. With G
(I)
x (y) = I(x)Gx(y), Gx(y) given in (6.4), we

have for j ≥ 3

E1 [I(x1)J(xj)] =
S0

((
LM−jL(J)Lj−3G

(I)
xM

)
(xM )

)

S0((LM−2GxM
)(xM ))

=
λ̃M−j(α, 0)S0((π0L(J)Lj−3G

(I)
xM )(xM )) + O(λ̃j−3rM−j))

λ̃M−2(α, 0)S0((π0GxM
)(xM )) + O(rM−2)

,

where St is defined in (6.5), and we used the decomposition

Lk
0 = λ̃k(α, 0)π0 + Qk

0 ,

where π0 is the orthogonal projection on the (one dimensional) eigenspace
associated with λ̃(α, 0), and Q0 is an operator such that ‖Qk

0‖ ≤ Crk for some
0 < r < λ̃. Similarly,

S0((π0L(J)Lj−3G(I)
xM

)(xM )) = λ̃j−3(α, 0)S0((π0L(J)π0G
(I)
xM

)(xM )) + O(rj−3).
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We deduce

E1 [I(x1)J(xj)] =
S0((π0L(J)π0G

(I)
xM )(xM )) + O((r/λ̃)M−j + (r/λ̃)j−3)

λ̃
(
S0((π0GxM

)(xM )) + O((r/λ̃)M−2)
) .

Similarly, we deduce

E1[I(x1)]E1[J(xj)]

=
S0((π0G

(I)
xM )(xM ))S0

(
(π0L(J)π0GxM

)(xM )
)

+ O((r/λ̃)M−j + (r/λ̃)j−3)

λ̃
(
S0((π0GxM

)(xM ))2 + O((r/λ̃)M−2)
) .

By a direct computation, recalling that π0φ = 〈ϕ1, φ〉ϕ1 where ϕ1 is the
eigenfunction associated with λ̃, we deduce the following

S0

(
(π0L(J)π0G

(I)
xM

)(xM )
)

= 〈L(J)ϕ1, ϕ1〉
∫

〈Gx, ϕ1〉I(x)F (x)ϕ1(x)dx,

S ((π0GxM
)(xM )) =

∫
〈Gx, ϕ1〉ϕ1(x)F (x)dx,

S0

(
(π0G

(I)
xM

)(xM )
)

=
∫

〈Gx, ϕ1〉I(x)F (x)ϕ1(x)dx,

and

S0

(
(π0L(J)π0GxM

)(xM )
)

= 〈L(J)ϕ1, ϕ1〉
∫

〈Gx, ϕ1〉F (x)ϕ1(x)dx.

These formulas imply that

S0((π0L(J)π0G
(I)
xM

)(xM )) =
S0((π0G

(I)
xM )(xM ))S0

(
(π0L(J)π0GxM

)(xM )
)

S0 ((π0GxM
)(xM ))

,

and so

E1 [I(x1)J(xj)] − E1 [I(x1)]E1 [J(xj)] = O((r/λ̃)M−j + (r/λ̃)j−3).

�
Finally, we prove a Berry–Esseen bound type theorem for the measure

μ
(1)
N :

Theorem 6.10. Under Hypotheses 1.2. Consider s ∈ N and the measure μ
(1)
N

(1.8), let W,h be the common seeds of Tr (
P (L)) and Tr (
Ls) respectively
and let W̃ , h̃ be their weeds. Assume that for some d ≥ 3, the functions |u|ae−h,
1 ≤ a ≤ d are bounded. Then, there exists A ∈ R, σ,C > 0 such that if
Y ∼ N (0, σ2) we have for any interval J of the real line

∣∣∣P
(
[Tr (
P (L)) − NA] /

√
N ∈ J

)
− P (Y ∈ J)

∣∣∣ ≤ C√
N

.

Proof. We adapt the arguments of [32, Theorem 3.7]. By [24, Lemma XVI.3.2],
there exists a constant C such that for any X real random variable, and Y
Gaussian random variable, for any interval J ⊂ R and for any T > 0, we have

|P (X ∈ J) − P (Y ∈ J)| ≤ C

∫ T

0

|E[e−itX ] − e−σ2t2/2|
t

dt +
C

T
.
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We take X = (Tr (
(Ls)) − NA) /
√

N . We are going to show that, taking
T = ε

√
N for some small enough ε, the last integral remains bounded by Ck,�√

N
,

where Ck,� is a constant depending on k, �. Recall N = kM + �. By Theorem
1.5, there exists an A ∈ R, σ > 0 such that as N goes to infinity X converges
to N (0, σ2). Since t−1 is not integrable at 0, we consider the special interval
[0, N−1]. In this interval, we have the following estimate:

∣∣∣E
[
e−itX

]
− e−it

√
NA
∣∣∣
(1.13)

=
|Z(1)

N

(
α,
P + i t√

N

zs
)

− Z
(1)
N (α,
P )|

Z
(1)
N (α,
P )

=
1

Z
(1)
N (α,
P )

∣∣∣
M−1∑

p=1

∫

XkM+�

F(x)
p−1∏

j=1

e
i t√

N
h(xj ,xj+1)

(
e

i t√
N

h(xp,xp+1) − 1
) N∏

j=1

dxj

+
∫

XkM+�

F(x)
(
e

i t√
N

h̃(xM ,xkM+1,...,xkM+�,x1) − 1
) ∣∣∣ ,

with the convention that the empty product is equal to one. Here we defined

F(x) =

N∏

j=1

F (xj , α) exp

⎛

⎝−
M−1∑

j=1

W (xj ,xj+1) − W̃ (xM , xkM+1, . . . , xkM+�,x1)

⎞

⎠

× exp

(
− it√

N
h̃(xM , xkM+1, . . . , xkM+�,x1)

)
,

Thus, since |ei t√
N

h(xp,xp+1)−1| ≤ |h(xp,xp+1)|N−1/2t, we deduce the following
inequality:

∣∣∣E1[e−itX ] − e−it
√

NA
∣∣∣ ≤ E1 [|h(x1,x2)|] t

√
N

+
t√
N

E1

[
|h̃(xM , xkM+1, . . . , xkM+�,x1)|

]
,

(6.18)

and this last term is by assumption bounded by Ct
√

N for some C independent
of N and t. Thus integrating for t ∈ [0, N−1], we deduce the following

∫ 1
N

0

|E1[e−itX ] − e−σ2t2/2|
t

dt

≤
∫ 1

N

0

∣∣∣E1

[
e−itX

]
− e−it

√
NA
∣∣∣+
∣∣∣e−it

√
NA − 1

∣∣∣+
∣∣∣1 − e−σ2t2/2

∣∣∣
t

dt

(6.18)
≤
∫ 1

N

0

C
√

Nt + t
√

NA + σ2t2/2
t

dt ≤ C1√
N

,

for some constant C1.
We now consider the integral on [1/N, ε

√
N ]. Here we use the spectral

decomposition of E1[eitX ]. Since |h|ae−W is bounded for 1 ≤ a ≤ 3, we deduce
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by Proposition 6.3, Remark 1.8 and Theorem 1.5 the following third-order
expansion and that there exist two continuous functions p(t) ∈ C0([−ε, ε])
and ck,�(y, t) ∈ C1,d(R × [−ε, ε]) for some ε > 0, such that ck,�(y, 0) = 1 and
‖p‖∞ < +∞, and for q ≥ 1

∫ ε
√

N

1
N

|E1[e−itX ] − e−σ2t2/2|
t

dt

=
∫ ε

√
N

1
N

∣∣∣ck,�(α, t/
√

N)e−σ2t2/2+t3p(t/
√

N)/
√

N (1 + o(N−q)) − e−σ2t2/2
∣∣∣

t
dt,

thus we have the following estimate

∫ ε
√

N

1
N

∣∣∣E1[e−itX ] − e−σ2t2/2
∣∣∣

t
dt

≤
∣∣∣∣ck,�(α, ·)(1 + o(M−q))

∣∣∣∣
∞,[0,ε]

∫ ε
√

N

1
N

∣∣∣
(
1 − et3p(t/

√
N)/

√
N
)

e−σ2t2/2
∣∣∣

t
dt

+
∫ ε

√
N

1
N

∣∣∣1 − ck,�(α, t/
√

N)(1 + o(M−q))
∣∣∣ e−σ2t/2

t
dt ,

where || · ||∞,[0,ε] in the L∞ norm on [0, ε].
We notice that ||ck,�(α, ·)(1 + o(M−q))||∞,[0,ε] is uniformly bounded in

N . Moreover,

∫ ε
√

N

1
N

e−σ2t2/2

t

∣∣∣et3p(t/
√

N)/
√

N − 1
∣∣∣ dt

≤
∫ ε

√
N

1
N

e−σ2t2/2

t
√

N
et3‖p‖∞,[0,ε]/

√
N t3‖p‖∞,[0,ε]dt

≤
∫ ε

√
N

1
N

e−σ2t2/2

√
N

et2ε‖p‖∞,[0,ε]t2‖p‖∞,[0,ε]dt ,

where in the first inequality we used the bound |ex − 1| ≤ |x|e|x|. Since for ε
small enough ||p||∞ε < σ2/4, thus integrating, we deduce that

∫ ε
√

N

1
N

∣∣∣e−σ2t2/2+t3p(t/
√

N)/
√

N − e−σ2t2/2
∣∣∣

t
dt = O

(
1√
N

)
.

To conclude, we have to show that the last integral is of order N−1/2.
Since ck,�(α, t) is C1 in t, and ck,�(α, 0) = 1, it is easy to deduce that there
exists a constant C such that
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∫ ε
√

N

1
N

∣∣∣1 − ck,�(α, t/
√

N)(1 + o(M−q))
∣∣∣ e−σ2t/2

t
dt ≤ C√

N

so we conclude. �

7. Conclusion and Outlooks

In this paper, we proved a general central limit theorem-type result and we
apply it to several models in random matrix theory and integrable systems. By
doing this, we strengthen the connection between these two subjects. Specifi-
cally, we could connect the expected values and the variances of the moments
of each classical β-ensemble in the high-temperature regime with one specific
integrable model, see Table 1.

The results that we have obtained are relevant for two main reasons.
Under the random matrix theory perspective, we were able to develop a gen-
eral framework to prove polynomial central limit theorems for the classical
β-ensemble in the high-temperature regime, based on their band matrix rep-
resentation and on the transfer operator technique. Under the integrable sys-
tems’ theory point of view, our result enables the explicit computation of the
so-called susceptibility matrix, which is a fundamental object in the theory
of Generalized Hydrodynamics to compute the correlation functions for inte-
grable models. Furthermore, we can prove rigorously the exponential decay of
correlation for short-range interacting systems with polynomial potential.

It would be fascinating to generalize our result to a wider class of po-
tential and functions and to obtain a Berry–Esseen bound for the classical
β-ensemble in the high-temperature regime. Furthermore, defining a new β-
ensemble related to the INB lattice would be interesting. Finally, we point
out that it would be interesting to obtain large deviation principles for the
Exponential Toda lattice and the Volterra one in the spirit of [36,53].
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A. Proof of Lemma 1.4

In this section, we prove Lemma 1.4, we report here the statement for reader
convenience:

Lemma A.1. Consider any type 1-2 matrix M . Then for any polynomial P ∈
C[X], Tr (P (M)) is circular.

To prove this lemma, we need some preparation. First, we introduce the
family of shift operators S�, for any � ∈ Z, and x = (x1, x2, . . . , xN ) ∈ XN we
define the cyclic shift of order � as the map

S� : XN → XN , (S�x)j := x((j+�−1)modN)+1.

For example S1 and S−1 are the left respectively right shifts:

S1(x1, x2, . . . , xN ) := (x2, . . . , xN , x1),
S−1(x1, x2, . . . , xN ) := (xN , x1, . . . , xN−1).

It is immediate to check that for any �, �′ ∈ Z, cyclic shifts fulfils:

S� ◦ S�′ = S�+�′ , S−1
� = S−�, S0 = 1, S�+2N = S�.

Consider now a function H : XN → C; we shall denote S�H : XN → C as the
operator

(S�H)(x) := H(S�x), ∀x ∈ XN .

Clearly, S� is a linear operator. We can now define cyclic functions:

Definition A.2. A function H : XN → C is called cyclic if S1H = H.

It follows from the definition that a cyclic function fulfils S�H = H
∀� ∈ Z.
On can construct cyclic functions as follows: given a function h : XN → C we
define the new function H by

H(x) :=
2N−1∑

�=0

(S�h)(x).

H is clearly cyclic, and we say that H is generated by h. We notice that these
definitions were previously introduced in [30,34]

Our first aim is to show that the trace of powers of the matrices of type
1 are cyclic functions and that the ones of the matrices of type 2 are cyclic up

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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to a certain function. To this end, we introduce the companion matrices P, T
as

P =

⎛

⎜⎜⎜⎜⎜⎜⎝

0 1
0 0 1
...

. . . . . . . . .

0
. . . . . . 1

1 0 . . . . . . 0

⎞

⎟⎟⎟⎟⎟⎟⎠
T =

⎛

⎜⎝
0 1
0 0 1

. . . . . . . . .

⎞

⎟⎠ ,

so T is a sparse matrix, with just the first upper diagonal filled with ones, and
P is similar to T , except that there is an extra 1 in the bottom left corner.

Using this notation, we can prove the following lemma Toeplitz -like and
circular -like matrices as follows

Lemma A.3. Fix m,N ∈ N. Given the 2m + 1 sequences {a
(k)
j }N

j=1 for k =
−m,m and defining the two matrices

A1 =
m∑

j=1

(
diag

(
a(j)
)

P j + diag
(
a(−j)

)
PN−j

)
+ diag

(
a(0)
)

,

A2 =
m∑

j=1

(
diag

(
a(j)
)

T j + diag
(
a(−j)

)
(T T)j

)
+ diag

(
a(0)
)

.

Here we denoted by diag (a) the diagonal matrices with entries a1, . . . , aN .
Then for all � ∈ N, Tr

(
A�

1

)
is cyclic, and Tr

(
A�

2

)
= Tr

(
A�

1

)
+ K(a), where

K(a) depends on a number of variables which is uniformly bounded in N . We
call the matrices having the shape of A1 circular-like matrices, and the one
having the shape of A2 Toeplitz-like matrices

Proof. First, we focus on the matrix A1, we expand the trace as

Tr
(
A�

1

)
=

N∑

i1,...,i�=1

�−1∏

j=1

(A1)ij ,ij+1(A1)i�,i1 =
N∑

i1,...,i�=1

�−1∏

j=1

a
(ij−ij+1)
ij

a
(i�−i1)
i�

,

where in the second equality, we used the structure of A1, and we use the
convention that if |ij − ij+1| > m then a

(ij−ij+1)
ij

= 0; from the previous
expression, it is easy to see that Tr

(
A�

1

)
is cyclic. Regarding the matrix A2,

we notice that T is a rank 1 perturbation of P , thus by developing the trace
as before, one can easily obtain the claim. �

Remark A.4. We notice that the matrices of type 1 − 2 are Toeplitz-like or
circular-like.

Using this Lemma, we can prove the following Corollary

Corollary A.5. Fix m,N ∈ N. Let x be the coordinates of the manifold XN .
Given the 2m+1 sequences {a

(k)
j (x)}N

j=1 for k = −m, . . . ,m such that a
(k)
j (x)

is local for all j, k, then the trace of powers of Toepliz-like or circular-like
matrices are circular in the sense of Definition 1.1
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Proof. From Lemma A.3 we know that the trace of powers of Circular-like
matrices are cyclic, and they can be written as

Tr
(
A�

1

)
=

N∑

i1,...,i�=1

�−1∏

j=1

a
(ij−ij+1)
ij

(x)a(i�−i1)
i�

(x) . (A.1)

In the previous expression, gather all the terms involving x1, and compute
the diameter d of the resulting function, given the locality property of a

(k)
j (x)

and the structure of the single terms of the product in (A.1), we deduce that
0 ≤ d ≤ D(m, �) and thus do not depend on N ; moreover, it is an even number
because of the cyclicity property.

Consider the function h(�)(x1, . . . , xd+1) = 1
2h

(�)
1 (x1, . . . , xd/2+1)

+ 1
2h

(�)
1 (xd/2+1, . . . , xd) + h

(�)
2 (x1, . . . , xd+1) + h3(xd/2+1) where

• h
(�)
1 (x1, . . . , xd/2+1) contains all the terms in (A.1) that involves just

x1, . . . , xd/2+1

• h
(�)
2 (x1, . . . , xd+1) contains all the terms in (A.1) that involves just

x1, . . . , xd+1, at least one variable among x1, . . . , xd/2, and at least one
variable among xd/2+2, . . . , xd+1

• h3(xd/2+1) contains terms involving just xd/2+1

Given this construction, it is easy to see that h(�)(x1, . . . , xd+1) is the
seed of Tr

(
A�

1

)
.

Regarding the Toeplitz-like matrices, we get the claim because of their
relation with the circular-like proved in Lemma A.3. �

Remark A.6. The previous lemma implies that the trace of powers of type
1 − 2 matrices are circular.

As an example, we consider L to be a periodic Jacobi matrix, then

Tr
(
L4
)

=
N∑

i=1

[
a4

i + 4(a2
i + aiai+1 + a2

i+1)b
2
i + 2b4i + 4b2i b

2
i+1

]
,

then d = 2 and
h1(a1, b1, a2, b2) = 4a1a2b

2
1 + 4a2

2b
2
1 + 4b21b

2
2 ,

h1(aN , bN , a1, b1, a2, a3) = 0 ,

h3(a1, b1) = a4
1 + 4a2

1b
2
1 + 2b41 .

B. Proof of Lemma 6.6

Lemma B.1. Under assumptions 3.1. For α > 0, t ∈ R, consider the operators
Lα,t,L(j)

t,α, 1 ≤ j ≤ M −1 given by Definition 6.5. Assume that for some d ≥ 2,
|u|a exp (−h) is bounded for any 1 ≤ a ≤ d, then

(1) Both Lα,t and L(j)
t,α are Hilbert-Schmidt.

(2) For any fixed t ∈ R, the L(L2(XK))-valued functions α �→ Lα,t and
α �→ L(j)

α,t are continuously differentiable.
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(3) For any fixed α > 0, t �→ Lα,t and α �→ L(j)
α,t are d-times continuously

differentiable.
(4) For all α > 0, define

Bα =
1

‖Lα,0‖HS
Lα,0

and

B(j)
α =

1

‖L(j)
α,0‖HS

L(j)
α,0, 1 ≤ j ≤ M − 1.

Then, Bα (resp. B(j)
α ) has a dominant, simple eigenvalue μ(α) > 0 (resp.

μ(j)(α)). Furthermore, for all A > 0 there exists δ > 0 such that and
all α ∈ (0, A], any other eigenvalue μ satisfies |μ − μ(α)| ≥ δ (resp.
|μ−μ(j)(α)| ≥ δ). We say that those operators have a uniform spectral
gap in α ∈ (0, A].

Remark B.2. We notice that (1) and (2) imply that Lα,t,L(j)
t,α ∈ C1,d((0,+∞)×

R,L(L2(Xk)))

Proof. Proof of 1) Since F ∈ L1(X) and that h is bounded away from −∞, we
easily see that kα,t is L2(Xk × Xk). Therefore, Lα,t is Hilbert–Schmidt, and
the same goes for L(j)

α,t, 1 ≤ j ≤ M − 1.

Proof of 2) & 3) We show these points for Lα,t, the proofs for L(j)
t,α being similar.

Let us show that for any fixed t, α �→ Lα,t is continuously differentiable with
derivative given by

(∂αLα,t) u(y) =
∫

Xk

∂αkα,t(x,y)u(x)dx.

Let α > 0 and h ∈ R such that α + h > 0. For ϕ ∈ L2(Xk) we have

∥∥∥∥
1
h

(Lα+h,t − Lα,t) ϕ − (∂αLα,t) ϕ

∥∥∥∥
2

2

≤
∫

Xk

(∫

Xk

∣∣∣∣
1
h

(
kα+h,t(x,y) − kα,t(x,y)

)
− ∂αkα(x,y)

∣∣∣∣ |ϕ(x)|dx
)2

dy

≤ ‖ϕ‖22
∫

Xk×Xk

∣∣∣∣
1
h

(
kα+h,t(x,y) − kα,t(x,y)

)
− ∂αk(x,y)

∣∣∣∣
2

dxdy ,

where ‖ · ‖2 is the standard L2 norm, and we used Cauchy-Schwartz inequality
in the last line.
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Now,

∂αk(x,y) = e−h(x,y)∂α

k∏

q=1

√
F (xq, α)F (yq, α)

= e−h(x,y)

⎛

⎝

⎛

⎝
k∑

q=1

∂α

√
F (xq, α)

∏

j �=q

F (xjα)

⎞

⎠
k∏

q=1

√
F (yq, α)

+
k∏

q=1

√
F (xq, α) × ∂α

k∏

q=1

√
F (yq, α)

⎞

⎠ .

Because of the domination hypothesis on ∂α

√
F (·, α) HP.3 and using that

e−h ≤ ck ∈ R+ since h is bounded away from −∞ HP.4, we can bound for
α ∈ [c, d] ⊂ (0,+∞)

|∂αk(x,y)| ≤ 2ckk

k∏

q=1

g(xq)
k∏

q=1

g(yq) ∈ L2(Xk × Xk),

where g = g[c,d] ∈ L2(X) is a function given by HP.3, independent of α. We
deduce by dominated convergence, taking h → 0 that

1
h

(Lα+h,t − Lα,t) = ∂αLα,t + oh(1),

where the o(1) is with respect to the operator norm ‖ · ‖ on L(L2(Xk)), es-
tablishing that α �→ Lα,t is differentiable. By a similar dominated convergence
argument, one shows that α �→ ∂αLα,t is continuous, establishing that Lα,t is
continuously differentiable with respect to α.
Similarly, let α > 0 be fixed and let 1 ≤ a ≤ d. Using that |ua|e−h is bounded
by some Dk ∈ R+,

∂a
t kα,t(x,y) = (−i)au(x,y)a

k∏

q=1

√
F (xq, α)F (yq, α)e−h(y,x)−itu(y,x)

≤ Dk

k∏

q=1

√
F (xq, α)F (yq, α) ∈ L2(Xk × Xk) ,

obtaining an L2 bound independent of t for ∂a
t kα,t. Therefore, by dominated

convergence, t �→ Lα,t is at least d times differentiable, with continuous deriv-
ative of order d.

Proof of 4) We now establish the uniform spectral gap property for Bα. The
proof for B(j)

α is similar. First, by a generalization of Jentzsch’s theorem, be-
cause the kernel kα(x,y) is positive, Bα,0 has a simple, positive, dominant
eigenvalue [72, Theorem 137.4], which we denote by μ(α). By continuity of
α �→ Bα, for each a > 0, we can find δ > 0 as in Proposition 6.3 applied to
the family (Bα)α>0 which is uniform in α ∈ [a,A]. Thus we only need to check
that for some a > 0, Bα has a uniform spectral gap in α ∈ (0, a].
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Our strategy is based on the observation that for a kernel of the form
k(x,y) = f(x)g(y) for 0 < f, g ∈ L2(Xk), the associated kernel operator T is
of rank one, so it has a simple dominant eigenvalue λ =

∫
Xk g(x)f(x)dx > 0

associated with the eigenfunction g.
With this in mind, we want to use the fact that in Oε, defined in 3.1 HP

4 the expression exp(−h(x,y)) factorizes into exp(−w(x)) exp(−w(y)).
Step 1: Define, for ε > 0,

Lε
αu(y) =

∫

Oε

kα,0(x,y)u(x)dx,

where we recall that kα,0 is the kernel of Lα

Consider the following operator

Bε
α =

1
‖Lα‖HS

Lε
α.

We first show that for all ε > 0, ‖Bα − Bε
α‖HS →

α→0
0 .

Indeed, with cα = ‖Lα‖HS, and denoting for simplicity

Fα(x) =
k∏

j=1

F (xj , α),

we have

‖Bα − Bε
α‖HS ≤

∥∥∥∥
Lα

cα
− Lε

α

cα

∥∥∥∥ =
1
cα

(∫∫

Oc
ε×Oc

ε

Fα(x)Fα(y)e−2h(y,x)dxdy

)1/2

.

Applying 1.2 HP 4, we can conclude that for any fixed ε > 0,

lim
α→0

‖Bα − Bε
α‖HS = 0 .

Step 2: Define T ε
α as

T ε
α u(y) =

1
cα

∫

Oε

√
Fα(x)

√
Fα(y)e−w(x)−w(y)dx.

Then, by the previous remark, T ε
α is a rank one operator with a leading

simple eigenvalue, and it has a spectral gap independent of α. Meaning that
there exists a δ independent of α such that ‖T ε

α ‖ > δ. Furthermore, as in step
1, we show that ‖Bε

α −T ε
α ‖HS →

ε→0
0 uniformly in α > 0. Therefore, proposition

6.3 applies with a uniform δ > 0: i.e. there exists ε0 > 0 such that for all ε < ε0
and for all α > 0, Bε

α has a simple, dominant eigenvalue μ̃(α), such that any
other eigenvalue μ of Bε

α satisfies |μ − μ̃(α)| > 2δ.

Conclusion: We now apply the result of step 1 with ε = ε0: we know that
‖Bα − Bε0

α ‖HS →
α→0

0. Therefore, by Proposition 6.3, there exists α0 such that
for all α < α0, Bα has a simple, dominant eigenvalue separated from the rest
of the spectrum of at least δ. �



CLT for β-Ensembles at High Temperature

References

[1] Ablowitz, M.J., Kaup, D.J., Newell, A.C.: Coherent pulse propagation, a disper-
sive, irreversible phenomenon. J. Math. Phys. 15, 1852–1858 (1973)

[2] Ablowitz, M.J., Ladik, J.F.: Nonlinear differential-difference equations. J. Math.
Phys. 16, 598–603 (1974)

[3] Ablowitz, M.J., Ladik, J.F.: Nonlinear differential-difference equations and
Fourier analysis. J. Math. Phys. 17, 1011–1018 (1975)

[4] Allez, R., Bouchaud, J.P., Guionnet, A.: Invariant beta ensembles and the
Gauss–Wigner crossover. Phys. Rev. Lett. 109, 1–5 (2012)

[5] Allez, R., Bouchaud, J.P., Majumdar, S.N., Vivo, P.: Invariant β-Wishart en-
sembles, crossover densities and asymptotic corrections to the Marčenko–Pastur
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