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## Abstract

Studies have shown that certain singular affine curves $O(X)$ (e.g nodal cubic, lemniscate) admit a quantum homogeneous space structure - a right coideal subalgebra of a Hopf algebra $H$ such that $H$ is faithfully flat as a $O(X)$-module. The starting point of our work is to demand like their classical analogues the extension of the quantum symmetries given by quantum groups $H$ to the field of rational funtions of these singular curves.

Taking this idea futher, we study the construction of Hopf algebras $H$ acting on a given algebra $K$ in terms of algebra morphisms $\sigma: K \rightarrow \mathrm{M}_{n}(K)$. This approach is particularly suited for controlling whether these actions restrict to a given subalgebra $B$ of $K$, whether $H$ is pointed, and whether these actions are compatible with a given $*$-structure on $K$. In particular, we applied this theory to the field $K=k(t)$ of rational functions containing the coordinate ring $B=k\left[t^{2}, t^{3}\right]$ of the cusp. We also described an explicit example of this theory and showed how it equips the cusp with a quantum homogeneous space structure.
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## Chapter 1

## Introduction

The concept of symmetry is ubiquitous in mathematics and in nature. Loosely speaking, an object is called symmetric if it stays the same under certain transformations such as rotations, reflections, and translations among others. Groups were first understood as symmetries of certain objects and thus to study symmetries of spaces, we study actions of groups on these spaces. For example, people study actions of Lie groups on manifolds, and of discrete groups on rings and algebras. Generalizing this theory, we study the actions of quantum groups (non-commutative non-cocommutative Hopf algebras) on algebras. In particular in this thesis we will study the (co)actions of these generalized groups on coordinate rings and function fields of singular plane curves.

## Quantum groups

The name quantum groups goes back to the work of Drinfel'd [19] who used the basic notions of states and observables in the theory of classical and quantum mechanics to introduce these generalized groups. He considered in the classical setting elements of a space $X$ (e.g groups, manifolds) as states and functions on $X$ as observables, and in the quantum case, he considered states as 1-dimensional subspaces of a Hilbert space and observables as (self-adjoint) linear operators on the Hilbert space. The collection of these observables form a unital associative algebra which, together with added structures becomes a commutative Hopf algebra in the classical case, and a non-commutative Hopf algebra in the quantum case. Intuitively, this means quantization replaces commutative algebras by noncommutative ones thus, there is a dichotomy between classical groups and quantum groups and their theories. Taking this idea further leads to the notion and theory of quantum homoge-
neous spaces, the quantum analogue of classical homogeneous spaces which was first introduced by Podleś in [42] when he found that a continuously parametrized family $\left\{S_{q}(\nu, \mu): q \neq 0,(0,0) \neq(\nu, \mu) \in \mathbb{R}_{\geq 0}\right\}$ of $S U_{q}(2)$-spaces have "good enough" properties to be called a homogeneous space of the quantum group $S U_{q}(2)$. He showed that this family is a quantum analog of the classical 2-spheres $S U(2) / S O(2)$ and they are famously called the Podleś' spheres.

## Quantum homogeneous space

Classically, we understand that homogenous spaces $X$ of a group $G$ are in bijection with the set of cosets of $G$ by subgroups (stabilizer of a fixed element of $X$ ). As one would expect, this carries over to the quantum setting as Podleś showed in [43] that the quotient of a quantum group $H$ by a quantum subgroup corresponds to a homogeneous space of the quantum group $H$. By a quantum subgroup, we mean a Hopf algebra $H_{0}$ together with a surjective morphism of Hopf algebras $\pi: H \longrightarrow H_{0}$ and the quantum homogeneous space $B$ is the set of elements of $H$ which are invariant under the coaction of $H_{0}$ induced by $\pi$. Podleś noted that defining quantum homogeneous spaces in this sense is quite restrictive since he showed that quantum groups have fewer quantum subgroups compared to their classical counterpart as shown in the case of $S U_{q}(2)$ [42, Section 2]. A less restrictive and larger class of quantum homogeneous spaces is the class of embeddable quantum homogeneous spaces - these are right comodule algebras of $H$ together with an injective morphisms of comodule algebras to $H[43,14,29]$. Interestingly, the quotient quantum homogeneous spaces are embeddable. Takeuchi [48] however gave a more rigorous definition of quotient quantum homogeneous spaces using the notion of relative Hopf modules and the equivalence of the categories of right $(H, B)$-Hopf modules and of left $(\pi(H), H)$ Hopf modules, where $\pi$ is a surjective morphism of coalgebras and $B \subseteq H$ is a right coideal subalgebra. The equivalence of these categories require the faithful flatness and faithful coflatness of $H$ as a $B$-module respectively of $H$ as a $\pi(H)$-comodule. Thus following the definition given in [41, 39, 38, 46], we take quantum homogeneous spaces to be right coideal subalgebras over which $H$ is faithfully flat, see Definition 3.4.2.

## New examples and more recent works

The study of quantum groups and their actions on commutative algebras goes back to the question raised in Cohen's article [16]: which Hopf algebras can (co)act on a commutative algebra? For semisimple Hopf algebras $H$ over algebraically closed
fields $k$ of characteristic 0 , it was answered completely by Etingof and Walton [21], see also [20]: if $H$ acts inner faithfully (see Section 2.3.4) on a commutative integral domain $K$, then $H$ is a group algebra. On the other hand, there are many examples of inner faithful actions of infinite-dimensional pointed Hopf algebras on a commutative algebra even when it admits only few automorphisms and derivations. For example, the coordinate rings $B$ of singular plane curves are conjecturally all quantum homogeneous spaces [34, 33, 12], and their containing pointed Hopf algebras $H$ are dually paired with Hopf algebras $A \subseteq H^{\circ}$ which are not in general again pointed

## Results in this thesis

The starting point of our work is to demand that like classical symmetries (given by actions of group algebras or universal enveloping algebras), these examples of quantum symmetries should extend from the coordinate ring $B$ to the field $K$ of rational functions on the curve. We also examine the example of the quantum homogeneous space structure on the cusp mentioned in [32] and show that in this case, the resulting Hopf algebra $H$ that acts inner faithfully on the coordinate ring is not pointed, see Remark 3.6.10 below. As the classification of Hopf algebra (co)actions on fields is an interesting topic in its own right (see e.g. [22, 23, 25, 49, 50, 18] and the references therein), we felt it worthwhile to begin a systematic study of such actions on function fields that restrict to coordinate rings.

The approach we take was maybe first applied by Manin in his construction of quantum $S L(2)$ as a Hopf algebra (co)acting on the quantum plane [37]. More recently, it was used mostly in the $C^{*}$-algebraic quantum group community in the construction and study of compact quantum automorphism groups such as the quantum permutations groups or the liberations of compact Lie groups [4, 6, 52, 7, 5, 9, 3].

In this approach, a bialgebra action on a $k$-algebra $K$ is constructed from an algebra morphism $K \rightarrow \mathrm{M}_{n}(K)$; the bialgebra is a Hopf algebra if this morphism, viewed as an element of $\mathrm{M}_{n}\left(\operatorname{End}_{k}(K)\right)$ is strongly invertible in the sense of Definition 4.1.2 below. The general approach is well-known, but some aspects of our presentation are to our knowledge novel, such as the connection to the theory of general linear groups over noncommutative rings (see Section 4.1.1), the treatment of $*$-structures in the pointed rather than the semisimple setting (see Section 4.2.8), and the application to the field $K=k(t)$ of rational functions (see Section 4.1.4).

Example: $k\left[t^{2}, t^{3}\right]$
Our main focus is the construction of pointed Hopf algebra (co)actions on $K=k(t)$ which restrict to the coordinate ring $B=k\left[t^{2}, t^{3}\right]$ of the cusp. Working over a field
$k$ in which 2 and 3 are invertible, we construct Hopf algebras $A_{\sigma}$ and $H_{\sigma}$ which are generated as algebras by $\gamma, \psi, \varphi$ respectively $K, D, Y$. These generators satisfy the defining relations in Proposition 4.2.24(1) respectively in Lemmas 4.2.3, 4.2.8. In terms of these generators, the coproduct, counit, and antipode of $A_{\sigma}$ and $H_{\sigma}$ are given by Proposition 4.2.24(2) respectively by

$$
\begin{gathered}
\Delta(K)=K \otimes K, \quad \Delta(D)=1 \otimes D+D \otimes K \\
\Delta(Y)=1 \otimes Y-6 D \otimes D K+Y \otimes 1 \\
\varepsilon(K)=1, \quad \varepsilon(D)=\varepsilon(Y)=0 \\
S(K)=K, \quad S(D)=-D K, \quad S(Y)=-Y
\end{gathered}
$$

The structure of the thesis is as follows. In Chapter 2 we fix notations and give definitions of algebras, coalgebras, bialgebras, and Hopf algebras as well as examples, morphisms of these algebraic objects, their dualizations, (co)representations and results characterizing them. We proceed in Chapter 3 to introduce the definition of quantum homogeneous space in the sense discussed in the paragraphs above, and we also talk about the motivation behind the definition of quantum homogeneous spaces following the notations of [48, 41]. We conclude the chapter with the first contribution of this thesis, where we show in particular that the coaction map by which the coordinate ring $k\left[t^{2}, t^{3}\right]$ of the cusp admits a quantum homogeneous space structure must be the coaction in [32] see Sections 3.5.2, 3.6 for more details.

Chapter 4 contains the main results of this thesis with the full description of the dually paired Hopf algebras $H_{\sigma}$ and $A_{\sigma}$ (co)acting on $k(t)$. We show that they are in fact pointed and that the embedding of the Hopf algebra $A_{\sigma} \subseteq H_{\sigma}^{\circ}$ is dense. We also prove that for any point $\left(\lambda^{2}, \lambda^{3}\right), \lambda \in k$ of the cusp, there is an embedding

$$
\begin{aligned}
\iota: B= & k\left[t^{2}, t^{3}\right] \longrightarrow A_{\sigma} \\
& t^{2} \mapsto \lambda^{2}+\frac{1}{3} \varphi^{2}, \\
& t^{3} \mapsto \gamma+\lambda^{2} \varphi+\lambda^{3} \psi
\end{aligned}
$$

which makes $k\left[t^{2}, t^{3}\right]$ a quantum homogeneous space of $A_{\sigma}$. Furthermore, the action of $H_{\sigma}$ on $B$ and the coaction of $A_{\sigma}$ on $B$ both extend to (co)actions on the field $K=k(t)$ of rational functions, which is a step further on previously constructed Hopf algebra (co)actions on $k\left[t^{2}, t^{3}\right]$ in $[34,33,12]$. In addition, if $k=\mathbb{C}$, then $H_{\sigma}$ becomes a Hopf $*$-algebra with $K^{*}=K, D^{*}=-D, Y^{*}=-Y+6 i D$. The images of $A_{\sigma}$ and of $B$ in $H_{\sigma}^{\circ}$ are $*$-subalgebras provided that $\bar{\lambda}=\lambda$; the resulting $*$-structure on $\mathbb{C}\left[t^{2}, t^{3}\right]$ is given by $t^{*}=t$.

## Chapter 2

## Preliminaries

In this chapter we will introduce the main object of our study - Hopf algebras - which is an associative unital algebra with additional structures of a coproduct, a counit and an antipode satisfying some axioms. Commutative Hopf algebras somewhat generalize the notion of algebraic groups as we will show in the next chapter. We denote unless otherwise stated by $k$ a underlying field of characteristic $0, A$ to be a $k$-algebra, $C$ to be a $k$-coalgebra and $H$ as a $k$-Hopf algebra. The definitions, examples, and results in this chapter were adapted from [30], [31], [40], [44], and [47].

### 2.1 Algebras and coalgebras

### 2.1.1 Definitions and examples

Definition 2.1.1. A unital associative algebra over a field $k$ is the triple $(A, m, \eta)$ where $A$ is a $k$-vector space and

$$
\begin{array}{cr}
m: A \otimes A \longrightarrow A, & \eta: k \longrightarrow A \\
a \otimes b \mapsto a b & 1_{k} \mapsto 1
\end{array}
$$

are $k$-linear maps called the multiplication (or product) respectively the unit of $A$ where $m(a \otimes b):=a b$ such that the following diagrams commute


The left commutative diagram implies

$$
\begin{aligned}
m \circ(m \otimes i d)(a \otimes b \otimes c) & =m \circ(i d \otimes m)(a \otimes b \otimes c) \\
(a b) c & =a b c=a(b c),
\end{aligned}
$$

which means the linear map $m$ is associative and that of the right diagram means

$$
m\left(a \otimes \eta\left(1_{k}\right)\right)=a \eta\left(1_{k}\right)=a=m\left(\eta\left(1_{k}\right) \otimes a\right)=\eta\left(1_{k}\right) a
$$

which is referred to as the unitality of $\eta$, which in other words means that $A$ is unital.
Thus from now on, a $k$-algebra is an associative unital algebra and we write $A$ for $(A, m, \eta)$ to denote a $k$-algebra and we denote by Alg the category of $k$-algebras.

Definition 2.1.2. Let $A$ be a $k$-algebra. The opposite algebra of $A$ is the triple $\left(A, m^{\mathrm{op}}, \eta\right)$, where $m^{\mathrm{op}}(a \otimes b):=b a$ and we write $A^{\mathrm{op}}$ to denote the opposite algebra.

Note that a $k$-algebra $A$ and its opposite algebra $A^{\text {op }}$ have the same underlying $k$ vector space, the same unit but the multiplication in $A^{\mathrm{op}}$ is a flip of the multiplication in $A$. They are the same only if $A$ is a commutative $k$-algebra.
Definition 2.1.3. The algebra $A$ is commutative if $m^{\mathrm{op}}=m$.
In what follows we give our first example of $k$-algebras:
Example 2.1.4. Let $G$ be a group. The set

$$
k[G]=\left\{\sum_{g \in G} \alpha_{g} g: \alpha_{g} \in k\right\}
$$

of formal sums of scalar multiples of elements of $G$ together with product defined as

$$
\left(\sum_{g \in G} \alpha_{g} g\right)\left(\sum_{h \in G} \lambda_{h} h\right)=\sum_{x=g h} \alpha_{g} \lambda_{h} x
$$

and unit map given by $\eta\left(1_{k}\right)=e,(e$ is the unit element of $G)$ is a $k$-algebra. $k[G]$ is called a group algebra and it becomes commutative only when $G$ is an abelian group.

Like $k$-algebras, $k$-coalgebras have an underlying vector space that is in addition equipped with some structure maps, but now they go the opposite way round. In the language of category theory, $k$-algebras are monoids in the category of vector spaces and $k$-coalgebras are monoids in the opposite category (with the same monoidal structure). Thus, the arrows of the structure maps defining a $k$-algebra in the commutative diagrams above are now reversed. More precisely

Definition 2.1.5. A coalgebra over a field $k$ is a triple $(C, \Delta, \varepsilon)$ where $C$ is a $k$-vector space and $\Delta: C \longrightarrow C \otimes C$ and $\varepsilon: C \longrightarrow k$ are $k$-linear maps called the coproduct respectively the counit of $C$ such that the diagrams

commute. The commutativity of the first and second diagram imply coassociativity of $\Delta$ respectively counitality of $\varepsilon$.

Note that the tensor product $C \otimes C \otimes C$ in the first commutative diagram is a somewhat sloppy notation for $C \otimes(C \otimes C) \cong(C \otimes C) \otimes C$. The coproduct $\Delta(c) \in C \otimes C$ is denoted by a symbolic sum which in Sweedler's notation is written as $\Delta(c)=\sum c_{(1)} \otimes c_{(2)}$ but we will drop the summation symbol and write $\Delta(c)=$ $c_{(1)} \otimes c_{(2)}$. The coassociativity condition $(\Delta \otimes \mathrm{id}) \circ \Delta=(\mathrm{id} \otimes \Delta) \circ \Delta$ encoded in the first commutative diagram in Sweedler's notation means

$$
c_{(1)(1)} \otimes c_{(1)(2)} \otimes c_{2}=c_{(1)} \otimes c_{(2)(1)} \otimes c_{(2)(2)},
$$

which is symbolically written as $c_{(1)} \otimes c_{(2)} \otimes c_{(3)}$, and the counitality condition $(\varepsilon \otimes$ $\mathrm{id}) \circ \Delta=\mathrm{id}=(\mathrm{id} \otimes \varepsilon) \circ \Delta$ encoded in the second commutative diagram means

$$
c_{(1)} \varepsilon\left(c_{(2)}\right)=c=\varepsilon\left(c_{(1)}\right) c_{(2)} .
$$

From now on, we shall denote the $k$-coalgebra $(C, \Delta, \varepsilon)$ by $C$ and Coalg the category of $k$-coalgebras. The dual of commutativity is cocommutativity, and to define this we first define the linear map $\tau_{M, N}: M \otimes N \longrightarrow N \otimes M, \quad m \otimes n \mapsto n \otimes m$ for $k$-vector spaces $M, N$ and it is called the flip morphism.

Definition 2.1.6. The opposite coalgebra of the $k$ - coalgebra $(C, \Delta, \varepsilon)$ is the triple $\left(C, \Delta^{\mathrm{cop}}, \varepsilon\right)$, where $\Delta^{\mathrm{cop}}=\tau_{C, C} \circ \Delta$ that is $\Delta^{\mathrm{cop}}(c)=c_{(2)} \otimes c_{(1)}$ and we write $C^{\mathrm{cop}}$ to denote the opposite coalgebra.

Similar to their algebra counterparts, a $k$-coalgebra $C$ and its opposite coalgebra $C^{\text {cop }}$ have the same underlying vector space, counit but the coproduct of $C^{\text {cop }}$ is the flip of the coproduct of $C$. Note that $C^{\text {cop }}$ is indeed a coalgebra, since the new
coproduct $\Delta^{\text {cop }}$ satisfies the coassociativity and counitality conditions

$$
\begin{aligned}
& \left(\Delta^{\mathrm{cop}} \otimes i d\right) \circ \Delta^{\mathrm{cop}} \\
& =((\tau \circ \Delta) \otimes i d) \circ(\tau \circ \Delta)=\tau \circ(\Delta \otimes i d) \circ \Delta \\
& \\
& =\tau \circ(i d \otimes \Delta) \circ \Delta=(i d \otimes(\tau \circ \Delta)) \circ(\tau \circ \Delta) \\
& \\
& =\left(i d \otimes \Delta^{\mathrm{cop}}\right) \circ \Delta^{\mathrm{cop}} . \\
& (\varepsilon \otimes \mathrm{id}) \circ \Delta^{\mathrm{cop}}(c)=\varepsilon\left(c_{(2)}\right) c_{(1)}=c \\
& \\
& =\varepsilon\left(c_{(1)}\right) c_{(2)}=c_{(2)} \varepsilon\left(c_{(1)}\right) \\
& \\
& =(\mathrm{id} \otimes \varepsilon) \circ \Delta^{\mathrm{cop}} .
\end{aligned}
$$

Definition 2.1.7. A coalgebra $C$ is said to be cocommutative if $\Delta=\Delta^{\mathrm{cop}}$.
Thus if $C$ is cocommutative then $C$ and $C^{\text {cop }}$ are the same.
Example 2.1.8. The group algebra $k[G]$ described in Example 2.1.4 is also a coalgebra: It suffices to define the coproduct on the basis $G$ of $k[G]$ as

$$
\Delta(g)=g \otimes g \forall g \in G,
$$

and by the counitality condition, $\varepsilon(g)=1$. This definition extends linearly to the whole of $k[G]$ and it is obvious to see that $\Delta$ is coassociative and in fact $\Delta=\Delta^{\text {cop }}$ thus, $k G$ is is a cocommutative coalgebra.

We recall the definitions of subalgebras and ideals of a $k$-algebra $A$. A $k$ subalgebra of $A$ is a $k$-vector subspace $V$ of $A$ such that $m(V \otimes V) \subseteq V$. A left (resp. right) ideal $I$ of $A$ is a $k$-vector subspace such that $m(A \otimes I)($ resp. $m(I \otimes A)) \subseteq I$. The dual counterparts of these subobjects in the category of coalgebras are defined as follows

Definition 2.1.9. Let $C$ be a $k$-coalgebra, then

1. A subcoalgebra $D$ of $C$ is a $k$-vector subspace of $C$ such that $\Delta(D) \subseteq D \otimes D$.
2. A left (resp. right) coideal $I$ of $C$ is a subspace with the property that $\Delta(I) \subseteq$ $C \otimes I($ resp. $I \otimes C)$.
3. A subspace $I$ of $C$ is called a coideal if $\Delta(I) \subseteq C \otimes I+I \otimes C$ and $\varepsilon(I)=0$.

Just as we can construct a new algebra by taking quotient with a two-sided ideal, so also we can obtain a new coalgebra by taking quotient with a coideal.

Definition 2.1.10. A $k$-coalgebra $C$ is called simple if it has exactly two subcoalgebras - the trivial subcoalgebra $\{0\}$ and itself.

This class of subcoalgebras is very important in the theory of $k$-coalgebras as they help in the classification of coalgebras as pointed or semisimple coalgebras and also in constructing coradical filtrations of coalgebras. We now state the result which shows that locally, every $k$-coalgebra is finite dimensional.

Theorem 2.1.11. [47, Theorem 2.2.1] Let $C$ be a $k$-coalgebra, and $c \in C$. Then, the subcoalgebra generated by $c$ is finite dimensional.

The subcoalgebra of $C$ generated by $c \in C$ is the intersection of all subcoalgebras of $C$ containing $c$. This theorem is called the fundamental theorem of coalgebras in [47] and a consequence of this theorem is the following result

Corollary 2.1.12. [47, Lemma 8.0.1(a)] Every simple subcoalgebra is finite dimensional.

Recall that a map $f: A \longrightarrow B$ of $k$-algebras $\left(A, m_{A}, \eta_{A}\right),\left(B, m_{B}, \eta_{B}\right)$ is a $k$ linear map such that for all $a \in A, b \in B, f(a b)=f(a) f(b)$ and $f\left(1_{A}\right)=1_{B}$ which is the same as saying

$$
f \circ m_{A}=m_{B} \circ(f \otimes f), \quad \eta_{A} \circ f=\eta_{B} .
$$

Passing to the dual, we can also define a coalgebra map between $k$-coalgebras ( $C, \Delta_{C}, \varepsilon_{C}$ ) and $\left(D, \Delta_{D}, \varepsilon_{D}\right)$ by reversing the composition in the definition of an algebra map.

Definition 2.1.13. A coalgebra map is a linear map of $k$-vector spaces $f: C \longrightarrow D$ such that $(f \otimes f) \circ \Delta_{C}=\Delta_{D} \circ f$ and $\varepsilon_{D} \circ f=\varepsilon_{C}$. That is for all $c \in C$,

$$
\begin{equation*}
f(c)_{(1)} \otimes f(c)_{(2)}=f\left(c_{(1)}\right) \otimes f\left(c_{(2)}\right), \quad \text { and } \varepsilon_{D}(f(c))=\varepsilon_{C}(c) \tag{2.1.1}
\end{equation*}
$$

Recall that if $f: A \longrightarrow B$ is an algebra map, then ker $f$ is an ideal of $A$. Similarly given a coalgebra map $g: C \longrightarrow D$, the kernel ker $g$ of $g$ is a coideal of $C$ : let $x \in \operatorname{ker} g$, then $\varepsilon_{C}(x)=\varepsilon_{D} \circ g(x)=0$ thus, $\varepsilon_{C}($ ker $g)=0$, and $\Delta(\operatorname{ker} g) \subseteq$ $C \otimes$ ker $g+$ ker $g \otimes C$ since $0=\Delta_{D} \circ g(x)=(g \otimes g) \circ \Delta_{C}(x)$, that is $\Delta(x) \subseteq \operatorname{ker} g \otimes g$.

An isomorphism of coalgebras is a linear isomorphism $f$ which satisfies equation (2.1.1). The underlying field $k$ is a coalgebra over itself with coproduct $\Delta=\mathrm{id}$ and counit $\varepsilon=\mathrm{id}$, thus a trivial example of a coalgebra map is the counit map of coalgebra $C, \varepsilon:(C, \Delta, \varepsilon) \longrightarrow(k, \mathrm{id}, \mathrm{id})$.

Definition 2.1.14. Let $C$ be a $k$-coalgebra, an element $0 \neq c \in C$ is called group-like if $\Delta(c)=c \otimes c$.

We denote by $G(C)$ the set of group-like elements of $C$, and from the counitality property of $\varepsilon$, it follows that $\varepsilon(c)=1$ for all $c \in G(C)$, however, some authors say group-like means $\Delta(c)=c \otimes c$ and $\varepsilon(c)=1$ to stress that $c \neq 0$. The name group-like is motivated from the fact that these elements have properties like the group elements $g \in k G$ and as we will see later, they also have inverses if $C$ is a Hopf algebra.

Remark 2.1.15. The set $G(C)$ is a linearly independent subset of $C$ since it is the basis of the subcoalgebra (a group algebra) $k[G(C)]$ of $C$.

Lemma 2.1.16. [47, Lemma 8.0.1(e)] Let $C$ be a $k$-coalgebra. Then the elements $g \in G(C)$ are in 1-1 correspondence with 1-dimensional subcoalgebras of $C$.

Definition 2.1.17. Let $C$ be a coalgebra over $k$, an element $x \in C$ is called primitive if $\Delta(x)=1 \otimes x+x \otimes 1$ however, $x$ is called twisted primitive(or $(g, h)$-primitive) if for some $g, h \in G(C), \Delta(x)=g \otimes x+x \otimes h$.

The set of $(g, h)$-primitive elements is denoted by $P_{g, h}$, thus a primitive element belongs to the set $P_{1,1}$. From the counitality condition of $\varepsilon$ one easily deduce that for all $x \in P_{g, h}, \varepsilon(x)=0$.

Example 2.1.18. Let $\mathfrak{g}$ be a Lie algebra over $k$ and $(U(\mathfrak{g}), \jmath)$ be its universal enveloping algebra - that is $U(\mathfrak{g})$ is an associative unital $k$-algebra and $\jmath: \mathfrak{g} \longrightarrow U(\mathfrak{g})$ - a morphism of Lie algebras, where $U(\mathfrak{g})_{-}$is $U(\mathfrak{g})$ together with Lie bracket $[g, h]=g h-h g$ for all $g, h \in \mathfrak{g}$. Suppose $(A, \imath)$ is an enveloping algebra of $\mathfrak{g}$, then by universality of $(U(\mathfrak{g}), \jmath)$, there exist a unique algebra map $\Lambda: U(\mathfrak{g}) \longrightarrow A$ such that $\Lambda \circ \jmath=\imath$. Now take $U(\mathfrak{g})=\bigoplus_{i=0} \mathfrak{g}^{i} / I$, where $I$ is the ideal generated by all elements of the form $[x, y]-x y+y x$ for all $x, y \in \mathfrak{g}$, then $\jmath(\mathfrak{g})$ generates $U(\mathfrak{g})$ as an algebra.

The homomorphisms of Lie algebras

$$
\delta: \mathfrak{g} \longrightarrow U(\mathfrak{g}) \otimes U(\mathfrak{g}), \quad g \mapsto \jmath(g) \otimes 1+1 \otimes \jmath(g)
$$

and $0: \mathfrak{g} \longrightarrow k$ yield by the universal property of $U(\mathfrak{g})$ the algebra maps

$$
\Delta: U(\mathfrak{g}) \longrightarrow U(\mathfrak{g}) \otimes U(\mathfrak{g}) \quad \text { respectively } \quad \varepsilon: U(\mathfrak{g}) \longrightarrow k
$$

such that $\Delta \circ \jmath=\delta$, and $\varepsilon \circ \jmath=0$. It is straightforward that $\Delta$ and $\varepsilon$ satisfy the coassociativity respectively counitality conditions on $\jmath(\mathfrak{g})$. Thus, the subalgebra $\jmath(\mathfrak{g}) \subseteq U(\mathfrak{g})$ comprise primitives since for all $x \in \jmath(\mathfrak{g})$ the coproduct and counit are given by

$$
\Delta(x)=1 \otimes x+x \otimes 1, \quad \varepsilon(x)=0 .
$$

The group algebra $k[G]$ and the universal enveloping algebra $U(\mathfrak{g})$ are examples of pointed coalgebra and they are very important in the study of the class of pointed Hopf algebra. One of the important tools used in studying pointed Hopf algebras is the coradical.

Definition 2.1.19. Let $C$ be a $k$-coalgebra. The coradical of $C$ is the sum of the simple subcoalgebras of $C$ and it is denoted by $C_{0}$.

Definition 2.1.20. A filtration of a $k$-coalgebra $C$ is a family of subspaces $\left\{V_{n}\right\}_{n=0}^{\infty}$ of $C$ satisfying

$$
V_{0} \subseteq V_{1} \subseteq \cdots \bigcup_{n=0}^{\infty} V_{n}=C
$$

and the following property: for all $n \geq 0$,

$$
\Delta\left(V_{n}\right) \subseteq \sum_{l=0}^{n} V_{n-l} \otimes V_{l}
$$

Whenever such a filtration exists, $C$ is called a filtered coalgebra and the existence of a filtration is useful in making inductive proofs of statements about coalgebras.

Proposition 2.1.21. [44, Proposition 4.1.2] Suppose $\left\{V_{n}\right\}_{n=0}^{\infty}$ is a filtration of a coalgebra $C$. Then any simple subcoalgebra of $C$ is contained in $V_{0}$.

In view of this result, it is clear that the coradical $C_{0} \subseteq V_{0}$ and this prompts the definition of a very useful type of filtration in the theory of coalgebras - the coradical filtration - which we define as follows. Let $V, W$ be two subspaces of $C$, then their wedge product $V \bigwedge W=\Delta^{-1}(V \otimes C+C \otimes W)$. Note that this is the kernel of the tensor product

$$
\pi_{V} \otimes \pi_{W}: C \otimes C \longrightarrow C / V \otimes C / W
$$

of the projections $\pi_{V}$ and $\pi_{W}$ of $C$ to the quotient spaces $C / V$ respectively $C / W$. Replacing $W$ with $V$ in the wedge product formula and setting $\bigwedge^{0} V=0, \Lambda^{1} V=V$, then for $n>1$ define $V_{n}:=\bigwedge^{n} V$ :
Definition 2.1.22. The coradical filtration of a $k$-coalgebra $C$ is $\left\{C_{n}\right\}_{n=0}^{\infty}$ where for all $n \geq 1, C_{n}=\bigwedge^{n+1} C_{0}$ and $C=\cup_{n=0}^{\infty} C_{n}$.

Definition 2.1.23. A pointed coalgebra is a $k$-coalgebra $C$ whose simple subcoalgebras are 1-dimensional.

In other words, recalling Lemma 2.1.16, a pointed coalgebra is a coalgebra $C$ whose coradical $C_{0} \cong k[G(C)]$ is the grouplike coalgebra.

Remark 2.1.24. In the literature [2, 10] pointed coalgebras are also defined to be coalgebras whose simple comodules are 1-dimensional.

In a pointed coalgebra, we have a better description of the subcoalgebra $C_{1}=$ $\bigwedge^{2} C_{0}$ in the coradical filtration: $C_{1}$ comprises twisted primitives since $\Delta\left(C_{1}\right) \subseteq$ $C_{1} \otimes C_{0}+C_{0} \otimes C_{1}$ and for any $x \in P_{g, h}$, we see that $\Delta(x)=g \otimes x+x \otimes h, x \in C_{1}$ thus $C_{1} \supset P_{g, h}$, and it is not difficult to see that $P_{g, h} \subseteq C_{1}$ hence, $C_{1}=C_{0} \oplus P_{g, h}$.

### 2.1.2 The dual (co)algebra

Let $C$ be a coalgebra and $C^{\star}:=\operatorname{Hom}_{k}(C, k)$ be the vector space dual of $C$, that is, the set of all linear functionals on $C . C^{\star}$ is a $k$-algebra, and it is called the dual algebra of $C$. The algebraic structure for the $k$-vector space $C^{\star}$ is defined using the coalgebra structure of $C$ : the transpose of the coproduct $\Delta$ of $C$ is the linear map $\Delta^{\star}:(C \otimes C)^{\star} \longrightarrow C^{\star}$, and we understand that $C^{\star} \otimes C^{\star} \subseteq(C \otimes C)^{\star}$ via the injection map defined for all $c, d \in C$ as

$$
\begin{aligned}
& j: C^{\star} \otimes C^{\star} \longrightarrow(C \otimes C)^{\star}, \\
& c^{\star} \otimes d^{\star} \mapsto j\left(c^{\star} \otimes d^{\star}\right)(c \otimes d)=c^{\star}(c) d^{\star}(d) .
\end{aligned}
$$

Thus we define the multiplication map $m$ on $C^{\star}$ as $m=\left.\Delta^{\star}\right|_{C^{\star} \otimes C^{\star}}$ that is for all $c \in C$

$$
\begin{aligned}
& m: C^{\star} \otimes C^{\star} \longrightarrow C^{\star} \\
& \quad f \otimes g \mapsto m(f \otimes g)(c)=(f \otimes g) \circ \Delta(c)=f\left(c_{(1)}\right) g\left(c_{(2)}\right)
\end{aligned}
$$

and the unit map $\eta=\varepsilon^{\star}: k^{\star}(=k) \longrightarrow C^{\star}$, the dual of the counit $\varepsilon$.
Proposition 2.1.25. Let $C$ be a $k$-coalgebra. Then the triple $\left(C^{\star}, m, \eta\right)$ as defined above is a $k$ - algebra.

Proof. We only need to check that $m$ and $\eta$ satisfy the associativity and unitality conditions: for all $f, g, h \in C^{\star}, c \in C$,

$$
\begin{aligned}
m \circ(m \otimes i d)(f \otimes g \otimes h)(c) & =m\left((f g)\left(c_{(1)}\right)\right) \otimes h\left(c_{(2)}\right) \\
& =f\left(c_{(1)_{(1)}}\right) g\left(c_{\left(1_{(2)}\right)}\right) h\left(c_{(2)}\right)=f\left(c_{(1)}\right) g\left(c_{(2)}\right) h\left(c_{(3)}\right) \\
m \circ(i d \otimes m)(f \otimes g \otimes h)(c) & =f\left(c_{(1)}\right) \otimes m(g \otimes h)\left(c_{(2)}\right) \\
& =f\left(c_{(1)}\right) g\left(c_{\left.(2)_{(1)}\right)}\right) h\left(c_{\left.()_{(2)}\right)}\right)=f\left(c_{(1)}\right) g\left(c_{(2)}\right) h\left(c_{(3)}\right),
\end{aligned}
$$

the equality of these two equations follows from the coassociativity of $\Delta$ on $C$. The unitality axiom follows from

$$
\begin{aligned}
m \circ(\eta \otimes \mathrm{id})\left(1_{k} \otimes f\right)(c) & =\left(\left(1_{k} \circ \varepsilon\right) \otimes f\right) \circ \Delta(c) \\
& =\varepsilon\left(c_{(1)}\right) f\left(c_{(2)}\right)=f\left(\varepsilon\left(c_{(1)}\right) c_{(2)}\right)=f(c)
\end{aligned}
$$

and a similar straightforward computation as above shows $m \circ(\mathrm{id} \otimes \eta)=\mathrm{id}$.
Definition 2.1.26. Let $C$ be a coalgebra over $k$. The algebra $\left(C^{\star}, m, \eta\right)$ defined in Proposition 2.1.25 is called the dual algebra of $C$. We usually write $C^{\star}$ for $\left(C^{\star}, m, \eta\right)$.

On the other hand, constructing the dual coalgebra of an algebra is not as straightforward as its coalgebra counterpart. The challenge is that we do not automatically get the finiteness property that is inherent in coalgebras in the linear dual space $A^{\star}=\operatorname{Hom}_{k}(A, k)$ of $A$. To fix this problem, we define a subspace of $A^{\star}$ and it is this subspace we equip with a coalgebra structure induced by the algebra structure on $A$.

Definition 2.1.27. Let $A$ be an algebra. A cofinite ideal is an ideal $J \subseteq A$ such that $A / J$ is finite dimensional.

Definition 2.1.28. For an algebra $A$, we define

$$
A^{\circ}=\left\{g \in A^{\star}: \operatorname{ker}(g) \text { contains a cofinite ideal }\right\} .
$$

Indeed, $A^{\circ}$ is a subspace of $A^{\star}$ since it is closed under scalar multiplication and addition: let $f, g \in A^{\circ}$, then $f+g \in A^{\circ}$ since $\operatorname{ker}(f+g) \supset \operatorname{ker}(f) \cap \operatorname{ker}(g)$. However, if $A$ is a finite dimensional algebra over the field $k$, then $A^{\circ}=A^{\star}$.

Lemma 2.1.29. [47, Lemma 6.0.1], Suppose $A$ and $B$ are algebras and $f: A \longrightarrow B$ is an algebra map. Then
(i) The dual map $f^{\star}: B^{\star} \longrightarrow A^{\star}$ has $f^{\star}\left(B^{\circ}\right) \subseteq A^{\circ}$.
(ii) $A^{\star} \otimes B^{\star} \subseteq(A \otimes B)^{\star}$ implies that $A^{\circ} \otimes B^{\circ}=(A \otimes B)^{\circ}$.

Given a $k$-algebra $(A, m, \eta)$, with $m^{\star}: A^{\star} \longrightarrow(A \otimes A)^{\star}$, by (i) of Lemma 2.1.29 above, we have $m^{\star}\left(A^{\circ}\right) \subseteq(A \otimes A)^{\circ}$ and since $A^{\star} \otimes A^{\star} \subseteq(A \otimes A)^{\star}$, then by (ii) of Lemma 2.1.29, we have $m^{\star}\left(A^{\circ}\right) \subseteq A^{\circ} \otimes A^{\circ}$. The coproduct on $A^{\circ}$ is defined as $\Delta=\left.m^{\star}\right|_{A^{\circ}}$ and the counit $\varepsilon=\left.\eta^{\star}\right|_{A^{\circ}}$.

Proposition 2.1.30. Let $A$ be a $k$-algebra, then the triple $\left(A^{\circ}, \Delta, \eta\right)$ with $\Delta=\left.m^{\star}\right|_{A^{\circ}}$ and $\varepsilon=\left.\eta^{\star}\right|_{A^{\circ}}$ is a coalgebra.

Proof. We need to show that the coassociativity and counitality axioms are satisfied by $\Delta$ and $\varepsilon$ as defined above and we show this using commutative diagram


Notice that the bottom diagram is commutative because it is the dual of a commutative diagram encoding the associativity of $m$, that is

$$
(i d \otimes m)^{\star} \circ m^{\star}=(m \circ(i d \otimes m))^{\star}=(m \circ(m \otimes i d))^{\star}=(m \otimes i d)^{\star} \circ m^{\star} .
$$

Furthermore, since the vertical maps are injections and because of the definition of $\Delta$, we have that the front, rear, right and left square diagrams commute, thus the coassociativity condition follows from the commutativity of the top diagram

$$
(\Delta \otimes i d) \circ \Delta=(m \otimes i d)^{\star} \circ m^{\star}=(i d \otimes m)^{\star} \circ m^{\star}=(i d \otimes \Delta) \circ \Delta
$$

Next, we show using the unitality condition of $\eta$ of $A$, that $\varepsilon$ (as defined above) of $A^{\circ}$ satisfies the counitality condition

$$
\begin{aligned}
(\varepsilon \otimes i d) \circ \Delta & =\left.\left(\eta^{\star} \otimes i d\right) \circ m^{\star}\right|_{A^{\circ}}=\left.(m \circ(\eta \otimes i d))^{\star}\right|_{A^{\circ}}=i d^{\star} \\
& =\left.(m \circ(i d \otimes \eta))^{\star}\right|_{A^{\circ}}=\left.\left(i d \otimes \eta^{\star}\right) \circ m^{\star}\right|_{A^{\circ}}=(i d \otimes \varepsilon) \circ \Delta .
\end{aligned}
$$

Definition 2.1.31. Let $A$ be an algebra. The coalgebra $\left(A^{\circ}, \Delta, \varepsilon\right)$ defined in Proposition 2.1.30 is the dual coalgebra of $A$.
Remark 2.1.32. In [44], the definition of $A^{\circ}$ given is more practical as it is useful for computations involving $A^{\circ}$. This alternative definition also ensures that finiteness is built into the coalgebra structure of $A^{\circ}$ and we give this definition as follows

$$
A^{\circ}=\left\{a^{\star} \in A^{\star}: \forall a, b \in A, a^{\star}(a b)=\sum_{i=1}^{r} a_{i}^{\star}(a) b_{i}^{\star}(b)\right\},
$$

that is $\Delta\left(a^{\star}\right)=\sum_{i} a_{i}^{\star} \otimes b_{i}^{\star}$, for fixed $a_{i}^{\star}, b_{i}^{\star}$.

Example 2.1.33. Let $\mathrm{M}_{n}(k)$ be the algebra of $n \times n$ matrices with entries in the field $k$. Consider the functional

$$
u_{j}^{i}: \mathrm{M}_{n}(k) \longrightarrow k, \quad M \mapsto m_{i j}
$$

on $\mathrm{M}_{n}(k)$, then the linear span $\left\{u_{j}^{i}: i, j \in \mathbb{N}\right\}$ is a coalgebra with coalgebra structure given by

$$
\Delta\left(u_{j}^{i}\right)=\sum_{k=0}^{n} u_{k}^{i} \otimes u_{j}^{k}, \quad \varepsilon\left(u_{j}^{i}\right)=\delta_{i j} .
$$

This coalgebra is the dual coalgebra of the algebra $\mathrm{M}_{n}(k)$ and it is called the matrix coalgebra.

## Relationship between (co)algebras and their duals

As one would expect, there is a natural relation between (co)algebras and their duals. Categorically, we can think of these dualizations as contravariant functors:

$$
\begin{array}{cc}
(-)^{\star}: \mathbf{C o a l g} \longrightarrow \mathrm{Alg}, & (-)^{\circ}: \mathrm{Alg} \longrightarrow \mathbf{C o a l g} . \\
C \mapsto C^{\star} & A \mapsto A^{\circ}
\end{array}
$$

Having shown that $C^{\star}$ and $A^{\circ}$ are dual algebra and coalgebra respectively, we only need to show that given a map of coalgebras $f: C \longrightarrow D$, then $(f)^{\star}=f^{\star}: D^{\star} \longrightarrow C^{\star}$ is an algebra map: let $d_{1}^{\star}, d_{2}^{\star} \in D^{\star}, c \in C$, then

$$
\begin{aligned}
\left(f^{\star} \circ m_{D}\right)\left(d_{1}^{\star} \otimes d_{2}^{\star}\right)(c) & =f^{\star}\left(m_{D}\left(d_{1}^{\star} \otimes d_{2}^{\star}\right)\right)(c)=m_{D}\left(d_{1}^{\star} \otimes d_{2}^{\star}\right)(f(c)) \\
& =d_{1}^{\star} \otimes d_{2}^{\star}\left(\Delta_{D} \circ f\right)(c)=\left(d_{1}^{\star} \otimes d_{2}^{\star}\right) \circ\left((f \otimes f) \circ \Delta_{C}\right)(c) \\
& =d_{1}^{\star}\left(f\left(c_{(1)}\right)\right) d_{2}^{\star}\left(f\left(c_{(2)}\right)\right)=f^{\star}\left(d_{1}^{\star}\right)\left(c_{(1)}\right) f^{\star}\left(d_{2}^{\star}\right)\left(c_{(2)}\right),
\end{aligned}
$$

thus, $f^{\star}\left(d_{1}^{\star} d_{2}^{\star}\right)=f^{\star}\left(d_{1}^{\star}\right) f^{\star}\left(d_{2}^{\star}\right)$, in addition, $f^{\star}$ preserves the unit of the algebra $D^{\star}$

$$
f^{\star}\left(1_{D^{\star}}\right)=1_{D^{\star}} \circ f=\eta_{D^{\star}}\left(1_{k}\right) \circ f=\varepsilon_{D} \circ f=\varepsilon_{C}=\eta_{C^{\star}}=1_{C^{\star}} .
$$

Similarly, we will show that given a $k$-algebra map $g: A \longrightarrow B$, then

$$
(g)^{\circ}=g^{\circ}: B^{\circ} \longrightarrow A^{\circ}, \quad b^{\circ} \mapsto g^{\circ}\left(b^{\circ}\right)(a)=b^{\circ}(g(a))
$$

is a map of $k$-coalgebras: let $a, a^{\prime} \in A$ and $b^{\circ} \in B^{\circ}$,

$$
\begin{aligned}
\left(\Delta_{A^{\circ}} \circ g^{\circ}\right)\left(b^{\circ}\right)\left(a \otimes a^{\prime}\right) & =\Delta_{A^{\circ}}\left(g^{\circ}\left(b^{\circ}\right)\right)\left(a \otimes a^{\prime}\right)=\left(g^{\circ}\left(b^{\circ}\right)\right) \circ m\left(a \otimes a^{\prime}\right) \\
& =b^{\circ}\left(g\left(a a^{\prime}\right)\right)=b^{\circ}\left(g(a) g\left(a^{\prime}\right)\right)=\Delta_{B^{\circ}}\left(b^{\circ}\right)\left(g(a) \otimes g\left(a^{\prime}\right)\right) \\
& =\left(g^{\circ} \otimes g^{\circ}\right) \circ \Delta_{B^{\circ}}\left(b^{\circ}\right)\left(a \otimes a^{\prime}\right) .
\end{aligned}
$$

Hence, $\Delta_{A^{\circ}} \circ g^{\circ}=\left(g^{\circ} \otimes g^{\circ}\right) \circ \Delta_{B^{\circ}}$, in addition $\varepsilon_{A^{\circ}} \circ g^{\circ}=\left.\eta_{A}^{\star}\right|_{A^{\circ}} \circ g^{\circ}=\left.\eta_{B}^{\star}\right|_{B^{\circ}}=\varepsilon_{B^{\circ}}$.

Theorem 2.1.34. [47, Theorem 6.0.5] The contravariant functors $(-)^{\circ}$ and ( -$)^{\star}$ are adjoint to each other. In other words, given a $k$-algebra $A$ and a $k$-coalgebra $C$, there is a 1-1 correspondence between the sets,

$$
\boldsymbol{\operatorname { A l g }}\left(A, C^{\star}\right) \longleftrightarrow \boldsymbol{\operatorname { C o a l g }}\left(C, A^{\circ}\right)
$$

The correspondence can be understood by considering the maps

$$
\begin{aligned}
\Psi: \operatorname{Alg}\left(A, C^{\star}\right) & \longrightarrow \\
& \operatorname{Coalg}\left(C, A^{\circ}\right) \\
A \xrightarrow{f} C^{\star} & \mapsto
\end{aligned} C \stackrel{i}{\longrightarrow}\left(C^{\star}\right)^{\circ} \xrightarrow{f^{\circ}} A^{\circ}
$$

where $i$ is the natural $C \longrightarrow C^{\star \star}$ whose image lies in $C^{\star 0}$, and

$$
\begin{aligned}
\Phi: \operatorname{Coalg}\left(C, A^{\circ}\right) & \longrightarrow \operatorname{Alg}\left(A, C^{\star}\right) \\
& C \xrightarrow{g} A^{\circ}
\end{aligned} \quad \mapsto \quad A \xrightarrow{\pi}\left(A^{\circ}\right)^{\star} \xrightarrow{g^{\star}} C^{\star} .
$$

From the definition of $\Psi$ and $\Phi$, it can be straightforwardly shown that they are inverses of each other, that is $\Psi \circ \Phi=I_{\operatorname{Coalg}\left(C, A^{\circ}\right)}$ and $\Phi \circ \Psi=I_{\mathrm{Alg}\left(A, C^{\star}\right)}$.

Remark 2.1.35. (1) The natural map $i: C \longrightarrow C^{\star \star}$ has its image in $C^{\star \circ}$ because the left module action of $C^{\star}$ on $C$ defined by $c^{\star} \cdot c=c_{(1)} c^{\star}\left(c_{(2)}\right)$ is finite dimensional and generated by the $c_{(1)}$ and by Proposition (6.0.3) of [47], the conclusion follows.
(2) The injection map $A^{\circ} \hookrightarrow A^{\star}$ induces the surjective map $A^{\star \star} \longrightarrow A^{\circ \star}$ which in turn yields $\pi: A \subseteq A^{\star \star} \longrightarrow A^{\circ \star}$.

There is also a very nice correspondence between the subobjects of the categories Alg and Coalg which we state in the following result

Proposition 2.1.36. [44, Proposition 2.6.4] Let $A$ be a $k$-algebra. Then,
(1) If a subspace $I \subseteq A$ is a subalgebra (resp. ideal, left ideal, right ideal) of $A$, then $I^{\perp} \cap A^{\circ}$ is a coideal (resp. subcoalgebra, left coideal, right coideal) of $A^{\circ}$.
(2) If a subspace $U$ of $A^{\circ}$ is a coideal (resp. subcoalgebra, left coideal, right coideal) of $A^{\circ}$, then $U^{\perp}$ is a subalgebra (resp. ideal, left ideal, right ideal) of $A$.

### 2.2 Bialgebras and Hopf algebras

### 2.2.1 Definitions and examples

In the previous sections, we gave definitions and some examples of algebras and coalgebras. Here, we want to discuss objects that have both of these structures bialgebras and Hopf algebras.

Definition 2.2.1. A bialgebra over a field $k$ is a tuple ( $B, m, \Delta, \eta, \varepsilon$ ) comprising an algebra structure $(B, m, \eta)$ and a coalgebra structure $(B, \Delta, \varepsilon)$ such that either of the following is satisfied
(1) $m$ and $\eta$ are coalgebra maps,
(2) $\Delta$ and $\varepsilon$ are algebra maps.

The two axioms stated in the above definition are equivalent for instance, if $\Delta$ is an algebra map then it follows that $\Delta_{B} \circ m=(m \otimes m) \circ \Delta_{B \otimes B}$ which means that $m: B \otimes B \longrightarrow B$ is a morphism of $k$-coalgebras.

In practice, bialgebras are often constructed as quotients of free bialgebras on coalgebras. This process is an extension of the free algebra construction on sets or vector spaces and the universal mapping property of free algebras to bialgebras. Let $(C, \delta, e)$ be a $k$-coalgebra, then define a free algebra $(T(C), \iota)$ on the underlying vector space of $C$, where $i: C \longrightarrow T(C)$ is an injective linear map, recall that $T(C)=\bigoplus_{n} C^{\otimes n}$. By the universal property of free algebras, the linear maps $(\iota \otimes$ $\iota) \circ \delta: C \longrightarrow T(C) \otimes T(C)$ and $e: C \longrightarrow k$ yield algebra morphisms

$$
\Delta: T(C) \longrightarrow T(C) \otimes T(C), \quad \iota(c) \mapsto(\iota \otimes \iota) \circ \delta(c),
$$

respectively,

$$
\varepsilon: T(C) \longrightarrow k \quad \iota(c) \mapsto e(c) .
$$

It is easy to check that $\left(\Delta \otimes \operatorname{id}_{T(C)}\right) \circ \Delta=\left(\mathrm{id}_{T(C)} \otimes \Delta\right) \circ \Delta$ and $\left(\varepsilon \otimes \mathrm{id}_{T(C)}\right) \circ \Delta=\mathrm{id}_{T(C)}$, thereby making $(T(C), \Delta, \varepsilon)$ a coalgebra and hence a bialgebra. The analogue of the universal property of free algebras for free bialgebras is given as follows: suppose $f: C \longrightarrow A$ is a coalgebra map from coalgebra $C$ to bialgebra $A$, then there is a unique map of bialgebras $F: T(C) \longrightarrow A$ such that $F \circ \iota=f$.

Definition 2.2.2. Let $C$ be a $k$-coalgebra, then the free bialgebra on $C$ is the pair $(T(C), \iota)$ described above.
$(T(C), \iota)$ is also called the tensor bialgebra on the coalgebra $C$, and the following result shows that every bialgebra $B$ is a quotient of the free bialgebra $T(C)$ on any coalgebra $C$ that generates $B$ as an algebra.

In particular, taking $C=B$ yields:
Theorem 2.2.3. [44, Corollary 5.3.3] Let $B$ be a $k$-bialgebra, then there exists a $k$-coalgebra $C$ and a surjective bialgebra map $T(C) \longrightarrow B$.

We shall see the full application of this result in Section 4.2.
Definition 2.2.4. Let $(B, m, \Delta, \eta, \varepsilon)$ be a $k$-bialgebra, an antipode $S$ on $B$ is a $k$-linear map $S: B \longrightarrow B$ satisfying the relation

$$
\begin{equation*}
m \circ(S \otimes \mathrm{id}) \circ \Delta=\eta \circ \varepsilon=m \circ(\mathrm{id} \otimes S) \circ \Delta . \tag{2.2.1}
\end{equation*}
$$

To understand the role of the antipode better, we will describe the convolution algebra $\operatorname{Hom}(C, A)$ of a coalgebra $C$ and an algebra $A$.

Definition 2.2.5. The convolution algebra $\operatorname{Hom}(C, A)$ of a coalgebra $C$ and an algebra $A$ is the algebra of all $k$-linear maps $f: C \longrightarrow A$ with multiplication defined as

$$
f \bullet g=m \circ(f \otimes g) \circ \Delta
$$

for all $f, g \in \operatorname{Hom}(C, A)$ and the unit element is $\eta \circ \varepsilon$.
It thus follows that the antipode equation (2.2.1) means that $S$ is the inverse of the identity map id in the convolution algebra $\operatorname{End}(B)$, since the antipode equation can be written as $S \bullet \mathrm{id}=\eta \circ \varepsilon=\mathrm{id} \bullet S$ in the convolution algebra of $B$.

Remark 2.2.6. The antipode $S$ is a $k$-linear map but it is anti-multiplicative and is an anti coalgebra map that is for all $a, b \in B$,

$$
S(a b)=S(b) S(a), \quad \Delta \circ S=\tau \circ(S \otimes S) \circ \Delta .
$$

In other words, the antipode is an algebra map $S: B \longrightarrow B^{\text {op }}$ from $B$ to $B^{\text {op }}$, its opposite bialgebra (has an underlying opposite algebra structure) and is also a coalgebra map $B \longrightarrow B^{\text {cop }}$ from $B$ to its opposite bialgebra(has an underlying opposite coalgebra structure).

Definition 2.2.7. A Hopf algebra $H$ is a bialgebra $(H, m, \Delta, \eta, \varepsilon)$ equipped with a linear map $S$ satisfying (2.2.1).

Example 2.2.8. (1) The universal enveloping algebra $U(\mathfrak{g})$ of a Lie algebra $\mathfrak{g}$ in Example 2.1.18 is a Hopf algebra: recall from Example 2.1.18 that $\Delta$ and $\varepsilon$ are algebra maps by the universality of $U(\mathfrak{g})$ and they extend from jmath $(\mathfrak{g})$ to the entire algebra $U(\mathfrak{g})$. A direct substitution into the antipode equation yields $S(x)=-x$.
(2) The group algebra $k G$ described in (2.1.4) is a Hopf algebra since for all $g, h \in$ $G$, the coproduct and counit are algebra maps

$$
\begin{gathered}
\Delta(g h)=g h \otimes g h=(g \otimes g)(h \otimes h)=\Delta(g) \Delta(h) \\
\varepsilon(g h)=1=\varepsilon(g) \varepsilon(h),
\end{gathered}
$$

it follows from the antipode equation, $S(g)=g^{-1}$.
(3) Sweedler's Hopf algebra: This is a 4-dimensional Hopf algebra $H$ with basis $\{1, g, x, x g\} . H$ is generated as an algebra by $x, g$ satisfying the relations

$$
g^{2}=1, \quad x^{2}=0, \quad g x=-x g
$$

with Hopf algebra structure given by

$$
\begin{gathered}
\Delta(g)=g \otimes g, \quad \Delta(x)=1 \otimes x+x \otimes g, \quad \varepsilon(g)=1 \\
\varepsilon(x)=0 \quad S(g)=g^{-1}=g, \quad S(x)=-x g
\end{gathered}
$$

Moreover, since the simple subcoalgebras are of the form $k g$, for $g \in G(H)$ hence, they are 1-dimensional and thus $H$ is pointed.
(4) A generalization of the Sweedler's Hopf algebra is the class $H_{n, q}$ of $n$-dimensional Hopf algebras called Taft's algebras with basis $\left\{a^{i} x^{j}: 0 \leq i, j<n\right\}$ and generated by grouplike element $a$ and (1,a)-twisted primitive element $x$ satisfying the relations

$$
a^{n}=1, \quad x^{n}=0, \quad a x=q x a
$$

where $q^{n}=1$ and $q \in k$ and with antipode given by $S(a)=a^{-1}, S(x)=-x a^{-1}$.
In the following we give definitions of subobjects in the categories of bialgebras and Hopf algebras over a field $k$.

Definition 2.2.9. (1) A Hopf subalgebra $B \subseteq H$ is a subbialgebra of $H$ that is invariant with respect to the antipode, that is $S(B) \subseteq B$.
(2) A Hopf ideal is a subspace $I \subseteq H$ which is a biideal - an ideal that is also a coideal - such that $S(I) \subseteq I$.
(3) Given a Hopf ideal $I$ of $H$, we define the quotient Hopf algebra as the algebra $H / I$ with Hopf structure inherited from $H$.

A set $X$ is said to generate an algebra $A$ over a field $k$ if every element $a \in A$ can be expressed as sum of words in the alphabet $X$. In other words, $A=k X$ is the free algebra on the set $X$. This construction extends to the construction of free bialgebras $T(C)$ on coalgebras $C$ (where $C$ is viewed as a vector space that generates $T(C))$ as in Definition 2.2.2.

Following [44, section 7.5], we want to briefly discuss the construction of free Hopf algebras on coalgebras. We do this in three steps, first we explain what it means for a coalgebra to generate a Hopf algebra as an algebra, then we equip the free bialgebra constructed above with an antipode and then we conclude.

Suppose $C$ is a coalgebra which generates a Hopf subalgebra $B \subseteq H$ as an algebra, then $\mathcal{C}=C+S(C)+S^{2}(C)+\cdots$ is a subcoalgebra of $B$ since the sum of coalgebras is again a subcoalgebra and in fact $S(\mathcal{C}) \subseteq \mathcal{C}$. Thus, the subalgebra that $\mathcal{C}$ generates is a sub-bialgebra of $B$ that is invariant under $S$ and contains $C$. Hence, $C$ generates $H$ as a Hopf algebra if $\mathcal{C}$ generates $B$ as an algebra and note that $\left.S\right|_{\mathcal{C}}: \mathcal{C} \longrightarrow \mathcal{C}^{\text {cop }}$ is a coalgebra map.

Let $(T(C), \iota)$ be the free bialgebra on the coalgebra $C$, and $\zeta: C \longrightarrow C^{\text {cop }}$ be a coalgebra map. Then, the composite

$$
\iota \circ \zeta: C \longrightarrow T(C)^{\text {opcop }}
$$

is a coalgebra map (note that we need ${ }^{\text {op }}$ for the composite to be a coalgebra map) and by the universality of $T(C)$, we have a bialgebra map $\mathrm{S}: T(C) \longrightarrow T(C)^{\text {opcop }}$ such that $S \circ \iota=\iota \circ \zeta$ (that is $\mathrm{S}(\iota(C)) \subseteq \operatorname{im}(\iota)$ meaning $\operatorname{im}(\iota)$ is invariant under S ). We now equip $T(C)$ with an antipode by setting $I \subseteq T(C)$ to be the ideal generated by the elements

$$
\mathrm{S}\left(c_{(1)}\right) c_{(2)}-\varepsilon(c) 1 \quad c_{(1)} \mathrm{S}\left(c_{(2)}\right)-\varepsilon(c) 1,
$$

for all $c \in \iota(C) . I$ is a coideal: using the fact that S is a bialgebra map, we obtain

$$
\varepsilon\left(\mathrm{S}\left(c_{(1)}\right) c_{(2)}-\varepsilon(c) 1\right)=\varepsilon \otimes \varepsilon\left(\iota\left(c_{(2)}\right) \otimes c_{(1)}\right)-\varepsilon(c)=\varepsilon\left(c_{(2)} \varepsilon\left(c_{(1)}\right)\right)-\varepsilon(c)=0
$$

and setting $u(c):=\mathrm{S}\left(c_{(1)}\right) c_{(2)}-\varepsilon(c) 1$, we have

$$
\Delta(u(c))=u(c) \otimes \mathrm{S}\left(c_{(1)}\right) c_{(2)}+1 \otimes u(c) .
$$

Hence $I$ is a bi-ideal and in fact $\mathrm{S}(I) \subseteq I$ since $\iota(C)$ is S-invariant. Thus $T(C) / I$ is bialgebra and S lifts to the bialgebra map

$$
S: T(C) / I \longrightarrow T(C)^{\mathrm{opcop}} / I
$$

via the projection $\pi: T(C) \longrightarrow T(C) / I$. By definition, $H_{\zeta}(C)=T(C) / I$ is a Hopf algebra with antipode $S$ (the elements in $I$ vanish in $H_{\zeta}(C)$ thus satisfying the antipode equation (2.2.1)).

Theorem 2.2.10. [44, Theorem 7.5.2] Let $C$ be a $k$-coalgebra, then there exists the pair $(j, H(C))$ such that
(a) $H(C)$ is a $k$-Hopf algebra, and $j: C \longrightarrow H(C)$ is a coalgebra map.
(b) Given any pair $(f, A)$ of $k$-Hopf algebra $A$ and a coalgebra map $f: C \longrightarrow A$, there exists a Hopf algebra map $F: H(C) \longrightarrow A$ such that $F \circ j=f$.

This theorem applies the above construction of the free Hopf algebras $\left(H_{\zeta}(C), \iota\right)$ to when $C$ generates $H(C)$ as a Hopf algebra, that is construct the free Hopf algebra ( $\left.H_{\zeta}(\mathcal{C}), \iota\right)$ with $\mathcal{C}=C \oplus C^{\mathrm{cop}} \oplus C \oplus \cdots$, and take $\zeta$ to be the injective coalgebra map

$$
\zeta: \mathcal{C} \longrightarrow \mathcal{C}^{\text {cop }} \quad\left(c_{1}, c_{2}, c_{3}, \cdots\right) \mapsto\left(0, c_{1}, c_{2}, \cdots\right)
$$

so taking $H(C)=H_{\zeta}(\mathcal{C})$ and $j=\left.\iota\right|_{C}$, gives the free Hopf algebra on the coalgebra $C$. We will see an application of this construction in section 4.1, where we constructed a free Hopf algebra acting on a commutative algebra.

### 2.2.2 The dual Hopf algebra

Let $(A, m, \eta, \Delta, \varepsilon)$ be a $k$-bialgebra. Then, the underlying algebra structure $(A, m, \eta)$ of the bialgebra $A$ defines the dual coalgebra $\left(A^{\circ},\left.m^{\star}\right|_{A^{\circ}},\left.\eta^{\star}\right|_{A^{\circ}}\right)$, and likewise the underlying coalgebra structure $(A, \Delta, \varepsilon)$ defines the dual algebra $\left(A^{\star}, \Delta^{\star}, \varepsilon^{\star}\right)$. Knowing that both the coalgebra and algebra of a bialgebra have the same underlying vector space, a natural question to ask: is $A^{\circ} \subseteq A^{\star}$ a subalgebra?
The answer to this question is in the affirmative as detailed in the following result
Proposition 2.2.11. [44, Proposition 5.2.1] Let $A$ be a bialgebra over the field $k$. Then, $A^{\circ} \subseteq A^{\star}$ is a subalgebra. In addition, $A^{\circ}$ is a bialgebra with the dual coalgebra structure and the subalgebra structure of the dual algebra $A^{\star}$.

Definition 2.2.12. Let $A$ be a $k$-bialgebra, the dual bialgebra of $A$ is the dual coalgebra $A^{\circ}$ together with the algebra structure inherited as a subalgebra of $A^{\star}$.

Let $H$ be a $k$-Hopf algebra, then the dual Hopf algebra as we expect is the dual bialgebra $H^{\circ}$ equipped with an antipode which should be the transpose of the antipode $S$ on $H$, that is $S^{\star}: H^{\star} \longrightarrow H^{\star}, f \mapsto S^{\star}(f)(h)=f(S(h))$ and we want that $S^{\star}\left(H^{\circ}\right) \subseteq H^{\circ}$.

Theorem 2.2.13. [44, Theorem 7.4.1] Let $H$ be a Hopf algebra over the field $k$ with antipode $S$. Then, $S^{\star}\left(H^{\circ}\right) \subseteq H^{\circ}$ and $\left.S^{\star}\right|_{H^{\circ}}$ is an antipode for $H^{\circ}$.

Indeed $S^{\star}$ is an antipode for $H^{\circ}$ since it satisfies the antipode equation:

$$
\begin{aligned}
m_{H^{\circ}} \circ\left(S^{\star} \otimes i d\right) \circ \Delta_{H^{\circ}} & =\Delta_{H}^{\star} \circ\left(S^{\star} \otimes i d\right) \circ m_{H}^{\star} \\
& =\left(m_{H} \circ(S \otimes i d) \circ \Delta_{H}\right)^{\star}=\left(\eta_{H} \circ \varepsilon_{H}\right)^{\star}=\eta_{H^{\circ}} \circ \varepsilon_{H^{\circ}} \\
& =\left(m_{H} \circ(i d \otimes S) \circ \Delta_{H}\right)^{\star}=m_{H^{\circ}} \circ\left(i d \otimes S^{\star}\right) \circ \Delta_{H^{\circ}} .
\end{aligned}
$$

Definition 2.2.14. Let $H$ be a Hopf algebra over the field $k$ with antipode $S$. Then, the dual Hopf algebra is the dual bialgebra $H^{\circ}$ together with the antipode $\left.S^{\star}\right|_{H^{\circ}}$.

The notion of dualization of Hopf algebra structures can be generalized in the following way

Definition 2.2.15. Let $\mathcal{U}$ and $H$ be two Hopf algebras over the field $k$. A dual pairing between $\mathcal{U}$ and $H$ is a bilinear map

$$
\langle\cdot, \cdot\rangle: \mathcal{U} \times H \longrightarrow k
$$

such that for all $f, f_{1}, f_{2} \in \mathcal{U}$ and $h, h_{1}, h_{2} \in H$, the following axioms are satisfied
(i) $\left\langle\Delta_{\mathcal{U}}(f), h_{1} \otimes h_{2}\right\rangle=\left\langle f, h_{1} h_{2}\right\rangle, \quad\left\langle f_{1} f_{2}, h\right\rangle=\left\langle f_{1} \otimes f_{2}, \Delta_{H}(h)\right\rangle$.
(ii) $\left\langle f, 1_{H}\right\rangle=\varepsilon_{\mathcal{U}}(f), \quad\left\langle 1_{\mathcal{U}}, h\right\rangle=\varepsilon_{H}(h)$.
(iii) $\left\langle S_{\mathcal{U}}(f), h\right\rangle=\left\langle f, S_{H}(h)\right\rangle$.

Definition 2.2.16. A dual pairing of Hopf algebras $\mathcal{U}$ and $H$ is called nondegenerate if $\langle f, h\rangle=0$ for all $f \in \mathcal{U}$ then $h=0$, and if $\langle f, h\rangle=0$ for all $h \in H$ then $f=0$.

Remark 2.2.17. (1) Indeed the dual Hopf algebra $H^{\circ}$ discussed above has a nondegenerate dual pairing with $H$ with the pairing $\left\langle h^{\circ}, h\right\rangle=h^{\circ}(h)$. In addition, there is a canonical nondegenerate dual pairing between any two Hopf algebras $\mathcal{U}$ and $H$ given by $\langle f, h\rangle=\varepsilon_{\mathcal{U}}(f) \varepsilon_{H}(h)$ for all $f \in \mathcal{U}$ and $h \in H$.
(2) New nondegenerate dual pairing can be obtained from known nondegenerate dual pairings via compositions with Hopf algebra morphisms in the two variables. Suppose $\langle\cdot, \cdot\rangle$ is a dual pairing of $\mathcal{U}$ and $H$ and $\alpha: \mathcal{U}^{\prime} \longrightarrow \mathcal{U}$ and $\beta: H^{\prime} \longrightarrow H$ are Hopf algebra morphisms, then the composition $\langle\cdot, \cdot\rangle \circ(\alpha \otimes \beta)$ is a dual pairing of $\mathcal{U}^{\prime}$ and $H^{\prime}$.
(3) The axioms of a dual pairing of Hopf algebras reveal information about the links between the two structures. For example, axiom (i) reveals that $\mathcal{U}$ is cocommutative if and only if $H$ is commutative and vice versa: suppose $\mathcal{U}$ is cocommutative, then

$$
\left\langle f, h_{1} h_{2}\right\rangle=\left\langle\Delta_{\mathcal{U}}(f), h_{1} \otimes h_{2}\right\rangle=\left\langle\Delta_{\mathcal{U}}^{c o p}(f), h_{1} \otimes h_{2}\right\rangle=\left\langle f, h_{2} h_{1}\right\rangle
$$

On the other hand, if $\mathcal{U}$ is commutative, then

$$
\begin{aligned}
\left\langle f_{1} \otimes f_{2}, \Delta_{H}(h)\right\rangle & =\left\langle f_{1} f_{2}, h\right\rangle=\left\langle f_{2} f_{1}, h\right\rangle=\left\langle f_{2} \otimes f_{1}, \Delta_{H}(h)\right\rangle \\
& =f_{2}\left(h_{(1)}\right) f_{1}\left(h_{(2)}\right)=f_{1}\left(h_{(2)}\right) f_{2}\left(h_{(1)}\right) \\
& =\left\langle f_{1} \otimes f_{2}, \Delta_{H}^{c o p}(h)\right\rangle .
\end{aligned}
$$

### 2.2.3 Hopf *-algebras

Definition 2.2.18. Assume that $k$ is a field with a chosen involutive field automorphism that we denote by $\lambda \mapsto \bar{\lambda}$.

1. For each $k$-vector space $V$, we denote by $\bar{V}$ the conjugate vector space which is the same abelian group but whose scalar multiplication is twisted by - that is, $\lambda \cdot \bar{v} v:=\bar{\lambda} v$.
2. A $*$-structure on a $k$-algebra $B$ is an involutive $k$-algebra isomorphism

$$
*: B \rightarrow \bar{B}^{\mathrm{op}} .
$$

3. An involution on a $k$-algebra $P$ is an involutive $k$-algebra isomorphism

$$
\theta: P \rightarrow \bar{P}
$$

So explicitly, an involution $\theta: P \rightarrow P$ satisfies for all $\lambda \in k, f, g \in P$

$$
\theta(\lambda f+g)=\bar{\lambda} \theta(f)+\theta(g), \quad \theta(f g)=\theta(f) \theta(g), \quad \theta(\theta(f))=f
$$

Typically, these notions are considered for $k=\mathbb{C}$ with involution given by complex conjugation, see e.g. [31, Section 1.2.7].

On Hopf algebras, one demands the following compatibility between $*$-structures and involutions with the coalgebra structure:

Definition 2.2.19. Let $H$ be a Hopf algebra.

1. A Hopf $*$-structure on $H$ is a $*$-structure on the underlying algebra satisfying for all $h \in H$

$$
\left(h^{*}\right)_{(1)} \otimes\left(h^{*}\right)_{(2)}=\left(h_{(1)}\right)^{*} \otimes\left(h_{(2)}\right)^{*}, \quad \varepsilon\left(h^{*}\right)=\overline{\varepsilon(h)} .
$$

In other words, the coalgebra structure maps are $*$-morphisms.
2. A Cartan involution on $H$ is an involution $\theta$ on the underlying algebra such that for all $h \in H$, we have

$$
\theta(h)_{(1)} \otimes \theta(h)_{(2)}=\theta\left(h_{(2)}\right) \otimes \theta\left(h_{(1)}\right), \quad \varepsilon(\theta(h))=\overline{\varepsilon(h)} .
$$

We remark that in any Hopf $*$-algebra with antipode $S$, we have

$$
S \circ * \circ S \circ *=\operatorname{id}_{H},
$$

that is $S$ is invertible with inverse $* \circ S \circ *$. One efficient way to show this is to verify that $* \circ S \circ *$ is an antipode for $H^{\mathrm{op}}$, hence as antipodes are unique, $* \circ S \circ *=S^{-1}$. Furthermore, one defines a $*$-structure on the dual Hopf algebra $H^{\circ}$ as

$$
f^{*}(h)=\overline{f\left(S(h)^{*}\right)}
$$

for $f \in H^{\circ}, h \in H$, which in the language of dual pairing, can be re-written as

$$
\left\langle f^{*}, h\right\rangle=\overline{\left\langle f, S(h)^{*}\right\rangle} .
$$

These structures - *-structure and Cartan involution - correspond bijectively to each other:

Lemma 2.2.20. A map $*: H \rightarrow H$ is a Hopf $*$-structure if and only if $* \circ S$ is a Cartan involution.

Proof. Since $*$ is a $*$-structure on $H$, then the anti-linearity of $*$, the anti-colinearity of the antipode $S$ proves that $* \circ S$ is anti-colinear and anti-linear. The relation $* \circ S \circ * \circ S=\mathrm{id}$ proves that $* \circ S$ is involutive hence, $* \circ S$ is a Cartan involution. Conversely, suppose that $* \circ S$ is a Cartan involution then, for all $h \in H$, we have $h^{* *}=S\left(S(h)^{*}\right)^{*}=h$, that is $*$ is involutive. The compatibility of $*$ with the coalgebra structure on $H$ follows from the properties of the Cartan involution property of $* \circ S$ :

$$
\begin{aligned}
\Delta\left(h^{*}\right) & =\Delta\left(S\left(S(h)^{*}\right)\right)=\tau \circ(S \otimes S)\left(S(h)_{(1)}^{*} \otimes S(h)_{(2)}^{*}\right) \\
& =\tau \circ(S \otimes S)\left(S\left(h_{(2)}\right)^{*} \otimes S\left(h_{(1)}\right)^{*}\right)=S\left(S\left(h_{(1)}\right)^{*}\right) \otimes S\left(S\left(h_{(2)}\right)^{*}\right) \\
& =\left(h_{(1)}\right)^{*} \otimes\left(h_{(2)}\right)^{*}
\end{aligned}
$$

and $\varepsilon\left(h^{*}\right)=\varepsilon\left(S\left(S(h)^{*}\right)=\varepsilon\left(S(h)^{*}\right)=\overline{\varepsilon(h)}\right.$.

### 2.3 Representations of Hopf algebras

### 2.3.1 Definitions and examples

Definition 2.3.1. Let $A$ be an algebra and $V$ be a vector space over a field $k$. A representation of $A$ on $V$ is the algebra map

$$
\varphi: A \longrightarrow \operatorname{End}_{k}(V), a \mapsto \varphi_{a}
$$

In other words, that $\varphi$ is an algebra map means for all $a, b \in A$ and $\alpha, \beta \in k$, $\varphi_{\alpha a+\beta b}=\alpha \varphi_{a}+\beta \varphi_{b}, \quad \varphi_{a b}=\varphi_{a} \varphi_{b}, \quad$ and $\varphi_{1_{A}}=\mathrm{id}_{V}$.

Definition 2.3.2. A left $A$-module is a vector space $V$ together with a linear map

$$
\varphi: A \otimes V \longrightarrow V, a \otimes v \mapsto \varphi(a \otimes v):=a \cdot v
$$

such that $\varphi \circ(i d \otimes \varphi)=\varphi \circ(m \otimes i d)$, and $\varphi \circ(\eta \otimes i d)=i d$.
The equations in the definition above mean for all $a, b \in A v \in V$ we have $a b \cdot v=a \cdot(b \cdot v)$ and $1_{A} \cdot v=v$. A right $A$-module is defined similarly only that the action is on the right and the equations are now $\varphi \circ(\varphi \otimes i d)=\varphi \circ(i d \otimes m)$ and $\varphi \circ(i d \otimes \eta)=i d$. In practice, we use representations and modules of a $k$-algebra $A$ interchangeably because there is a correspondence between the set of representations of $A$ and $A$-modules given by

$$
\varphi_{a}(v) \mapsto \varphi(a \otimes v)=a \cdot v .
$$

Let $\varphi$ be a representation of $A$ on a vector space $V$, then it defines a left (resp. right) $A$-module structure on $V$

$$
\varphi: A \otimes V \longrightarrow V, \quad(a, v) \mapsto \varphi(a \otimes v)=\varphi_{a}(v)
$$

the module axioms follow since $\varphi_{a}$ is an algebra map. On the other hand, suppose $(V, \varphi)$ is a left (resp. right) $A$-module, then the module action $\varphi$ defines an algebra map

$$
\varphi: A \longrightarrow \operatorname{End}_{k}(V), \quad a \mapsto \varphi_{a}(v)=a \cdot v
$$

Definition 2.3.3. Let $A$ be an algebra over $k$, then
(1) A $k$-vector space $V$ is an $A$-bimodule if it is both a left and a right $A$-module and if in addition $(a \cdot v) \cdot b=a \cdot(v \cdot b), \forall a, b \in A, v \in V$.
(2) Let $V$ and $W$ be two representations of $A$, then a morphism of representations or left $A$-module map is a linear map $\theta: V \longrightarrow W$ such that $\forall a \in A, v \in$ $V, w \in W \quad \theta(a \cdot v)=a \cdot \theta(v)$, that is $\theta$ is $A$-linear.
If $A$ is a bialgebra, then we can obtain new representations from previously known ones, in particular we can tensor two representations for instance. Let $\left(V, \varphi_{V}\right)$ and ( $W, \varphi_{W}$ ) be two representations of $A$ then the tensor product $\varphi_{V} \otimes \varphi_{W}=\varphi_{V \otimes W}$ is the representation of $A$ on the vector space $V \otimes W$ defined as

$$
\begin{aligned}
& A \xrightarrow{\Delta} A \otimes A \xrightarrow{\varphi_{V} \otimes \varphi_{W}} \operatorname{End}_{k}(V) \otimes \operatorname{End}_{k}(W) \\
& a \mapsto a_{(1)} \otimes a_{(2)} \mapsto \varphi_{V}\left(a_{(1)}\right) \varphi_{W}\left(a_{(2)}\right),
\end{aligned}
$$

that is for all $a \in A, v \in V, w \in W$

$$
a \cdot(v \otimes w)=\varphi_{V \otimes W}(a)=\varphi_{V}\left(a_{(1)}\right) \varphi_{W}\left(a_{(2)}\right)=\left(a_{(1)} \cdot v\right)\left(a_{(2)} \cdot w\right)
$$

the module axioms are satisfied since $\varphi_{V}$ and $\varphi_{W}$ are module structure maps.
Dually, we define comodules and corepresentations of coalgebras by dualizing the definitions of modules and representations of an algebra.
Definition 2.3.4. Let $C$ be a coalgebra, then a corepresentation or left $C$-comodule is a vectorspace $V$ together with a linear map

$$
\psi: V \longrightarrow C \otimes V, v \mapsto v_{(-1)} \otimes v_{(0)}
$$

such that $(i d \otimes \psi) \circ \psi=(\Delta \otimes i d) \circ \psi$, and $(\varepsilon \otimes i d) \circ \psi=i d$.
Similarly, the equations in the definition of a corepresentation of coalgebra $C$ mean for all $v \in V$,

$$
v_{(-1)} \otimes v_{(0)_{(-1)}} \otimes v_{(0)_{(0)}}=v_{(-1)_{(1)}} \otimes v_{(-1)_{(2)}} \otimes v_{(0)}
$$

which is jointly written as

$$
v_{(-2)} \otimes v_{(-1)} \otimes v_{(0)}
$$

respectively $\varepsilon\left(v_{(-1)}\right) v_{(0)}=v$. Note that the elements with negative indices lies in $C$. In similar way, we define a right $C$-comodule as a $k$-vector space $V$ together with the linear map $\psi: V \longrightarrow V \otimes C, v \mapsto v_{(0)} \otimes v_{(1)}$ such that $(\psi \otimes i d) \circ \psi=(i d \otimes \Delta) \circ \psi$ and $(i d \otimes \varepsilon) \circ \psi=i d$.

Definition 2.3.5. Let $\left(V, \psi_{V}\right)$ and $\left(W, \psi_{W}\right)$ be two left $C$-comodules, then a map of left $C$-comodules is a linear map $\alpha: V \longrightarrow W$ such that for all $v \in V, \psi_{W} \circ \alpha=$ $(i d \otimes \alpha) \circ \psi_{V}$, that is $\alpha(v)_{(-1)} \otimes \alpha(v)_{(0)}=v_{(-1)} \otimes \alpha\left(v_{(0)}\right)$. If $\alpha$ is bijective, then $V$ and $W$ are isomorphic as $C$-comodules.

Definition 2.3.6. Let $A$ be an algebra, $C$ a comodule and $V$ a vector space over $k$, then
(1) Suppose $V$ is a representation, then a left (resp. right) submodule or subrepresentation of $V$ is a linear subspace $U \subseteq V$ such $a \cdot u$ (resp. $u \cdot a) \in U$ for all $u \in U$. If $V$ is a corepresentation, then a left (resp. right) $C$-subcomodule or sub corepresentation of $\left(V, \psi_{V}\right)$ is a subspace $U \subseteq V$ with $\psi(U) \subseteq C \otimes U($ resp. $U \otimes C)$.
(2) A left (resp. right) (co)module $\left(V, \psi_{V}\right)$ is called simple if $V$ has no non-trivial $\operatorname{sub}(c o)$ module, that is the only $\operatorname{sub}(c o)$ modules of $V$ are $\{0\}$ and $V$, and $\psi_{V}$ is called an irreducible (co)representation.
Example 2.3.7. (1) The trivial corepresentation is defined by the $k$-linear map

$$
\psi: V \longrightarrow C \otimes V \quad v \mapsto 1 \otimes v
$$

for all $v \in V$. The comodule axioms are trivially satisfied thus, any vector space $V$ can be made into a left $C$-comodule via $\psi$.
(2) The coproduct $\Delta: C \longrightarrow C \otimes C$ of the coalgebra $C$ defines both a left and right comodule action on $C$.

In what follows is a characterization of finite dimensional corepresentations in terms of matrices with entries in the coalgebra $C$. A corepresentation $V$ of $C$ is finite-dimensional if $V$ has a vector space basis.
Proposition 2.3.8. [31, Proposition 13] Let $V$ be a finite dimensional vector space with basis $e_{1}, e_{2}, \cdots, e_{d}, \psi: V \longrightarrow C \otimes V$ be a linear map, and $c=\left(c_{i j}\right)$ be the $d \times d$ matrix of elements of $C$ such that

$$
\psi\left(e_{i}\right)=\sum_{k=1}^{d} c_{i k} \otimes e_{k}, \quad i=1,2, \cdots, d
$$

then $\psi$ is a corepresentation of $C$ if and only if for all $i, j=1,2, \cdots, d$

$$
\begin{equation*}
\Delta\left(c_{i j}\right)=\sum_{k=1}^{d} c_{i k} \otimes c_{k j}, \quad \varepsilon\left(c_{i j}\right)=\delta_{i j} \tag{2.3.1}
\end{equation*}
$$

Notice that the formula of the coproduct and counit in the above proposition are similar to those of the matrix coalgebra in Example 2.1.33. $\psi$ is a corepresentation of $C$ on $V$ if and only if the comodule axioms

$$
\sum_{j, k=1}^{d} c_{i k} \otimes c_{k j} \otimes e_{j}=\sum_{j=1}^{d} \Delta\left(c_{i j}\right) \otimes e_{j}, \quad \sum_{i=1}^{d} \varepsilon\left(c_{i j}\right) e_{j}=e_{i}
$$

are satisfied $\Longleftrightarrow \Delta\left(c_{i j}\right)=\sum_{j, k=1}^{d} c_{i k} \otimes c_{k j}$ and $\varepsilon\left(c_{i j}\right)=\delta_{i j}$. The matrix $\left(c_{i j}\right) \in$ $M_{d}(C)$ is called a matrix corepresentation of $C$.

Definition 2.3.9. Let $H$ be a Hopf algebra. A left (resp. right) $H$-(co) module is a vector space $V$ that is a left (resp. right) (co)module with respect to the (co)algebra structure of $H$.

It is possible for a vector space $V$ to be both a left and a right $H$-(co)module. If this is the case, $V$ is called a $b i(c o)$ module over $H$ : suppose $V$ is a right $H$-comodule via $\varphi$ then

$$
\psi: V \xrightarrow{\varphi} V \otimes H \xrightarrow{i d \otimes S} V \otimes H \xrightarrow{\tau} H \otimes V
$$

defines a left $H$-comodule structure on $V$.

### 2.3.2 Hopf (co)module (co)algebras

A $k$-Hopf algebra $H$ can act (as in modules) and coact (as in comodules) on algebras and coalgebras as they do on vectorspaces. However, it is required that the (co)module (co)action be compatible with the underlying algebra and coalgebra structures. Before we give definitions of (co)modules (co)algebras, we recall from the comment after Definition 2.3.3 that if $A$ is a left $H$-module then $A \otimes A$ is again a left $H$-module with module structure map $\varphi_{A \otimes A}$. Similarly, one can describe the tensor products of two corepresentations: Let $\left(C, \psi_{C}\right)$ and $\left(D, \psi_{D}\right)$ be two right $H$ comodules, then the tensor product corepresentation $\psi_{C \otimes D}$ of $H$ on the vector space $C \otimes D$ is defined as the composite
$C \otimes D \xrightarrow{\psi_{C} \otimes \psi_{D}}(C \otimes H) \otimes(D \otimes H) \xrightarrow{i d_{C} \otimes \tau \otimes i d_{H}} C \otimes D \otimes H \otimes H \xrightarrow{i d_{C} \otimes i d_{D} \otimes m} C \otimes D \otimes H$
that is

$$
\psi_{C \otimes D}(c \otimes d)=c_{(0)} \otimes d_{(0)} \otimes c_{(1)} d_{(1)}
$$

Thus, if $C$ is a coalgebra and also a right $H$-comodule, then the tensor product $C \otimes C$ is again a right $H$-comodule and the comodule structure maps $\Delta: C \longrightarrow C \otimes C$ and $\varepsilon: C \longrightarrow k$ are morphisms of right $H$-comodules.

Definition 2.3.10. Let $H$ be a Hopf algebra, then a left (resp. right) $H$-(co) module algebra is an algebra $(A, m, \eta)$ which is a left (resp. right) $H$-(co)module such that the algebra structure maps $m, \eta$ are maps of $H$-(co) modules.

Definition 2.3.11. A left (resp. right) $H$-(co) module coalgebra is a coalgebra $(C, \Delta, \varepsilon)$ which is a left (resp. right) $H$-(co)module and whose coalgebra structure maps $\Delta, \varepsilon$ are morphisms of $H$-(co)modules.

Remark 2.3.12. (1) The underlying field $k$ is a $H$-module and $H$-comodule via the trivial action given by $H \otimes k \longrightarrow k,(h, \lambda) \mapsto \varepsilon(h) \lambda$ and coaction $k \longrightarrow$ $k \otimes H, \lambda \mapsto \lambda \otimes 1$.
(2) The requirement in the definitions above that the algebra structure maps $m, \eta$ be $H$-module maps means that for all $h \in H, a, b \in A$

$$
h \cdot a b=\left(h_{(1)} \cdot a\right)\left(h_{(2)} \cdot b\right), \quad \text { and } \quad h \cdot 1_{k}=\varepsilon(h) 1_{A},
$$

and as $H$-comodule maps means the coaction $\psi_{A}$ of $H$ on algebra $A$ satisfies

$$
\psi_{A}(a b)=\psi_{A}(a) \psi_{A}(b), \quad \text { and } \quad \psi_{A}(1)=1 \otimes 1
$$

that is the comodule structure map $\psi_{A}$ must be an algebra map. Similarly the requirement that the coalgebra structure maps $\Delta, \varepsilon$ be $H$-module maps means for all $c \in C, h \in H$

$$
\Delta(c \cdot h)=c_{(1)} \cdot h_{(1)} \otimes c_{(2)} \cdot h_{(2)}, \quad \text { and } \quad \varepsilon(c \cdot h)=\varepsilon(c) \varepsilon(h) .
$$

In [31], comodule algebras $A$ over Hopf algebras $H$ were called quantum spaces and as we will see in Chapter 3, $H$ becomes the coordinate ring of some "quantum group" having satisfied some axioms. If $H$ is a Hopf $*$-algebra, and $A$ has a $*$ algebra structure, then $A$ is a $*$-quantum space - a comodule $*$-algebra over a Hopf *-algebra - and the comodule structure map $\psi_{A}$ is a $*$ - algebra morphism, that is $\psi_{A}\left(a^{*}\right)=\psi_{A}(a)^{*}$.

### 2.3.3 (Co)modules under dual pairing

As one would expect there are relations and correspondences between the representations and corepresentations of two dually paired Hopf algebras $\mathcal{U}$ and $H$. It is easy to see that a corepresentation of $H$ via the dual pairing $\langle-,-\rangle$ is a representation of $\mathcal{U}$ : suppose $(V, \psi)$ is a right $H$-comodule then the composite

$$
\begin{aligned}
& \mathcal{U} \otimes V \xrightarrow{i d_{u} \otimes \psi} \mathcal{U} \otimes V \otimes H \xrightarrow{\tau \otimes \mathrm{id}_{H}} V \otimes \mathcal{U} \otimes H \xrightarrow{\mathrm{id}_{V} \otimes\langle-,-\rangle} V \\
& \quad u \otimes v \mapsto u \otimes v_{(0)} \otimes v_{(1)} \otimes u \mapsto v_{(0)}\left\langle u, v_{(1)}\right\rangle
\end{aligned}
$$

defines a left $\mathcal{U}$-module structure $\triangleright$ on $V$ : since for $u, u^{\prime} \in \mathcal{U}, v \in V$ we have

$$
\begin{aligned}
u u^{\prime} \triangleright v=v_{(0)}\left\langle u u^{\prime}, v_{(1)}\right\rangle & =v_{(0)}\left\langle u \otimes u^{\prime}, \Delta\left(v_{(1)}\right)\right\rangle=v_{(0)}\left\langle u, v_{(1)}\right\rangle\left\langle u^{\prime}, v_{(2)}\right\rangle \\
& =u \triangleright v_{(0)}\left\langle u^{\prime}, v_{(1)}\right\rangle=u \triangleright u^{\prime} \triangleright v,
\end{aligned}
$$

and $1_{\mathcal{U}} \triangleright v=v_{(0)}\left\langle 1_{\mathcal{U}}, v_{(1)}\right\rangle=\varepsilon_{H}\left(v_{(1)}\right) v_{(0)}$. Thus on any right $H$-comodule, the dual pairing induces a left $\mathcal{U}$-module structure. Similarly, one can show that left $H$ comodules are again right $\mathcal{U}$-modules and this prompts the question: is the converse true? In other words, do all left (resp. right) $\mathcal{U}$-modules arise as left (resp. right) $H$-comodules? The answer is no.

In particular when $H$ is a coalgebra $C$ and $\mathcal{U}$ is its dual algebra $C^{\star}$, there is a class of $C^{\star}$-modules which have certain properties that make them to arise from $C$-comodules. These $C^{\star}$-modules are called rational modules and they have the following property:

Let $(V, \varphi)$ be a left $C^{\star}$-module, and define for all $c^{\star} \in C^{\star}, v \in V$ the map

$$
\rho: V \longrightarrow \operatorname{Hom}\left(C^{\star}, V\right), \quad v \mapsto \varphi_{v}
$$

where $\varphi_{v}\left(c^{\star}\right)=c^{\star} \triangleright v$. Then for elementary tensors $v \otimes c$, the linear map

$$
V \otimes C \stackrel{\phi}{\hookrightarrow} \operatorname{Hom}\left(C^{\star}, V\right) \quad v \otimes c \mapsto\langle-, c\rangle v
$$

is a well defined embedding: suppose $(v \otimes c) \in \operatorname{ker} \phi$, then for all $c^{\star} \in C^{\star}$ we have $0=\phi(v \otimes c)\left(c^{\star}\right)=\left\langle c^{\star}, c\right\rangle v$ that is $\left\langle c^{\star}, c\right\rangle=0$ for all $c^{\star}$ hence, $\langle$,$\rangle is degenerate - a$ contradiction - thus $\phi$ is injective.

Definition 2.3.13. A left $C^{\star}$-module $V$ is called rational if $\rho(V) \subseteq V \otimes C$.
In view of this, a rational left $C^{\star}$-module has a right $C$-comodule structure induced by $\rho$. Thus we have the correspondence

$$
\left\{\text { Rational left } C^{\star} \text {-modules }\right\} \longleftrightarrow\{\text { Right } C \text {-comodules }\}
$$

For the purpose of this thesis, especially our discussion in Section 3.6 we state and prove the following useful results for which we have no references.

Proposition 2.3.14. Let $(M, \varphi)$ be a left finite dimensional module over an algebra A. Then $\left(M^{\star}, \varphi^{T}\right)$ is a left $A^{\circ}$-comodule, where $\varphi^{T}$ is the transpose of $\varphi$.

Proof. Denote by $\left\{m_{1}, \cdots, m_{d}\right\}$ and $\left\{f^{1}, \cdots, f^{d}\right\}$ the basis respectively the dual basis of $M$. We claim that $A^{\star} \otimes M^{\star} \cong(A \otimes M)^{\star}$ : every element in $A \otimes M$ and $A^{\star} \otimes M^{\star}$ can be uniquely written as $\sum_{i=1}^{d} x_{i} \otimes m_{i}$ respectively $\sum_{j=1}^{d} a_{j} \otimes f^{j}$. Then we define

$$
\phi: A^{\star} \otimes M^{\star} \longrightarrow(A \otimes M)^{\star}, \quad \sum_{j=1}^{d} a_{j} \otimes f^{j} \mapsto a_{j}\left(x_{j}\right)
$$

$\phi$ is injective since $a_{j}\left(x_{j}\right)=0$ for all $x_{j}$ implies $a_{j}=0$. Given $\psi \in(A \otimes M)^{\star}$, define $a_{j}:=\psi\left(-, m_{i}\right) \in A^{\star}$ then take $\psi=\sum_{j=1}^{d} a_{j} \otimes f^{j}$ and evaluating at $\sum_{i=1}^{d} x_{i} \otimes m_{i}$, we conclude that $\phi$ is surjective.

Consider the transpose $\varphi^{T}: M^{\star} \longrightarrow(A \otimes M)^{\star} \cong A^{\star} \otimes M^{\star}$ of the $A$-module structure map $\varphi$ on $M$. We claim that the image $\varphi^{T}\left(M^{\star}\right) \subseteq A^{\circ} \otimes M^{\star}$. This follows by observing that for $f \in M^{\star}, \xi \in M^{\star \star} \cong M$ we have $(\mathrm{id} \otimes \xi) \circ \varphi^{T}(f)=f(-, \xi) \in A^{\star}$. $f(-, \xi)$ is the matrix coefficients of the representation on $M$ and by [28, Corollary 1.4.5], it is in $A^{\circ}$.

This means given a finite dimensional representation of an algebra $A$, its dual gives a corepresentation of the dual coalgebra of $A$.

Corollary 2.3.15. Let $A$ be an algebra. Then the following are equivalent
(1) $A^{\circ}$ is pointed.
(2) All the finite dimensional irreducible representations of $A$ are 1-dimensional.

Proof. By Proposition 2.3.14, all the simple comodules of $A^{\circ}$ are 1-dimensional, hence by Remark 2.1.24 the conclusion follows.

### 2.3.4 Inner faithful representations

Banica and Bichon in [4, construction 2.1] introduced the notion of Hopf image $H_{\rho}$ of a representation of a Hopf algebra $H$ on an algebra $A$. By a representation of a Hopf algebra $H$ on $A$ we mean an algebra map $\rho: H \longrightarrow A$.

Definition 2.3.16. A factorization of a representation $\rho$ of $H$ on $A$ is the triple $(G, f, s)$ where $G$ is a Hopf algebra, $s: H \longrightarrow G$ is a surjective morphism of Hopf algebras and $f: G \longrightarrow A$ is a representation such that $\rho=f \circ s$.

In other words, the representation $\rho$ factors through $G$. We can form a category of factorizations of $\rho$ where the objects are triples $(G, f, s)$ and morphism between two objects $(G, f, s)$ and $(\tilde{G}, \tilde{f}, \tilde{s})$ is a morphism of Hopf algebras $\sigma: G \longrightarrow \tilde{G}$ such that $\tilde{f}=\sigma \circ f$ and $s=\tilde{s} \circ \sigma$.

Definition 2.3.17. The Hopf image $H_{\rho}$ of a representation $\rho$ of Hopf algebra $H$ on algebra $A$ is the factorization $\left(H_{\rho}, \theta, \tilde{\rho}\right)$ such that for all objects $(G, f, s)$ in the category of factorizations of $\rho$ there exists a single morphism from $G$ to $H_{\rho}$.

In the language of category theory, the Hopf image is the final (or terminal) object in the category of factorizations of $\rho$.

Theorem 2.3.18. [4, Theorem 2.1] Let $\rho: H \longrightarrow A$ be a representation of a Hopf algebra $H$ on algebra $A$. Then $\rho$ has a Hopf image: there exists a triple $\left(H_{\rho}, \theta, \tilde{\rho}\right)$ where $H_{\rho}$ is a Hopf algebra, $\theta: H \longrightarrow H_{\rho}$ a surjective Hopf algebra map and $\tilde{\rho}: H_{\rho} \longrightarrow A$ is a representation such that $\rho=\tilde{\rho} \circ \theta$ and if $(L, q, \varphi)$ is another factorization of $\rho$, then there exists a unique Hopf algebra map $f: L \longrightarrow H_{\rho}$ such that $f \circ q=\theta$ and $\tilde{\rho} \circ f=\varphi$.

In classical representation theory, a representation $\pi: k(G) \longrightarrow A$ of the group algebra $k(G)$ on $A$ is said to be faithful if the map $\pi$ is injective. However, we can ask is the restriction

$$
\left.\pi\right|_{G}: G \longrightarrow A^{\times}
$$

also faithful as a group homomorphism? So one can talk about the faithfulness of $\pi$ in two ways depending on the object one is interested in. Observe that

Lemma 2.3.19. $\left.\pi\right|_{G}$ is faithful if and only if ker $\pi$ does not contain any non-zero Hopf ideal.

Proof. Suppose $\left.\pi\right|_{G}$ is faithful, that is ker $\left.\pi\right|_{G}=\left\{e_{G}\right\}$ and suppose $0 \neq I \subseteq$ ker $\pi$ is a Hopf ideal. Then, for $s \in I$ we have

$$
0=\pi(s)=\pi\left(\sum_{g_{\alpha} \in G} \alpha g_{\alpha}\right)=\left.\sum_{g_{\alpha} \in G} \alpha \pi\right|_{G}\left(g_{\alpha}\right)
$$

this means $s=\alpha e_{G}$, hence a contradiction. Conversely, suppose ker $\pi$ contains no non-zero Hopf ideal. Let $\left.s \in \operatorname{ker} \pi\right|_{G} \subseteq$ ker $\pi$, then the two-sided ideal generated by $s-e_{G}$ is a non-zero Hopf ideal of $k[G]$ contained in ker $\pi$. Thus by assumption $s=e_{G}$ and therefore ker $\left.\pi\right|_{G}$ is trivial.

This result leads to the notion of inner faithful representations
Definition 2.3.20. A representation $\pi: H \longrightarrow A$ of a Hopf algebra $H$ on an algebra $A$ is called an inner faithful representation if ker $\pi$ does not contain a non-zero Hopf ideal.

This definition means that if the representation of $H$ on $A$ is inner faithful, then the Hopf image of $\pi$ is $H$ itself. In other words, aside the Hopf algebra $H$ there is no minimal Hopf algebra representation on algebra $A$. Arguably, the notion of inner faithfulness is a more useful notion and less restrictive compared to faithfulness since one can pass uniquely to inner faithful actions by taking quotients by the Hopf ideals. We shall heavily apply this notion in Chapter 4.

## Chapter 3

## Quantum symmetries of coordinate rings

In this chapter, following [27] we give definitions and examples of affine algebraic sets as well as their coordinate rings. We introduce concepts and results such as faithful flatness which aids the study of quantum group actions on commutative algebras, which under some additional assumptions are said to equip these commutative domains with quantum homogeneous space structures. We also give a short literature review of studies conducted on quantum homogeneous spaces starting with the Poodleś' spheres [42] which are examples of quantum homogeneous spaces. Then we briefly discuss more recent studies such as $[24,32,34,33,12]$ on quantum symmetries of coordinate rings of singular affine curves. We conclude the chapter with Sections 3.5.2 and 3.6 which contain the first contributions of this thesis - a detailed example of the coordinate ring of the cusp being equipped with such a quantum homogeneous space structure.

### 3.1 Coordinate rings

### 3.1.1 Algebraic sets

Definition 3.1.1. Let $k$ be an algebraically closed field and $n \in \mathbb{Z}_{\geq 0}$. An affine space is the set

$$
k^{n}=\left\{\left(a_{1}, \cdots, a_{n}\right): a_{i} \in k, 1 \leq i \leq n\right\}
$$

of all $n$-tuples of elements of $k$.

Elements $p=\left(a_{1}, \cdots, a_{n}\right)$ of $k^{n}$ are called points and the $a_{i}$ are called the coordinates of $p$. Let $A=k\left[x_{1}, \cdots, x_{n}\right]$ be a polynomial ring over $k$, we can think of polynomials $f \in A$ as functions $k^{n} \longrightarrow k$ defined by $f(p)=f\left(a_{1}, \cdots, a_{n}\right)$ for points $p$ in the affine space.
Definition 3.1.2. Let $f \in A$ then a point $p \in k^{n}$ is called a zero of $f$ if $f(p)=0$. In particular the set $Z(f)=\left\{p \in k^{n}: f(p)=0\right\}$ is called the zero set of $f$.

Thus in general, given a subset $T$ of $A$ the set $Z(T)$ consists of all points $p \in k^{n}$ on which every polynomial $f \in T$ vanishes. That is

$$
Z(T)=\left\{p \in k^{n}: f(p)=0 \forall f \in T\right\}
$$

and it is a subspace of the affine space $k^{n}$.
Definition 3.1.3. A subspace $C$ of $k^{n}$ is called an algebraic set if $C=Z(T)$ for some subset $T$ of $A$.

Example 3.1.4. (1) The field $k$ is an algebraic set since it is the zero set of the zero polynomial. It is called the affine line.
(2) The set $V:=\left\{\left(t^{2}, t^{3}\right): t \in k\right\}$ is an algebraic set: it is the zero set of the plane curve $x^{3}-y^{2} \in k[x, y]$.
Note that $A$ is a Noetherian ring thus every ideal is finitely generated. To every ideal $I$ of $A$ we can associate an algebraic set $Z(I)$ - the set of common zeros of the polynomials that generate $I$. On the other hand, we can associate to a subset of $k^{n}$ an ideal of $A$

Definition 3.1.5. For any subset $C$ of $k^{n}$ define an ideal of $C$ to be the set

$$
I(C)=\{f \in A: f(p)=0 \forall p \in C\} .
$$

The ideal $I(C)$ of $C$ is the set of all polynomials that vanish on $C$. This thus leads to a map between subsets of $k^{n}$ and ideals of $A$

$$
\begin{aligned}
\left\{\text { Subsets of } k^{n}\right\} & \longleftrightarrow\{\text { Ideals of } A\} \\
C & \rightarrow I(C) \\
Z(I) & \leftarrow I
\end{aligned}
$$

This map is an inclusion reversing map: suppose $C_{1} \subseteq C_{2}$ are subsets of $k^{n}$, then $I\left(C_{2}\right) \subseteq I\left(C_{1}\right)$ since all polynomials $f \in I\left(C_{2}\right)$ vanish on all of $C_{2} \supset C_{1}$. Similarly for ideals $I_{1} \subseteq I_{2}$ we have $Z\left(I_{2}\right) \subseteq Z\left(I_{1}\right)$. This mapping becomes a $1-1$ correspondence between algebraic sets in $k^{n}$ and radical ideals of $A$ which is a consequence of the Nullstellensatz's theorem:

Theorem 3.1.6. (Hilbert's Nullstellensatz) Let $k$ be an algebraically closed field. Let $J$ be an ideal of $A$ and $f \in A$ be a polynomial that vanish at all points of $Z(T)$. Then $f^{r} \in J$ for all $r>0$.

Definition 3.1.7. Let $I$ be an ideal of $A$. The radical $\sqrt{I}$ of $I$ is the set

$$
\left\{f \in A: f^{r} \in I \forall r>0\right\} .
$$

An ideal is called a radical ideal if it is equal to its radical, that is $\sqrt{I}=I$. Another consequence of the Nullstellensatz's theorem is that the points $\left(a_{1}, \cdots, a_{n}\right)$ (which are minimal algebraic sets) of $k^{n}$ correspond to maximal ideals $\left\langle x_{1}-a_{1}, \cdots, x_{n}-a_{n}\right\rangle$ of $A$.

Definition 3.1.8. Let $C \in k^{n}$ be an algebraic set, the coordinate ring $O(C)$ of $C$ is the quotient

$$
k\left[x_{1}, \cdots, x_{n}\right] / I(C) .
$$

In other words, the coordinate ring $O(C)$ of the algebraic set $C$ consists of all polynomials that do not vanish on $C$. Building on our thoughts about polynomials in $A$ as functions on $k^{n}$, the polynomials in $O(C)$ are called regular functions on $C$.

Example 3.1.9. (1) The coordinate ring of the affine space $k^{n}$ is the polynomial ring $k\left[x_{1}, \cdots, x_{n}\right]$.
(2) The ideal $I(V)$ of the algebraic set $V$ in Example 3.1.4 is the ideal generated by the irreducible polynomial $x^{3}=y^{2}$. Thus $O(V)=k[x, y] /\left\langle x^{3}-y^{2}\right\rangle$.

Definition 3.1.10. For any $f, g \in O(C)$ the quotient $\frac{f}{g}: C \longrightarrow k$ such that $g(c) \neq 0$ for all $c \in C$ is called a rational function on $C$. We denote by $k(C)$ the field of rational functions on $C$.

The commutative ring $O(C)$ equipped with pointwise multiplication becomes an algebra. It can also be equipped with a Hopf algebra structure: Let $G$ be a group and also an algebraic set of $k^{n}$. Then the group structure maps multiplication and inversion

$$
\mu: G \times G \longrightarrow G,\left(g_{1}, g_{2}\right) \mapsto g_{1} g_{2} \quad \iota: G \longrightarrow G, g \mapsto g^{-1}
$$

are morphisms of algebraic sets (i.e are polynomial functions). Associated to $G$ is the algebra of regular functions $O(G)$, with a commutative associative product given by pointwise multiplication: for all $g \in G, f, h \in O(G)$,

$$
m(f \otimes h)(g)=f h(g)=f(g) h(g)
$$

and with unit given by $\eta: k \longrightarrow O(G)$, where $1_{O(G)}$ is the regular function on $G$ which assigns $1_{k}$ to all $g \in G$.

The product $\mu$ on $G$ induces an algebra map

$$
\Delta: O(G) \longrightarrow O(G) \otimes O(G), \quad \Delta(f)\left(g, g^{\prime}\right)=f \circ \mu\left(g, g^{\prime}\right)=f\left(g g^{\prime}\right)
$$

similarly the unit and inversion operations on $G$ induce the counit

$$
\varepsilon: O(G) \longrightarrow k, \quad f \mapsto \varepsilon(f)=f(e)
$$

respectively the antipode $S: O(G) \longrightarrow O(G)$ with $S(f)(g)=f\left(g^{-1}\right)$. It follows from the group structure of $G$ that the axioms of a Hopf algebra are satisfied by the algebra maps $\Delta, \varepsilon$ and $S$.

It is important to mention the $1-1$ correspondence between algebraic groups $G$ and commutative Hopf algebras $O(G)$ : from the above discussion, we see how an algebraic group $G$ yields a commutative Hopf algebra $O(G)$. Conversely, given a commutative Hopf algebra $A$ over an algebraically closed field $k$, associated is the algebraic group $\operatorname{Alg}_{k}(A, k)$ of algebra maps $A \longrightarrow k$ also known as characters of $A$. For better insight on this correspondence, we consider the following example

Example 3.1.11. Consider the algebraic group

$$
\mathrm{SL}_{2}(\mathbb{C})=\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in M_{2}(\mathbb{C}): a d-b c=1\right\}
$$

whose group structure is given by matrix multiplication. It is an algebraic set when considered as the locus of the polynomial $a d-b c-1 \in \mathbb{C}[a, b, c, d]$. Thus its ring of regular function is the quotient polynomial ring

$$
O\left(\mathrm{SL}_{2}(\mathbb{C})\right)=\mathbb{C}[a, b, c, d] /\langle a d-b c-1\rangle .
$$

We shall write $O\left(\mathrm{SL}_{2}\right)$ and $\mathrm{SL}_{2}$ for $O\left(\mathrm{SL}_{2}(\mathbb{C})\right)$ respectively $\mathrm{SL}_{2}(\mathbb{C})$.
$O\left(\mathrm{SL}_{2}\right)$ as a commutative algebra, is generated by regular functions $a, b, c$, and $d$ on $\mathrm{SL}_{2}$ since for any matrix $M \in \mathrm{SL}_{2}$ they are defined by

$$
a(M)=m_{11}, \quad b(M)=m_{12}, \quad c(M)=m_{21}, \quad d(M)=m_{22}
$$

Furthermore, $O\left(\mathrm{SL}_{2}\right)$ is a Hopf algebra over $\mathbb{C}$ with Hopf structure given by

$$
\begin{array}{r}
\Delta(a)=a \otimes a+b \otimes c, \quad \Delta(b)=a \otimes b+b \otimes d, \quad \Delta(c)=c \otimes a+d \otimes c \\
\Delta(d)=c \otimes b+d \otimes d, \quad \varepsilon(a)=1=\varepsilon(d), \quad \varepsilon(b)=0=\varepsilon(c)  \tag{3.1.1}\\
S(a)=d, \quad S(b)=-b, \quad S(c)=-c, \quad S(d)=a
\end{array}
$$

Notice that this is a specific example of the matrix coalgebra structure described in Example 2.1.33. In this case, we have $u_{1}^{1}=a, u_{2}^{1}=b, u_{1}^{2}=c, u_{2}^{2}=d$.

We remark that every matrix $M \in \mathrm{SL}_{2}$ is an element of $\operatorname{Alg}_{\mathbb{C}}\left(O\left(\mathrm{SL}_{2}\right), \mathbb{C}\right)$ - the group of algebra maps (otherwise known as characters on $\mathrm{SL}_{2}$ ). That is as a map, $M: O\left(\mathrm{SL}_{2}\right) \longrightarrow \mathbb{C}$ is

$$
\begin{aligned}
a \mapsto M(a)=a(M)=m_{11}, & b \mapsto M(b)=b(M)=m_{12} \\
c \mapsto M(c)=c(M)=m_{21}, & d \mapsto M(d)=d(M)=m_{22} .
\end{aligned}
$$

Conversely, every element $\gamma \in \operatorname{Alg}_{\mathbb{C}}\left(O\left(\mathrm{SL}_{2}\right), \mathbb{C}\right)$ defines a matrix in $\mathrm{SL}_{2}$ by specifying $\gamma$ on the generators $a, b, c, d$ to obtain $\left(\begin{array}{ll}\gamma(a) & \gamma(b) \\ \gamma(c) & \gamma(d)\end{array}\right)$. Indeed this matrix lies in $\mathrm{SL}_{2}$, since its determinant $\gamma(a) \gamma(d)-\gamma(b) \gamma(c)=\gamma(a d-b c)=\gamma(1)=1$. This proves that $\mathrm{SL}_{2} \cong \operatorname{Alg}_{\mathbb{C}}\left(O\left(\mathrm{SL}_{2}\right), \mathbb{C}\right)$.

Thus in this sense, algebraic groups correspond to commutative Hopf algebras and in fact according to Cartier, commutative Hopf algebras arise in this way regular functions defined on algebraic groups.

Theorem 3.1.12. [15] Let $H$ be a commutative Hopf algebra over an algebraically closed field $k$ of characteristics 0 . Then $H$ is isomorphic to the algebra of regular functions $O(G)$ on an algebraic group $G$. In particular, if $H$ is finite dimensional, then $H$ is isomorphic to $k^{G}=\{f: G \longrightarrow k: f(x)=0$ for almost all $x\}$ where $G$ is the finite group $G=A l g_{k}(H, k)$.

### 3.1.2 Quantum groups

Depending on the source, the term "quantum group" is often reserved for deformations and quantizations of classical objects such as algebras of regular functions on algebraic groups, universal enveloping algebras of semisimple Lie groups among others. As Gastón remarked in [1]: there is no rigorous universally acceptable definition for quantum groups so for us, quantum groups mean non-commutative noncocommutative Hopf algebras.

We give examples of quantum groups obtained as quantizations of algebras of regular functions and universal enveloping algebras.

## Quantum $\mathrm{SL}_{2}$

The quantum $\mathrm{SL}_{2}$ otherwise denoted by $O_{q}\left(\mathrm{SL}_{2}\right)$ is a one-parameter $q \in \mathbb{C}^{\times} \backslash\{1\}$ deformation of the commutative algebra $O\left(\mathrm{SL}_{2}\right)$. As an algebra, $O_{q}\left(\mathrm{SL}_{2}\right)$ is generated
by $a, b, c, d$ such that the following relations hold

$$
\begin{gathered}
b a=q a b, \quad d b=q b d, \quad c a=q a c, \quad d c=q c d, \\
b c=c b, \quad a d-d a=\left(q^{-1}-q\right) b c .
\end{gathered}
$$

Clearly, $O_{q}\left(\mathrm{SL}_{2}\right)$ is not commutative (unless $q=1$ ). The coalgebra structure is given on generators by the same formulas as for $q=1$ (3.1.1) that is $O\left(\mathrm{SL}_{2}\right)$ but the antipode is slightly modified as follows

$$
S(a)=d, \quad S(d)=a, \quad S(b)=-q b, \quad S(c)=-q^{-1} c,
$$

because in this quantum setting, the normal determinant is replaced by the quantum determinant $\operatorname{det}_{q}=a d-q^{-1} b c=d a-q b c$.

## Quantum $\mathfrak{s l}_{2}$

The linear group $\mathrm{SL}_{2}$, apart from being a subspace of $\mathbb{C}^{4}$ is also a smooth manifold, hence a Lie group. The Lie algebra associated to $\mathrm{SL}_{2}$ is the group of traceless matrices $\mathfrak{s l}_{2}$, and we are interested in $U\left(\mathfrak{s l}_{2}\right)$, the universal enveloping algebra of $\mathfrak{s l}_{2}$. Let $q \in \mathbb{C}^{\times} \backslash\{ \pm 1\}$. The one-parameter deformation $U_{q}\left(\mathfrak{s l}_{2}\right)$ of $U\left(\mathfrak{s l}_{2}\right)$ is a non-commutative $\mathbb{C}$-algebra generated by $E, F, K, K^{-1}$ satisfying the relations

$$
\begin{gather*}
K K^{-1}=1=K^{-1} K, \quad K E=q^{2} E K, \quad K F=q^{-2} F K, \\
F E-E F=\frac{K-K^{-1}}{q-q^{-1}} . \tag{3.1.2}
\end{gather*}
$$

There is a unique Hopf algebra structure on $U_{q}\left(\mathfrak{s l}_{2}\right)$ with coproduct, counit and antipode given by

$$
\begin{gathered}
\Delta(K)=K \otimes K, \quad \Delta\left(K^{-1}\right)=K^{-1} \otimes K^{-1}, \\
\Delta(F)=K^{-1} \otimes F+F \otimes 1, \quad \Delta(E)=E \otimes K+1 \otimes E, \\
\varepsilon(K)=1=\varepsilon\left(K^{-1}\right), \quad \varepsilon(E)=0=\varepsilon(F) \\
S(K)=K^{-1}, \quad S\left(K^{-1}\right)=K, \quad S(E)=-E K^{-1}, \quad S(F)=-K F .
\end{gathered}
$$

These hold true as one first extend $\Delta$ to an algebra morphism of the free algebra $\mathbb{C}\left[E, F, K, K^{-1}\right]$ to $U_{q}\left(\mathfrak{s l}_{2}\right) \otimes U_{q}\left(\mathfrak{s l}_{2}\right)$ and then finally pass to the quotient $U_{q}\left(\mathfrak{s l}_{2}\right)$ of $\mathbb{C}\left[E, F, K, K^{-1}\right]$ by ensuring that $\Delta$ satisfies (3.1.2). In similar way, we extend the counit and antipode to $U_{q}\left(\mathfrak{s l}_{2}\right)$ and by straightforward computations, one checks that the axioms of Hopf algebra are satisfied.
Remark 3.1.13. The quantum groups $O_{q}\left(\mathrm{SL}_{2}\right)$ and $U_{q}\left(\mathfrak{s l}_{2}\right)$ have a non-trivial Hopf dual pairing stated in [31, Theorem 21]). This means that $O_{q}\left(\mathrm{SL}_{2}\right) \subseteq U_{q}\left(\mathfrak{s L}_{2}\right)^{\circ}$ and vice-versa.

### 3.2 Flatness and faithful flatness

New modules can be obtained from known ones through various operations such as direct sums, direct products among others. In particular the Hom functor is used to characterize important modules such as injective and projective modules.

Our interest is a special class of modules called flat modules. The motivation for their study stems from the fact that tensor products of injective linear maps fail to be injective. However, certain modules preserve injections and these are flat modules. In this subsection, we will briefly discuss flat and faithfully flat modules as well as their characterizations and we will follow the notations and definitions in [45].

Let ${ }_{R} \operatorname{Mod}$ and $\operatorname{Mod}_{R}$ be the categories of left respectively right modules over a ring $R$. Suppose $M$ is a right $R$-module and $N$ a left $R$-module, then their tensor product is an abelian group $M \otimes_{R} N$ together with a $R$-biadditive map $f: M \times_{R}$ $N \longrightarrow M \otimes_{R} N$, that is for all $r \in R, m, m^{\prime} \in M, n, n^{\prime} \in N$,

$$
\begin{gathered}
f\left(m+m^{\prime}, n\right)=f(m, n)+f\left(m^{\prime}, n\right), \quad f\left(m, n+n^{\prime}\right)=f(m, n)+f\left(m, n^{\prime}\right) \\
f(r m, n)=f(m, r n)
\end{gathered}
$$

Furthermore, if $g: M \times_{R} N \longrightarrow P$ is another $R$-biadditive map to the abelian group $P$, then there exist a unique group homomorphism $\tilde{f}: M \otimes_{R} N \longrightarrow P$ such that $\tilde{f} \circ f=g$. Therefore, given a right $R$-module $M$ and a morphism $\theta: N \longrightarrow N^{\prime}$ of left $R$-modules, then

$$
\begin{aligned}
& M \otimes_{R}-:{ }_{R} \operatorname{Mod} \longrightarrow \mathbf{A b} \\
& N \mapsto M \otimes_{R} N, \\
& \mapsto \operatorname{id}_{M} \otimes \theta
\end{aligned}
$$

is a functor from the category of left $R$-modules to the category $\mathbf{A b}$ of abelian groups.
Definition 3.2.1. A category $\mathcal{C}$ is called additive if for any two objects $X$ and $Y$, the set $\operatorname{Hom}(X, Y)$ of morphisms is an abelian group such that $\operatorname{Hom}(X, Y) \times$ $\operatorname{Hom}(Y, Z) \longrightarrow \operatorname{Hom}(X, Z),(f, g) \mapsto g \circ f$ is linear in both arguments and $\mathcal{C}$ contains a zero object as well as the product $X \times Y$.

The categories $\mathbf{A b},{ }_{R} \operatorname{Mod}$ and $\operatorname{Mod}_{R}$ are additive categories.
Definition 3.2.2. A functor $F: \mathcal{C} \longrightarrow \mathcal{D}$ between additive categories is called additive if the map

$$
\mathcal{C}(X, Y) \longrightarrow \mathcal{D}(F X, F Y), \quad f \mapsto F(f)
$$

is a morphism of abelian groups.

In other words, $F$ is additive if for all $f, g \in \mathcal{C}(X, Y)$ we have $F(f+g)=$ $F(f)+F(g)$ and $F\left(\mathrm{id}_{X}\right)=\operatorname{id}_{F(X)}$. Clearly, the functor $M \otimes_{R}-$ is additive since for $\theta, \epsilon \in{ }_{R} \operatorname{Mod}\left(N, N^{\prime \prime}\right)$, we have $\operatorname{id}_{M} \otimes(\theta+\epsilon)=\operatorname{id}_{M} \otimes \theta+\operatorname{id}_{M} \otimes \epsilon$.
Definition 3.2.3. An additive functor $F$ is called
(i) left exact if $F(\operatorname{ker}(f))=\operatorname{ker} F(f)$,
(ii) right exact if $F(\operatorname{Im}(f))=\operatorname{Im} F(f))$,
(iii) exact if it is both left and right exact.
for all $f \in \mathcal{C}(X, Y)$.
In more explicit terms, $F$ is exact if whenever $0 \longrightarrow N^{\prime} \xrightarrow{g} N \xrightarrow{f} N^{\prime \prime} \longrightarrow 0$ is a short exact sequence, then

$$
0 \longrightarrow F\left(N^{\prime}\right) \xrightarrow{F(g)} F(N) \xrightarrow{F(f)} F\left(N^{\prime \prime}\right) \longrightarrow 0
$$

is also exact in the target category. The additive functor $M \otimes_{R}$ - is right exact and not left exact because tensor products do not in general preserve kernels of morphisms. Nevertheless as mentioned before, there are modules for which the functor $M \otimes_{R}$ - is exact and these are the modules we are interested in.

Definition 3.2.4. Let $R$ be a ring. A right $R$-module $M$ is called flat if $M \otimes_{R}$ - is an exact functor.

The ring $R$ is flat as a right $R$-module: suppose $f: N^{\prime} \longrightarrow N$ is an injective morphism of left $R$-modules, then $R \otimes_{R} N^{\prime} \underset{\tau^{\prime}}{\rightrightarrows} N^{\prime}$ and likewise $R \otimes_{R} N \underset{\tau}{\rightrightarrows} N$, where $\tau$ and $\tau^{\prime}$ are the module structure maps on $N$ respectively $N^{\prime}$. Note that $\operatorname{id}_{R} \otimes f=\tau^{-1} \circ f \circ \tau^{\prime}$ and $\operatorname{ker}\left(\mathrm{id}_{R} \otimes f\right)=R \otimes \operatorname{ker}(f)+\operatorname{ker}\left(\mathrm{id}_{R}\right) \otimes N^{\prime}=0$. Other examples of flat modules include localisations of rings and modules over $R$ (since $S^{-1} R \otimes_{R} N \cong S^{-1} N$ where $S \subseteq R$ is a multiplicatively closed) among others. The following result gives a characterization of flat modules
Theorem 3.2.5. [45, Proposition 3.46] Let $R$ be an arbitrary ring. Then, the direct sum $\bigoplus_{j} M_{j}$ of right $R$-modules is flat if and only if each $M_{j}$ is flat. In particular every projective $R$-module is flat.

The proof of the theorem follows from the fact that tensor products commute with direct sums, that is $\left(\bigoplus_{j} M_{j}\right) \otimes N \cong \bigoplus_{j}\left(M_{j} \otimes N\right)$ and that $\bigoplus_{j}\left(\mathrm{id}_{M_{j}} \otimes \theta\right)$ is injective if and only if each summand $\operatorname{id}_{M_{j}} \otimes \theta$ is injective. A consequence of this theorem is

Corollary 3.2.6. Every free $R$-module is flat.
Proof. Suppose $M$ is a free right $R$-module then $M \cong \bigoplus_{i} R^{i}$. Since $R$ is flat as a $R$-module, then by the theorem above, $M$ is flat.

For our purpose, we are most interested in the subcategory of flat modules for which the exactness condition in Definition 3.2.3 is bi-conditional.

Definition 3.2.7. A flat right $R$-module $M$ is faithfully flat if the exact sequence of abelian groups

$$
0 \longrightarrow M \otimes_{R} N^{\prime} \xrightarrow{1_{M} \otimes g} M \otimes_{R} N \xrightarrow{1_{M} \otimes f} M \otimes_{R} N^{\prime \prime} \longrightarrow 0
$$

implies that the sequence

$$
0 \longrightarrow N^{\prime} \xrightarrow{g} N \xrightarrow{f} N^{\prime \prime} \longrightarrow 0
$$

of left $R$-modules is exact.
Proposition 3.2.8. [35, Theorem 4.70] A right $R$-module $M$ is faithfully flat if $M$ is flat, and if for all left $R$ - module $N$ we have $M \otimes_{R} N=0 \quad \Longrightarrow \quad N=0$.

Proposition 3.2.9. Let $N, P$ be faithfully flat right $R$-modules, then their direct sum $N \bigoplus P$ is faithfully flat.

Proof. Suppose for all left $R$-modules $Q, N \otimes_{R} Q=0$ then since $N$ is faithfully flat, $Q=0$ (similarly $P \otimes Q=0$ implies $Q=0$ ). Now, $(N \oplus P) \otimes Q=(N \otimes Q) \oplus(P \otimes Q)=0$ implies $Q=0$ thus $(N \bigoplus P)$ is faithfully flat.

Corollary 3.2.10. Free modules are faithfully flat.
Proof. A free $R$-module is isomorphic to the direct sum $\bigoplus_{i} R^{i}$. The conclusion follows since each of the summand are faithfully flat.

### 3.3 Bergman's diamond lemma

Bergman in [8] introduced an approach of constructing vector space basis for associative algebras presented by generators and relations. This construction is particularly useful in proving faithful flatness of these algebras as a module. Since we will use this approach in our work, we give a rather brief introduction of notations and definitions (as given in [8]) to aid our understanding and application of Bergman's diamond Lemma.

Let $X$ be a set, $\langle X\rangle$ the free semigroup with 1 in $X$, and $k\langle X\rangle$ be the semigroup algebra over a commutative associative ring $k$ with 1 on $\langle X\rangle . k\langle X\rangle$ is a free associative $k$-algebra of linear combinations of monomials formed by letters in $X$. A set

$$
S=\left\{\epsilon=\left(W_{\epsilon}, f_{\epsilon}\right): W_{\epsilon} \in\langle X\rangle, f_{\epsilon} \in k\langle X\rangle\right\}
$$

is called a reduction system. In other words, $W_{\epsilon}$ is a monomial with letters in $X, f_{\epsilon}$ is a linear combination of these monomials, and the relations $W_{\epsilon}=f_{\epsilon}$ will be used as instructions to reduce other expressions in $k\langle X\rangle$. A reduction for $k\langle X\rangle$ is a $k$-module endomorphism

$$
r_{A \epsilon B}: k\langle X\rangle \longrightarrow k\langle X\rangle, \quad A W_{\epsilon} B \mapsto A f_{\epsilon} B,
$$

such that $r_{A \epsilon B}(A)=A$ for all $A, B \in\langle X\rangle$.
A reduction $r_{A \epsilon B}$ is said to act trivially on $f \in k\langle X\rangle$ (or $f$ is invariant under $r_{A \epsilon B}$ ) if no term of $f$ contains the monomial $A W_{\epsilon} B$. An element $f$ is said to be irreducible (under $S$ ) if it is invariant under every reduction using the reduction system $S$. We denote by $k\langle X\rangle_{i r r}$ the $k$ - submodule of all irreducible elements of $k\langle X\rangle$.

A 5-tuple $(\epsilon, \tau, A, B, C)$ with $\epsilon, \tau \in S$ and $A, B, C \in\langle X\rangle \backslash\{1\}$ is an overlap ambiguity of $S$ if $W_{\epsilon}=A B$ and $W_{\tau}=B C$. This ambiguity is said to be resolvable if there exist compositions (which is also a reduction) of reductions $r$ and $r^{\prime}$ such that for monomials $D, E, G, H, r_{D \epsilon C}(A B) C=A r_{G \tau H}^{\prime}(B C)$ that is $f_{\epsilon} C=A f_{\tau}$. This equality is used when reducing expressions involving the monomial $A B C$. If $\tau \neq \epsilon$ and $A, B, C \in\langle X\rangle$ such that $W_{\epsilon}=B$ and $W_{\tau}=A B C$, the 5 -tuple $(\epsilon, \tau, A, B, C)$ is called an inclusion ambiguity. The inclusion ambiguity is resolvable if $A f_{\epsilon} C$ and $f_{\tau}$ can be reduced to a common expression.

Finally in building the set up for the diamond lemma, we equip $\langle X\rangle$ with a semigroup partial ordering which is defined to be a partial order " $\leq$ " on $\langle X\rangle$ such that for all monomials $A, B, B^{\prime}, C, A B C<A B^{\prime} C$ only if $B<B^{\prime}$. This ordering is compatible with $S$ if for all $\epsilon \in S, f_{\epsilon}$ is a linear combination of monomials $<W_{\epsilon}$.

Theorem 3.3.1. [8, Theorem 1.2] Let $S$ be a reduction system for a free associative algebra $k\langle X\rangle$ and $\leq$ a semigroup ordering on $\langle X\rangle$ which is compatible with $S$ and having a descending chain condition. Suppose all ambiguities of $S$ are resolvable and $I=\left\langle\left\{W_{\epsilon}-f_{\epsilon}: \epsilon \in S\right\}\right\rangle$ be a two sided ideal of $k\langle X\rangle$. Then $k\langle X\rangle_{i r r} \cong k\langle X\rangle / I$ by sending $a \mapsto a+I$ as $k$-vector spaces. In particular, the irreducible words in $\langle X\rangle$ form a vector space basis of $k\langle X\rangle / I$.

We will see an application of this result in the Sections 3.5.2, 3.6 and Chapter 4.

### 3.4 Quantum homogeneous space

It is understood that a homogeneous space $X$ of a Lie group $G$ can be realized as a quotient of $G$ by a closed subgroup. Thus there is a $1-1$ correspondence between closed subgroups of $G$ and homogeneous $G$-spaces. A generalization of this notion to quantum groups suffers a setback since quantum groups have fewer quantum subgroups compared to their classical counterparts as Podles [42] proved for the quantum group $S U_{q}(2)$ - the quantization of the classical group $S U(2)$.

In [43], Podleś introduced quantum analogues of homogeneous spaces in two ways: first, embeddable homogeneous spaces and second, quotients of quantum groups by quantum subgroups. Embeddable homogeneous spaces are left comodule algebras $B$ over a Hopf algebra $A$ such that $B$ embeds into $A$ as a subalgebra via $\iota: B \longrightarrow A$ and $\iota$ is a morphism of $A$-comodule algebras. Examples of this class of quantum homogeneous space include the Podleś' spheres $S_{q}(\nu, \mu)$ - a polynomial algebra generated by $1, x, y, z$ such that

$$
\begin{gathered}
x z=q^{2} z x, \quad y z=q^{-2} z y, \quad x y=-q(\mu-z)(\nu+z), \\
y x=-q\left(\mu-q^{2} z\right)\left(\nu+q^{-2} z\right),
\end{gathered}
$$

where $q \neq 0, \nu, \mu \in \mathbb{R}_{\geq 0}$ and $(\nu, \mu) \neq(0,0)$. These embed into the quantum group $S U_{q}(2)$, see $[43,14,29]$ for more details.

The other class of quantum homogeneous spaces comprises those that can be realized as quotients of quantum groups. By quantum subgroup, we mean a Hopf algebra $A_{0}$ together with a surjective morphism $\pi: A \longrightarrow A_{0}$ of Hopf algebras. The quantum quotient is the subalgebra $B$ of all points $a \in A$ that are invariant under the left coaction $\left(\pi \otimes \mathrm{id}_{A}\right) \circ \Delta_{A}$ of $A_{0}$ on $A$. Brzezinski in [14] showed that in fact, certain embeddable quantum homogeneous spaces can be understood as quotients spaces, see [14, Proposition 2.5].

As in $[48,32,41,51,11,38]$ we take in this thesis quantum homogeneous spaces to be quantum quotient spaces.
Recall from Definition 2.1.9 the definitions of right (resp. left) coideal and coideals of a Hopf algebra then we define

Definition 3.4.1. A right (resp. left) coideal subalgebra of a Hopf algebra $A$ is a subalgebra $B \subseteq A$ which is a right (resp. left) coideal.

We now formally define a quantum homogeneous space as
Definition 3.4.2. A right coideal subalgebra $B$ of a Hopf algebra $A$ is called a quantum homogeneous space if $A$ is faithfully flat as a right $B$-module.

From now on, we shall use the abbreviation QHS for quantum homogeneous space.

Remark 3.4.3. We remark that a QHS can be defined using a left coideal subalgebra of $A$ since it becomes a right coideal subalgebra of $A^{\text {cop }}$.

Following the notations and results in [48, 41], we will discuss the construction of QHS as a quotient space and we will see the importance of the requirement of faithful flatness of $A$ as a $B$-module.

Let $B \subseteq A$ be a right coideal subalgebra, and we denote $\mathcal{M}_{B}^{A}$ to be the category whose objects are of the form $\left(M, \rho_{M}, \mu\right)$ where $\left(M, \rho_{M}\right)$ is a right $A$-comodule and $(M, \mu)$ is a right $B$-module structure on $M$ such that

$$
\rho_{M} \circ \mu(m \otimes b)=m_{(0)} \cdot b_{(1)} \otimes m_{(1)} b_{(2)}
$$

for all $m \in M, b \in B$ and morphisms are right $A$-comodule maps which are right $B$-linear. Similarly, we denote by ${ }_{A}^{\pi(A)} \mathcal{M}$ the category of left $\pi(A)$-comodules and left $A$-modules, where $\pi: A \longrightarrow \pi(A)$ is a quotient left $A$-module coalgebra map and morphisms of this category are left $\pi(A)$-colinear and left $A$-linear maps. A simpler way to think of $\pi$ is: the coalgebra $\pi(A)$ is a left $A$-module and for all $a, b \in A$, we have $\pi(b a)=b \pi(a)$.

It is important to observe that given a right coideal subalgebra $B$, we can construct a quotient coalgebra as we show in the following:

Proposition 3.4.4. Let $B \subseteq A$ be a right coideal subalgebra of Hopf algebra $A$ and define $B^{+}=B \cap \operatorname{ker} \varepsilon$. Then the set $A B^{+}=\operatorname{span}_{k}\left\{a b: a \in A, b \in B^{+}\right\}$is a coideal and $A / A B^{+}$is a quotient coalgebra.

Proof. For any $a b \in A B^{+}$we have

$$
\Delta(a b)=(a b)_{(1)} \otimes(a b)_{(2)}=a_{(1)} b_{(1)} \otimes a_{(2)} b_{(2)}
$$

which can be rewritten as

$$
a_{(1)}\left(b_{(1)}-\varepsilon\left(b_{(1)}\right) \otimes a_{(2)} b_{(2)}+a_{(1)} \varepsilon\left(b_{(1)}\right) \otimes a_{(2)} b_{(2)} .\right.
$$

thus $\Delta\left(A B^{+}\right) \subseteq A B^{+} \otimes A+A \otimes A B^{+}$. Furthermore, since $B^{+} \subseteq$ ker $\varepsilon$, it follows that $\varepsilon\left(A B^{+}\right)=0$. Therefore the coalgebra structure of $A$ descends to $A / A B^{+}$.

Thus we have a projection $\pi_{B}: A \longrightarrow A / A B^{+}$which is also a morphism of left $A$-module coalgebras: the left $A$-module structure (given by multiplication in $A$ ) on $A$ descends to $A / A B^{+}$, and $A$ admits a left $A / A B^{+}$-comodule structure given by $\left(\pi_{B} \otimes \mathrm{id}\right) \circ \Delta$, hence $A \in{ }_{A}^{\pi_{B}} \mathcal{M}$. Therefore, we conclude that if given a right coideal subalgebra, one can construct a quotient coalgebra map of $A$-modules.

Proposition 3.4.5. [48, Proposition 1] If $\pi: A \longrightarrow \pi(A)$ is a quotient left A-module coalgebra map, then the set

$$
B_{\pi}=\left\{a \in A: \pi\left(a_{(1)}\right) \otimes a_{(2)}=1 \otimes a\right\}
$$

is a right coideal subalgebra of $A$.
The set $B_{\pi}$ comprises all elements of $A$ which are invariant under the coaction of $(\pi \otimes i d) \circ \Delta$ of $\pi(A)$ on $A$. This thus gives a converse to Proposition 3.4.4. That is if given a quotient coalgebra of a Hopf algebra $A$, we can construct a right coideal subalgebra $B_{\pi}$. In particular as shown below, if $\pi=\pi_{B}$ then $B_{\pi_{B}} \cong B$ as right coideal subalgebras of $A$ and this gives a $1-1$ correspondence between right coideal subalgebras over which $A$ is a faithfully flat module and quotient coalgebras of $A$. This can be reformulated using the cotensor product of comodules:

Definition 3.4.6. Let $(P, \rho)$ and $(Q, \lambda)$ be a right respectively a left $A$-comodule. The cotensor product $P \square_{A} Q$ of $P$ and $Q$ is the module over a field $k$ which makes the sequence

$$
0 \longrightarrow P \square_{A} Q \longrightarrow P \otimes Q \xrightarrow{w_{P, Q}} P \otimes A \otimes Q
$$

exact.
The map $w_{P, Q}=\rho \otimes 1_{Q}-1_{P} \otimes \lambda$, and exactness of the sequence means $P \square_{A} Q=$ $\operatorname{ker} w_{P, Q}$ so, in other words,

$$
P \square_{A} Q=\left\{\sum_{i} x_{i} \otimes y_{i} \in P \otimes Q: \sum_{i} x_{i_{(0)}} \otimes x_{i_{(1)}} \otimes y_{i}=\sum_{i} x_{i} \otimes y_{i_{(-1)}} \otimes y_{i_{(0)}}\right\} .
$$

Observe that the cotensor product can be viewed as a functor from the category ${ }^{A} \mathcal{M}$ of left $A$-comodules to the category of $k$-modules.

Definition 3.4.7. A right $A$-comodule $M$ is called faithfully coflat if as a functor, $M \square_{A}$ - is faithful and preserves exact sequences.

We define the functors

$$
\begin{gathered}
\Psi: \mathcal{M}^{\pi} \longrightarrow \mathcal{M}_{B}^{A}, \quad S \mapsto S \square_{\pi} A \\
\Phi: \mathcal{M}_{B}^{A} \longrightarrow \mathcal{M}^{\pi}, \quad M \mapsto \bar{M}=M / M B^{+}
\end{gathered}
$$

where $S \in \mathcal{M}^{\pi}, M \in \mathcal{M}_{B}^{A}$ and $S \square_{\pi} A \subseteq S \otimes A$. It is clear that $S \square_{\pi} A$ inherits the right $B$-module of the ambient space $S \otimes A$ and is a right $A$-comodule via the
coproduct $\Delta$ of $A$. In addition, $M$ has a right $\pi(A)$-comodule structure induced by the surjective coalgebra map $\pi: A \longrightarrow \pi(A)$. Suppose $f: M \longrightarrow S$ is a morphism of right $\pi(A)$-comodules, then $f$ induces the map

$$
M \xrightarrow{\rho_{M}} M \otimes A \xrightarrow{f \otimes i d_{S}} S \otimes A
$$

This composite restricts to the morphism $F: M \longrightarrow S \square_{\pi} A$ of right $A$-comodules which is $B$-linear (if $F\left(M B^{+}\right)=0$ ). On the other hand, let $F: M \longrightarrow S \square_{\pi} A$, be a map of right $A$-comodules, then it induces the composite

$$
M \xrightarrow{F} S \square_{\pi} A \subseteq S \otimes A \xrightarrow{i d \otimes \varepsilon} S \otimes k \cong S
$$

that is $f=(\mathrm{id} \otimes \varepsilon) \circ F$ which is a morphism of right $\pi(A)$-comodules. Hence there is an isomorphism

$$
\mathcal{M}^{\pi}(\bar{M}, S) \cong \mathcal{M}_{B}^{A}\left(M, S \square_{\pi} A\right)
$$

that defines the adjunction of $\Psi$ and $\Phi$ so we can say $\Psi$ is right adjoint to $\Phi$ and vice versa.

Dually, one can show that ${ }_{B} \mathcal{M}\left(N^{\pi}, T\right) \cong{ }_{A}^{\pi} \mathcal{M}\left(N, A \otimes_{B} T\right)$ where $T$ is a left $B$-module, $N \in{ }_{A}^{\pi} \mathcal{M}$, and $N^{\pi}$ is the set of elements of $N$ that are coinvariant under the comodule action of $A$ on $N$. Now we can state the following theorem due to Takeuchi

Theorem 3.4.8. [48, Theorem 1 \& 2]
(1) Let $B \subseteq A$ be a right coideal subalgebra and $\pi=\pi_{B}$. Suppose there is a left $A$ module $M$ which is faithfully flat as a left $B$-module. Then, the categories $\mathcal{M}_{B}^{A}$ and $\mathcal{M}^{\pi}$ are equivalent via $\Psi$ and $\Phi$. Moreover, $B=B_{\pi}$ and $A$ is faithfully coflat as a left $\pi(A)$-comodule.
(2) Suppose there is a right $A$-comodule which is faithfully coflat as a right $\pi(A)$ comodule. Then, the categories ${ }_{B} \mathcal{M}$ and ${ }_{A}^{\pi} \mathcal{M}$ are equivalent, $\pi=\pi_{B}$ and $A$ is faithfully flat right $B$-module.

This theorem establishes a one to one correspondence

$$
\begin{aligned}
\left\{\begin{array}{lll}
\text { Right coideal sub- } \\
\text { algebras } B & \text { of } & A \\
\text { over which } & A & \text { is } \\
\text { faithfully flat }
\end{array}\right\} & \longleftrightarrow\left\{\begin{array}{l}
\text { Quotient left } A \text { - } \\
\text { module coalgebras } \\
\text { over which } A \text { is } \\
\text { faithfully coflat }
\end{array}\right\} \\
B & \rightarrow \pi_{B} \\
B^{\pi} & \leftarrow \pi
\end{aligned}
$$

A version of the above theorem was given by Masuoka and Wigner [39, Theorem 2.1] but with the requirement that the Hopf algebra $A$ has a bijective antipode. They stated that the equivalence of the functors $\Phi$ and $\Psi$ is the same as saying $A$ is faithfully flat as a module over its coideal subalgebra $B$.

To this end, we can say that quantum homogeneous spaces correspond (not bijective) to quotient coalgebras of their containing Hopf algebras and they are precisely the subalgebras of all elements that are invariant under the comodule action induced by these quotients coalgebras.

However as Takeuchi pointed out, when $A$ is commutative, $\pi(A)$ becomes a quotient bialgebra and the antipode $S$ (which is now bijective) defines a right $\pi(A)$ comodule structure on $A$. Thus, the correspondence in the above theorem becomes a bijection between the set of right coideal subalgebra over which $A$ is a faithfully flat module and the set of quotient Hopf algebras over which $A$ is faithfully coflat. Recall from Example 3.1.11 the correspondence between algebraic groups and commutative Hopf algebras, we get close to the classical bijection of homogeneous $G$-spaces and cosets of $G$ by taking $G$ to be the group of characters $A \longrightarrow k$ of $A$ and the set of cosets $G / H$ where $H$ is the group of characters on the quotient Hopf algebra $A / A B^{+}$.

To show that a certain coideal subalgebra $B$ of $A$ is a QHS, one must establish that $A$ is a faithfully flat module over $B$. One of the ways to show this is to use Bergman's diamond Lemma 3.3.1 to construct a vector space basis for $A$. If the basis elements are of the form $b_{i} e_{j}$, where $\left\{b_{i}\right\}_{i \in I}$ is a basis of $B$, then $A$ is free as a $B$-module thus faithful flatness follows by Corollary 3.2.10. However, this approach is limited to Hopf algebras presented by generators and relations. In the literature, other methods have been studied for Hopf algebras which are not finitely presented (which are also applicable to finitely presented Hopf algebras), and we will briefly state these results.

Masuoka and Wigner proved that given a non-commutative Hopf algebra $A$ with a bijective antipode such that $A$ is a flat module over a coideal subalgebra $B \subseteq A$, then $A$ is faithfully flat (see [39, Theorem 2.1]). Building on this, they also showed that every commutative Hopf algebra is flat over their coideal subalgebra see [39, Theorem 3.4]. A consequence of this later result is that commutative Hopf algebras are faithfully flat over their right coideal subalgebras.

In addition, Masuoka showed in [38] that Hopf algebras with cocommutative coradical are faithfully flat, more precisely

Theorem 3.4.9. [38, Theorem 1.3] Let $A$ be a Hopf algebra with bijective antipode $S$ and suppose the coradical $A_{0}$ of $A$ is cocommutative. If $B$ is a right coideal subalgebra of $A$ such that $S\left(B_{0}\right)=B_{0}$ where $B_{0}:=B \cap A_{0}$, then $A$ is faithfully flat as a right
or left B-module.
The bijectivity of the antipode means that $A^{\text {op }}$ is a Hopf algebra with $S^{-1}$ as the antipode, thus the categories ${ }_{B} \mathcal{M}^{A}$ and $\mathcal{M}_{B}^{A^{\mathrm{op}}}$ are equivalent. The condition that $S\left(B_{0}\right)=B_{0}$ is used to show that every module $M \in \mathcal{M}_{B \circ \text { คр }}^{A^{\circ} \mathrm{\circ}}$ is free as a $B$-module. Thus whenever $A$ is a pointed Hopf algebra faithful flatness of $A$ as a module over its coideal subalgebras is implied. This result will be applied in our discussion in Chapter 4.

### 3.5 Quantum symmetry of singular affine curves

Section 3.5.1 is reviewing the results on the containing Hopf algebras which makes certain coordinate rings of singular affine curves admit a QHS. Section 3.5.2 contains the first contribution of this thesis.

### 3.5.1 The Hopf algebra $A(g, f)$

The earliest work on quantum symmetries of affine curves goes back to the work of Goodearl and Zhang. In [24, Construction 1.2] they constructed a Noetherian Hopf algebra $B(1,1, n, m, q)$ of GK dimension 2 , where $(n, m)=1$ and $q$ is a primitive $m n^{t h}$ root of unity. The Hopf algebra $B(1,1, n, m, q)$ is the skew group algebra of the infinite cyclic group $B:=k\left[t^{n}, t^{m}\right]\left[x^{ \pm 1}, \sigma\right]$ generated as an algebra by the grouplike element $x$ and twisted primitive elements $t^{n}$ and $t^{m}$ such that $x t^{m}=$ $\sigma\left(t^{m}\right) x, x t^{n}=\sigma\left(t^{n}\right) x . \quad \sigma$ is an automorphism of the ring of coefficients $k\left[t^{n}, t^{m}\right]$ which is the coordinate ring of the cusp $y^{m}=x^{n}$. Trivially $k\left[t^{n}, t^{m}\right]$ embeds into $B$ as a subalgebra and is a left coideal since $\Delta\left(t^{n}\right)=t^{n} \otimes 1+x^{m n} \otimes t^{n}$ and $\Delta\left(t^{m}\right)=$ $t^{m} \otimes 1+x^{m n} \otimes t^{m}$.

Krähmer and Tabiri showed that the coordinate ring of the nodal cubic $y^{2}=$ $x^{3}+x^{2}$ is a coideal subalgebra of the pointed Hopf algebra described in [34, Theorem 1]. This pointed Hopf algebra obtained has GK dimension 3 and as shown in [33], it is not the smallest containing Hopf algebra for which the nodal cubic admits a QHS since Krähmer and Martins [33, Theorem 1] constructed a quotient Hopf algebra of GK dimension 1. Furthermore, Brown and Tabiri in [12] showed that coordinate rings $O(C)$ of plane curves $C$ which decompose as $f(y)=g(x)$ such that $2 \leq \operatorname{deg} f=m, \operatorname{deg} g=n \leq 5$ admit a quantum homogeneous space structure in the containing pointed Hopf algebra

$$
A(g, f)=A(a, x, g) \otimes A(b, y, f) /\left\langle a^{n}-b^{m}, f-g\right\rangle
$$

We will briefly explain the construction of $A(g, f)$ as this Hopf algebra in some sense, encompasses previously discussed containing Hopf algebras for which the coordinate rings of the cusp and the nodal cubic become a QHS.

Suppose $g$ and $f$ are monic polynomials, the pointed Hopf algebras $A(x, a, g)$ and $A(y, b, f)$ where $a, b$ are grouplikes, and $x$ and $y$ are $(1, a)$-twisted primitives respectively $(1, b)$-twisted primitives are constructed as follows:

Let $F_{0}$ be the free algebra on the set of generators $\{x, a, c\}$. We define $F:=F_{0} / I$, where $I$ is the ideal generated by the relations $a c-1$ and $c a-1$. $F$ has a unique Hopf algebra structure (see [12, Lemma 1.1]) whose coproduct, counit and antipode satisfy

$$
\begin{gather*}
\Delta(a)=a \otimes a, \quad \Delta(x)=1 \otimes x+x \otimes a, \quad \Delta(c)=c \otimes c \\
\varepsilon(a)=\varepsilon(c)=1, \quad \varepsilon(x)=0  \tag{3.5.1}\\
S(a)=c, \quad S(x)=-x c, \quad S(c)=c
\end{gather*}
$$

Define a $\left(\mathbb{Z}_{\geq 0}, \mathbb{Z}_{\geq}\right)$-grading on $F$ by assigning to $a$ and $x$ the degrees $(1,0)$ respectively $(0,1)$. We denote by $P(j, i)_{(a, x)}$ the sum of all monomials in $F$ of degree $(j, i)$ and set $P(0,0)=1$. For $\operatorname{deg} g(x):=n \geq 2, g(x)=\sum_{i=1}^{s} s_{i} x^{i}$ and $s_{n} \neq 0$ define

$$
\sigma_{j}:=\sigma_{j}(a, x, g(x)):=\sum_{i=j}^{n} s_{i} P(j, i-j)-s_{j} a^{n}
$$

For example, if $g(x)=x^{3}+x^{2}$ then $\sigma_{1}=a x+x a+a x^{2}+x^{2} a+x a x$ and $\sigma_{2}=$ $a^{2}+a^{2} x+a x a+x a^{2}-a^{3}$.

Definition 3.5.1. $I_{g(x)}:=\left\langle\sigma_{j}: 1 \leq j \leq n-1\right\rangle$ is the ideal generated by the elements $\sigma_{j}$ of $F$.

Following the example given above, $I_{x^{3}+x^{2}}=\left\langle\sigma_{1}, \sigma_{2}\right\rangle$.
Proposition 3.5.2. [12, Lemma 1.2] The ideal $I_{g(x)}$ is a Hopf ideal of $F$.
Definition 3.5.3. Let $F$ and $I_{g(x)}$ be as described above. Then $A(x, a, g)$ is defined to be the quotient $F / I_{g(x)}$ of $F$.

Similarly one defines $A(y, b, f)$ to be the quotient $F / I_{f(y)}$ of $F$. However $F$ here is the Hopf algebra obtained from the quotient of the free algebra on the set $\{y, b, d\}$ by the ideal $J=\langle b d-1, d b-1\rangle$. Furthermore, $I_{f(y)}$ is defined similarly as $I_{g(x)}$.

In particular following [12, Lemma 1.2], $A(x, a, g)$ and $A(y, b, f)$ are Hopf algebra with Hopf algebra structure descended from $F$ :

Theorem 3.5.4. [12, Theorem 1.3] The k-algebra $A(x, a, g)$ is a Hopf algebra with coproduct, counit and antipode given by (3.5.1).

Consider the tensor product $T=A(a, x, g) \otimes A(b, y, f)$ with Hopf algebra structure inherited from the $A(a, x, g)$ and $A(b, y, f)$, that is tensor coalgebra and tensor algebra structures. In particular, following the definitions of the Hopf algebra $A(a, x, g) A(b, y, f)$, we can write $T=k\left\langle x, y, a^{ \pm 1}, b^{ \pm 1}\right\rangle$ where the elements $x, y$ are primitive elements and $a, b$ group-likes thus $T$ is a pointed Hopf algebra [44, Corollary 5.1.14].

Proposition 3.5.5. [12, Proposition 1.6] The elements $f, g, a^{n}, b^{m}$ are central in $T$
Thus we define $\mathcal{I}$ to be the ideal generated by $\left\{a^{n}-b^{m}, f-g\right\}$.
Definition 3.5.6. Let $T$ and $\mathcal{I}$ be as defined above then $A(g, f):=T / \mathcal{I}$ as a $k$ algebra.

Theorem 3.5.7. [12, Theorem 5.1, 5.2]

1. $A(g, f)$ is a Hopf algebra.
2. The coordinate ring $O(C)$ is a quantum homogeneous space of the Hopf algebra $A(g, f)$.

The embedding of the coordinate ring $O(C)=k[x, y] /\langle g-f\rangle$ as a right coideal subalgebra of $A(g, f)$ is premised on the fact that the tensor product algebra $k\left[x, a^{ \pm n}\right] \otimes$ $k\left[y, b^{ \pm m}\right]$ of the subalgebras $k\left[x, a^{ \pm n}\right] \subseteq A(x, a, g)$ and $k\left[y, b^{ \pm m}\right] \subseteq A(y, b, f)$ can be identified with $k\left[x, y, a^{ \pm n}, b^{ \pm m}\right]$ which is generated by twisted primitive elements $x, y$, and grouplike elements $a^{ \pm n}, b^{ \pm m}$. Thus, $k\left[x, y, a^{ \pm n}, b^{ \pm m}\right]$ is a right coideal subalgebra of the Hopf algebra $A(a, x, g) \otimes A(b, y, f)$ (see [12, Proposition 4.1] for more details).

An application of this construction to $k\left[t^{2}, t^{3}\right]$ yields the pointed Hopf algebra $A\left(x^{2}, y^{3}\right)$ (of GK dimension 3) thus making the cusp admit a quantum homogeneous space structure. It was shown in [12] that the representation of $A\left(x^{2}, y^{3}\right)$ on $k\left[t^{2}, t^{3}\right]$ factors through the Hopf algebra $B(1,1,2,3, q)$ found in [24]. In other words $A\left(x^{2}, y^{3}\right)$ does not act inner faithfully on $k\left[t^{2}, t^{3}\right]$.

### 3.5.2 Affine coaction on the cusp

In this section we give a detailed construction of a quantum group $A$ for which the coordinate ring $k\left[t^{2}, t^{3}\right]$ of the cusp is a quantum homogeneous space. In comparison with previous works discussed above, what is new is that we start off with an
ansatz given by affine transformations of the plane as a comodule structure map of a bialgebra $A$ on $k\left[t^{2}, t^{3}\right]$ and we proved that it is not different from the coaction in [32].

Proposition 3.5.8. Let $B=k\left[t^{2}, t^{3}\right]$ be the coordinate ring of the cusp and set $x=t^{2}$ and $y=t^{3}$. Suppose $A$ is any bialgebra coacting on $B$ via

$$
\begin{aligned}
\rho: & B \rightarrow A \otimes B \\
& x \mapsto a \otimes x+b \otimes y+r \otimes 1 \\
& y \mapsto c \otimes x+d \otimes y+s \otimes 1
\end{aligned}
$$

and the elements $a, b, c, d, r, s$ of $A$ are linearly independent. Then these elements satisfy the following relations

$$
\begin{gathered}
{[a, c]=0, \quad[b, d]=0, \quad[s, r]=0, \quad[a, d]=[c, b], \quad[a, s]=[c, r]} \\
{[b, s]=[d, r], \quad c^{3}=0, \quad c^{2} d+c d c+d c^{2}=0, \quad c d^{2}+d c d+d^{2} c=0} \\
c^{2} s+c s c+s c^{2}+d^{3}=a^{2}, \quad d^{2} s+d s d+s d^{2}=b^{2}, \quad r^{2}=s^{3} \\
a b+b a=c d s+c s d+d c s+d s c+s c d+s d c \\
a r+r a=c s^{2}+s c s+s^{2} c, \quad b r+r b=s^{2} d+s d s+d s^{2}
\end{gathered}
$$

The coalgebra structure on the elements $a, b, c, d, r, s$ is given by

$$
\begin{align*}
& \Delta(a)=a \otimes a+b \otimes c, \\
& \Delta(c)=c \otimes a+d \otimes c, \\
& \varepsilon(a)=1=\varepsilon(d)=a \otimes b+b \otimes d, \quad \Delta(r)=a \otimes r+b \otimes s+r \otimes 1,  \tag{3.5.2}\\
& \varepsilon(b)=\varepsilon(c)=\varepsilon(r)=\varepsilon(s)=0 .
\end{align*}
$$

Proof. The relations are obtained using the defining equation of the algebra $B$ and the fact that $\rho$ is an algebra map. That is rename $X:=a \otimes x+b \otimes y+r \otimes 1$ and $Y:=c \otimes x+d \otimes y+s \otimes 1$, we have

$$
\begin{aligned}
X Y= & a c \otimes x^{2}+a d \otimes x y+b c \otimes y x+(a s+r c) \otimes x \\
& +b d \otimes y^{2}+(b s+r d) \otimes y+r s \otimes 1 \\
Y X= & c a \otimes x^{2}+d a \otimes y x+c b \otimes x y+(s a+c r) \otimes x \\
& +d b \otimes y^{2}+(s b+d r) \otimes y+s r \otimes 1
\end{aligned}
$$

Solving $X Y=Y X$ and using the relations $x y=y x$ yields

$$
[a, c]=[r, s]=[b, d]=0 \quad[a, d]=[b, c], \quad[a, s]=[c, r], \quad[b, s]=[d, r] .
$$

In a similar way solving $X^{3}=Y^{2}$ and using the relation $x^{3}=y^{2}$ yields the remaining relations. The coalgebra structure maps stated can be obtained from evaluating the coaction axioms

$$
\left(\Delta \otimes \operatorname{id}_{B}\right) \circ \rho=\left(\operatorname{id}_{A} \otimes \rho\right) \circ \rho, \quad\left(\varepsilon \otimes \operatorname{id}_{B}\right) \circ \rho=\operatorname{id}_{B}
$$

on the generators $x$ and $y$ of $B$. That is equating

$$
\begin{aligned}
\left(\operatorname{id}_{A} \otimes \rho\right) \circ \rho(x)= & (a \otimes a+b \otimes c) \otimes x+(a \otimes b+b \otimes d) \otimes y \\
& +(a \otimes r+b \otimes s+r \otimes 1) \otimes 1
\end{aligned}
$$

with $\left(\Delta \otimes \operatorname{id}_{B}\right) \circ \rho(x)=\Delta(a) \otimes x+\Delta(b) \otimes y+\Delta(r) \otimes 1$ yields

$$
\begin{gathered}
\Delta(a)=a \otimes a+b \otimes c \quad \Delta(b)=a \otimes b+b \otimes d \\
\Delta(r)=a \otimes r+b \otimes s+r \otimes 1
\end{gathered}
$$

Furthermore, $x=\left(\varepsilon \otimes \operatorname{id}_{B}\right) \circ \rho(x)=\varepsilon(a) x+\varepsilon(b) y+\varepsilon(r) 1$ implies

$$
\varepsilon(a)=1, \quad \varepsilon(b)=0=\varepsilon(r) .
$$

The other formulas can be obtained by evaluating the coaction axioms on $y$.
Lemma 3.5.9. The bialgebra $A$ described above is a Hopf algebra if and only if $b c=c b$.

Proof. Suppose $A$ is a Hopf algebra, then an antipode $S$ is well defined and satisfies

$$
\mu \circ(S \otimes \mathrm{id}) \circ \Delta=\eta \circ \varepsilon=\mu \circ(\mathrm{id} \otimes S) \circ \Delta
$$

We set $t:=a d-c b=d a-b c$ and evaluate the antipode equation at $a, b, c, d$ and simplify to obtain $S(a) t=d, \quad S(b) t=-b, \quad S(c) t=-c, \quad S(d) t=a$. Post multiply the antipode equation evaluated at $a, a S(a)+b S(c)=1$ by $t$ to obtain $a d-b c=t=a d-c b$ thus $b c=c b$. The converse follows likewise.

Corollary 3.5.10. If the bialgebra $A$ is a Hopf algebra, then $a, b, c, d$ all commute with one another.

Proof. Suppose $A$ is a Hopf algebra then by the above proposition $b c=c b$. Since $\Delta$ is an algebra map we have

$$
\begin{aligned}
0=\Delta(b) \Delta(c)-\Delta(c) \Delta(b)= & a c \otimes(b a-a b)+(a d-d a) \otimes b c \\
& +b c \otimes(d a-a d)+b d \otimes(d c-c d)
\end{aligned}
$$

but from the relation $[a, d]=[b, c]$ we have $a d=d a$ and the above equation becomes

$$
a c \otimes(b a-a b)+b d \otimes(d c-c d)=0
$$

Using the assumption that $a, b, c, d$ are linearly independent, the conclusion follows.

Note that in the Hopf algebra $A$, the element $t=a d-c b$ is grouplike: $\Delta(t)=t \otimes t$ and $\varepsilon(t)=1$. Hence, $t^{-1}$ exists and both $t$ and $t^{-1}$ commute with $a, b, c, d$.

Proposition 3.5.11. The coordinate ring $B$ of the cusp is a left coideal subalgebra of the Hopf algebra $A$ whose elements $a, b, c, d, r, s$ satisfy the relations

$$
\begin{gathered}
{[a, c]=0, \quad[b, d]=0, \quad[a, d]=0, \quad[b, c]=0, \quad[s, r]=0, \quad[a, s]=[c, r]} \\
{[b, s]=[d, r], \quad c^{3}=0, \quad[a, b]=0, \quad[c, d]=0, \quad c^{2} d=0=c d^{2}} \\
c^{2} s+c s c+s c^{2}+d^{3}=a^{2}, \quad d^{2} s+d s d+s d^{2}=b^{2} ; \quad r^{2}=s^{3} \\
2 b a=2 c d s+c s d+d s c+2 s c d, \quad a r+r a=c s^{2}+s c s+s^{2} c \\
b r+r b=s^{2} d+s d s+d s^{2}
\end{gathered}
$$

with coalgebra structure (3.5.2) and antipode given by

$$
\begin{gathered}
S(a)=t^{-1} d, \quad S(b)=-t^{-1} b, \quad S(c)=-t^{-1} c, \quad S(d)=t^{-1} a \\
S(r)=t^{-1}(b s-d r), \quad S(s)=t^{-1}(c r-a s)
\end{gathered}
$$

Proof. The proof follows from taking $\Delta_{A}(B)=\rho(B)$ and identifying $x$ and $y$ with $r$ respectively $s$.

The Hopf algebra $A$ described above contains commuting elements $a, b, c, d, t^{-1}$ as shown in Lemma 3.5.10 and they generate a commutative Hopf subalgebra with a nilpotent element $c$. However, we know that

Theorem 3.5.12. [15] A finitely generated commutative Hopf algebra over a field $k$ of $\operatorname{char}(k)=0$ has no nilpotent element that is, it is reduced.

Therefore we have that
Lemma 3.5.13. In the commutative Hopf subalgebra of $A$ generated by $a, b, c, d, t^{-1}$, $c=0$.

Proof. Notice that $c^{3}=0$, so $c$ is nilpotent and by Theorem 3.5.12, $c=0$.

Implementing this result in $A$, yields new relations $a^{2}=d^{3}$ and $a b=0$ precisely when $c=0$ is substituted into the relations $c^{2} s+c s c+s c^{2}+d^{3}=a^{2}$ respectively $2 b a=2 c d s+c s d+d s c+2 s c d$. In view of this, we now have

Corollary 3.5.14. $b=0$.
Proof. By Lemma 3.5.13, we know that $c=0$, and hence we have that $\Delta(a)=a \otimes a$, $\Delta(d)=d \otimes d$ that is $a$ and $d$ are group-like elements. Hence, their inverses exist and since $a b=0$, we have that $b=0$.

We have shown that $B$ is a left coideal subalgebra of $A$, hence it is a right coideal subalgebra of $A^{\text {cop }}$. We will now show that $A$ is a faithfully flat right $B$-module using Bergman's diamond lemma in Theorem 3.3.1 to construct a vector space basis for $A$

Proposition 3.5.15. The set $\mathcal{B}=\left\{r^{j} s^{l} a^{i} d^{k}: i, j \in\{0,1\}, k, l \in \mathbb{Z}_{\geq 0}\right\}$ is a $k$-vector space basis for $A$.

Proof. Following the setup of the Bergman's diamond lemma 3.3.1, $X=\{a, d, r, s\}$ and $I=\operatorname{span}_{k}\left\{a d-d a, r s-s r, a s-s a, d r-r d, a^{2}-d^{3}, d^{2} s+d s d+s d^{2}, r^{2}-\right.$ $s^{3}$, ar $\left.+r a, s^{2} d+s d s+d s^{2}\right\}$. Clearly the Hopf algebra $A \cong k\langle X\rangle / I$ and there are no unresolved ambiguities. Notice that the set $\mathcal{B}$ comprises irreducible words in $\langle X\rangle$, thus by Theorem 3.3.1 it is a vector space basis of $A$.

Hence, by 3.2.10, we have $A$ is free and thus faithfully flat as a $B$-module therefore, the coordinate ring $B$ of the cusp is a quantum homogeneous space of the Hopf algebra $A$ whose Hopf structure is described in Theorem 3.5.11 and is presented by generators $a, d, r, s$ and relations:

$$
\begin{gathered}
a d=d a, \quad r s=s r, \quad a s=s a, \quad d r=r d, \quad a^{2}=d^{3} \\
d^{2} s+d s d+s d^{2}=0, \quad r^{2}=s^{3}, \quad a r=-r a, \quad s^{2} d+s d s+d s^{2}=0
\end{gathered}
$$

### 3.6 True quantum symmetry

In the classical setting, symmetries of algebraic sets given by actions of group algebras or universal enveloping algebras do extend to their coordinate rings and fields of rational functions. One naturally ask if this carries over to the quantum setting. The answer is no in general, however in this section we will motivate an example of a quantum symmetry of $k\left[t^{2}, t^{3}\right]$ which extends to $k(t)$, see Remark 3.6.10. Furthermore, we show that the dual Hopf algebra to the pointed Hopf algebra $A$ generated by this quantum symmetry is not pointed, see Proposition 3.6.8.

Definition 3.6.1. Let $G$ be an algebraic set equipped with a group structure and $X$ be an algebraic set. A $G$-action on $X$ is a map $\alpha: G \times X \longrightarrow X,(g, x) \mapsto g \triangleright x$ such that for all $g, h, e_{G} \in G, x \in X$

$$
g \triangleright(h \triangleright x)=g h \triangleright x, \quad \text { and } \quad e_{G} \triangleright x=x .
$$

Every $G$-action $\alpha$ of $G$ on an algebraic set $X$ yields an action of $G$ on the coordinate ring $O(X)$ of $X$ via

$$
\hat{\alpha}: G \times O(X) \longrightarrow O(X), \quad(g, f) \mapsto(g \triangleright f)(x):=f\left(g^{-1} \triangleright x\right),
$$

and as we have for all $g, h \in G$

$$
(g \triangleright h \triangleright f)(x)=(h \triangleright f)\left(g^{-1} \triangleright x\right)=f\left(h^{-1} \triangleright g^{-1} \triangleright x\right)=f\left(h^{-1} g^{-1} \triangleright x\right)=(g h \triangleright f)(x)
$$

and

$$
\left(e_{G} \triangleright f\right)(x)=f\left(e_{G} \triangleright x\right)=f(x) .
$$

In particular, $O(X)$ becomes a left $G$-module algebra since for all $a, b \in O(X)$ and $g \in G$

$$
(g \triangleright a b)(x)=a b\left(g^{-1} \triangleright x\right)=a\left(g^{-1} \triangleright x\right) b\left(g^{-1} \triangleright x\right)=(g \triangleright a)(g \triangleright b)(x),
$$

and

$$
(g \triangleright 1)(x)=1\left(g^{-1} \triangleright x\right)=1 .
$$

Furthermore, this module action of $G$ on $O(X)$ extends to the rational function field $k(X)$ of $X$ with module action defined by

$$
g \triangleright\left(\frac{a}{b}\right)=\frac{g \triangleright a}{g \triangleright b},
$$

with $b \neq 0$ on $X$. This module action is well defined:

$$
\begin{aligned}
\frac{a}{b}=\frac{a^{\prime}}{b^{\prime}} & \Longleftrightarrow a^{\prime} b=a b^{\prime} \\
& \Longleftrightarrow g \triangleright\left(a^{\prime} b\right)=g \triangleright\left(a b^{\prime}\right) \\
& \Longleftrightarrow\left(g \triangleright a^{\prime}\right)(g \triangleright b)=(g \triangleright a)\left(g \triangleright b^{\prime}\right) \\
& \Longleftrightarrow \frac{g \triangleright a^{\prime}}{g \triangleright b^{\prime}}=\frac{g \triangleright a}{g \triangleright b} .
\end{aligned}
$$

A morphism of algebraic sets induces a contravariant algebra homomorphism between the algebras of their regular functions. Thus, $\alpha$ induces an algebra map

$$
\begin{aligned}
\alpha^{\#}: & O(X) \longrightarrow O(G \times X) \cong O(G) \otimes O(X) \\
& f \mapsto \alpha^{\#}(f)(g, x)=f \circ \alpha(g, x)=f(g \triangleright x) .
\end{aligned}
$$

Note that $\alpha^{\#}$ is not only an algebra map but also a left coaction of $O(G)$ on $O(X)$. However, this coaction does not in general extend to the function field $k(X)$ of $X$ as shown in what follows.

Example 3.6.2. Recall the algebraic group $G=\mathrm{SL}_{2}(\mathbb{C})$ described in Example 3.1.11. Define a left action of $G$ on the affine plane $X=\mathbb{C}$, via matrix multiplication

$$
\left(\begin{array}{ll}
a & b  \tag{3.6.1}\\
c & d
\end{array}\right) \cdot\binom{x}{y}=\binom{a x+b y}{c x+d y}
$$

Thus by equation (3.1.1), $A=O(G)$ is a coalgebra and the $\mathrm{SL}_{2}(\mathbb{C})$-action on $\mathbb{C}$ induces a left $A$-comodule algebra structure

$$
\begin{aligned}
\rho: & B \longrightarrow A \otimes B \\
& x \mapsto a \otimes x+b \otimes y, \\
& y \mapsto c \otimes x+d \otimes y,
\end{aligned}
$$

on $B:=O(X)=\mathbb{C}[x, y]$ since the coalgebra structure (3.1.1) of $A$ ensures that $(\mathrm{id} \otimes \rho) \circ \rho=(\Delta \otimes i d) \circ \rho$ and $(\varepsilon \otimes \mathrm{id}) \circ \rho=\mathrm{id}$.

However, this comodule structure does not extend to the field $\mathbb{C}(x, y)$ of rational functions.

Proposition 3.6.3. Let

$$
e_{i j k}:= \begin{cases}a^{i} b^{j} c^{k} & i \geq 0 \\ d^{i} b^{j} c^{k} & i<0\end{cases}
$$

then the set $\left\{e_{i j k}: i \in \mathbb{Z}, j, k \in \mathbb{N}\right\}$ is a vector space basis for $O\left(S L_{2}(\mathbb{C})\right)$.
Proof. We define an order on the set $\left\{e_{i j k}: i \in \mathbb{Z}, j, k \in \mathbb{N}\right\} \subseteq O\left(S L_{2}(\mathbb{C})\right)$ by

$$
e_{i j k}<e_{r s t} \Longleftrightarrow \begin{cases}i<r, & \text { or } \\ i=r, j<s, & \text { or } \\ i=r, j=s, k<t, & \end{cases}
$$

for all $i, r \in \mathbb{Z}, j, k, s, t \in \mathbb{N}$. Following the setup of the diamond Lemma 3.3.1, take $X$ to be the set $\{a, b, c, d\}$ of generators and $I$ to be the ideal generated by $a d-b c-1$. The result follows by Theorem 3.3.1.

As the last ingredient, we define
Definition 3.6.4. Let $V$ be a vector space. Then, for $v \in A \otimes V$, we write

$$
v=\sum_{i \in \mathbb{Z}, j, k \in \mathbb{N}} e_{i j k} \otimes v_{i j k}
$$

The leading coefficient of $v$ is the vector $v_{i j k}$ for which $e_{i j k}$ is maximal among all $\left\{e_{r s t}: v_{r s t} \neq 0\right\}$.

We are now ready to prove that the $\mathrm{SL}_{2}$-action (3.6.1) does not extend to the field of rational functions on $\mathbb{C}$.

Proposition 3.6.5. Let $A$ and $\rho$ be the $\mathbb{C}$-coalgebra respectively coaction map as in Example 3.6.2. Then the comodule structure defined by $\rho$ on $\mathbb{C}[x, y]$ does not extend to $\mathbb{C}(x, y)$.

Proof. We will prove this by contradiction. Suppose there is such a left coaction $\rho$ on $\mathbb{C}(x, y)$ given by

$$
\rho(1 / x)=\sum_{i, j, k} e_{i j k} \otimes v_{i j k},
$$

where $v_{i j k} \in \mathbb{C}(x, y)$, then we have

$$
1 \otimes 1=\rho(1)=\rho(x) \rho(1 / x)=\sum_{i j k} a e_{i j k} \otimes x v_{i j k}+b e_{i j k} \otimes y v_{i j k}=: w
$$

Case 1: $i \geq 0$
The leading term of $w$ is $e_{i+1 j k} \otimes x v_{i j k}$ but the leading term of the LHS is $1 \otimes 1$ and $e_{i+1 j k} \neq 1$.

Case 2: $i<0$
The leading term of $w$ is $e_{i j+1 k} \otimes y v_{i j k}$ since $a d=1+b c$, however the leading term on the LHS is $1 \otimes 1$ and since $j+1>0, e_{i j+1 k} \neq 1$.

Remark 3.6.6. In other words, there is no $A$-comodule algebra structure $\rho$ on $\mathbb{C}(x, y)$ such that when restricted to $\mathbb{C}[x, y]$ we have $\rho(x)=a \otimes x+b \otimes y$ and $\rho(y)=c \otimes x+d \otimes y$. Thus, in general Hopf algebra (either commutative or noncommutative) (co)actions on coordinate rings of an affine varieties do not extend to their fields of rational functions. In this sense, we say quantum symmetries arising from such (co)actions are not true quantum symmetries.

### 3.6.1 Constructing the Hopf dual of $A\left(x^{3}, y^{2}\right)$

Recall that $A$ is generated by group-like elements $a, d$, and twisted primitives $r, s$ satisfying the relations:

$$
\begin{gathered}
{[a, d]=[r, s]=[a, s]=[d, r]=0} \\
a^{2}=d^{3}, \quad d^{2} s+d s d+s d^{2}=0 \\
r^{2}=s^{3}, \quad a r=-r a, \quad s^{2} d+s d s+d s^{2}=0
\end{gathered}
$$

Constructing the full Hopf dual of a Hopf algebra is rather involved. Nevertheless, for our purpose, we will compute enough representations of $A$ which gives us a sufficiently large Hopf subalgebra of $A^{\circ}$ to arrive at a conclusion. The question: is $A^{\circ}$ pointed will be answered by investigating the dimensions of irreducible representations of $A$. If all irreducible finite dimensional representations of $A$ are 1-dimensional, then the answer is in the affirmative (see Proposition 2.3.14 and Corollary 2.3.15).

Consider the quotient $\tilde{A}$ of the Hopf algebra $A$ by the Hopf ideal generated by $a^{2}-d^{3}-1$. $\tilde{A}^{\circ}$ embeds into the dual $A^{\circ}$ via the dual of the quotient map $A \longrightarrow \tilde{A}$. In what follows, we compute explicitly 1-dimensional (which are simple modules) and 2 - dimensional representations of $\tilde{A}$.

1-dimensional representations: Observe that the 1-dimensional representations $\pi: \tilde{A} \longrightarrow \mathbb{C}$ of $\tilde{A}$ are just complex numbers satisfying the defining relations of $\tilde{A}$. In particular, the counit $\varepsilon$ of $\tilde{A}$ is a 1 -dimensional representation defined by $a, d \mapsto 1$ and $r, s \mapsto 0$. We claim that all the 1-dimensional representations of $\tilde{A}$ are of this form: clearly $a^{2}=1=d^{3}$ as $\varepsilon$ is an algebra map and this relation give rise to six 1-dimensional representations: $\pi(a)= \pm 1, \pi(d) \in\left\{1, \xi, \xi^{2}\right\}$, where $\xi^{3}=1$, and $\pi(r)=\pi(s)=0$.

2-dimensional Representations: These are given by $2 \times 2$ matrices which satisfy the defining relations of $\tilde{A}$. Note that the image $\pi(a)^{2}=1$ of the relation $a^{2}=1$ under $\pi$ means the matrix $\pi(a)$ is diagonalizable. Thus it decomposes $\mathbb{C}^{2}$ into eigenspaces $E_{\lambda_{1}}$ and $E_{\lambda_{2}}$ corresponding to the eigenvalues $\lambda_{1}=1$ respectively $\lambda_{2}=-1$. That is $\mathbb{C}^{2}=E_{\lambda_{1}} \bigoplus E_{\lambda_{2}}$. Hence, with respect to any basis $\left\{\left(v_{1}, v_{2}\right)^{T}\right.$ : $\left.v_{1}, v_{2} \in \mathbb{C}\right\}$ of $\mathbb{C}^{2}$, we have

$$
\pi(a)=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad \text { if } \operatorname{dim} E_{\lambda_{1}}=1, \text { and } \operatorname{dim} E_{\lambda_{2}}=1
$$

or

$$
\pi(a)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad \text { if } \operatorname{dim} E_{\lambda_{1}}=2, \text { and } \operatorname{dim} E_{\lambda_{2}}=0
$$

or

$$
\pi(a)=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right), \quad \text { if } \operatorname{dim} E_{\lambda_{1}}=0, \text { and } \operatorname{dim} E_{\lambda_{2}}=2
$$

If $\pi(a)= \pm I_{2}$, where $I_{2}$ is the $2 \times 2$ identity matrix, then the relation $a r=-r a$ in $\tilde{A}$ which translates to $\pi(a) \pi(r)=-\pi(r) \pi(a)$ implies that $\pi(r)=0$. Thus it follows from $r^{2}=s^{3}$ that $\pi(s)$ is a nilpotent matrix which in Jordan normal form is

$$
\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \quad \text { or } \quad\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

Case (i): suppose $\pi(s)=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$, and $\pi(d)=\left(\begin{array}{cc}x & y \\ z & w\end{array}\right)$ with $x, y, z, w \in \mathbb{C}$. Then, from the relation $s^{2} d+s d s+d s^{2}=0$ we deduce that $z=0$, and the relation $d^{3}=1$ yields

$$
x^{3}=1=w^{3}, \quad y\left(x^{2}+w x+w^{2}\right)=0
$$

but the image of $d^{2} s+d s d+s d^{2}=0$ under $\pi$ implies that $x^{2}+x w+w^{2}=0$. However since $x, w \in\left\{1, \xi, \xi^{2}\right\}$, then

$$
x^{2}+x w+w^{2}=0 \Longrightarrow x \neq w .
$$

Thus, $\pi(d)$ can assume any of the matrices:

$$
\left(\begin{array}{ll}
1 & y \\
0 & \xi
\end{array}\right),\left(\begin{array}{cc}
1 & y \\
0 & \xi^{2}
\end{array}\right),\left(\begin{array}{ll}
\xi & y \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
\xi^{2} & y \\
0 & 1
\end{array}\right),\left(\begin{array}{cc}
\xi & y \\
0 & \xi^{2}
\end{array}\right),\left(\begin{array}{cc}
\xi^{2} & y \\
0 & \xi
\end{array}\right) .
$$

These matrices up to conjugation can be brought to their standard normal form so that $y=0$, and $\pi(d)$ can admit up to conjugation six different diagonal matrices with distinct $3^{\text {rd }}$ roots of unity on the diagonal.

Case (ii): if $\pi(s)=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$, the only non trivial relation to work with is $d^{3}=1$ and this means the matrix $\pi(d)$ has three distinct eigenvalues $1, \xi, \xi^{2}$ - third roots of unity. Thus up conjugation, $\pi(d)$ can be admit any of the following matrices

$$
\begin{gathered}
\left(\begin{array}{ll}
1 & 0 \\
0 & \xi
\end{array}\right),\left(\begin{array}{cc}
1 & 0 \\
0 & \xi^{2}
\end{array}\right),\left(\begin{array}{cc}
\xi & 0 \\
0 & \xi
\end{array}\right),\left(\begin{array}{cc}
\xi^{2} & 0 \\
0 & \xi^{2}
\end{array}\right),\left(\begin{array}{cc}
\xi & 0 \\
0 & \xi^{2}
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) . \\
\text { If } \pi(a)=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \text { then the relation } a s=s a \text { implies } \\
\pi(a)(\pi(s) v)=\pi(s)(\pi(a) v)=\pi(s)(\lambda v)=\lambda(\pi(s) v),
\end{gathered}
$$

for eigenvalue $\lambda$ and eigenvector $v$ of matrix $\pi(a)$. In other words $\pi(s) v$ lies in the eigenspaces $E_{\lambda_{1}}$ and $E_{\lambda_{2}}$ of $\pi(a)$, thus $\pi(s)$ as a linear map leaves the two eigenspaces invariant and we conclude that for $\alpha, \beta \in \mathbb{C}$

$$
\pi(s)=\left(\begin{array}{cc}
\alpha & 0 \\
0 & \beta
\end{array}\right)
$$

Furthermore, the relation $a r=-r a$ implies that for $\gamma, \delta \in \mathbb{C}$,

$$
\pi(r)=\left(\begin{array}{ll}
0 & \gamma \\
\delta & 0
\end{array}\right)
$$

which in addition to the fact that $r s=s r$ yields

$$
\gamma \beta=\alpha \gamma, \quad \alpha \delta=\beta \delta
$$

Thus, for $\gamma \neq 0$ and $\delta \neq 0$, we have $\alpha=\beta$ which further implies that $\pi(s)=\alpha I_{2}$. However, the relations $d^{2} s+d s d+s d^{2}=0$ and $s^{2} d+s d s+d s^{2}=0$ yield $\alpha \pi(d)^{2}=0$ respectively $\alpha^{2} \pi(d)=0$, but $d^{3}=1$ in the Hopf algebra $A$ so $\alpha=0$ and $\pi(s)=0$ as a matrix. Therefore, $\pi(r)$ is nilpotent and in Jordan normal form,

$$
\pi(r)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \text { or } \pi(r)=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \text { or } \pi(r)=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) .
$$

Furthermore, the commutation $a d=d a$ similarly interprets to mean $\pi(d)$ leaves the eigenspaces of $\pi(a)$ invariant, hence $\pi(d)=\left(\begin{array}{cc}m & 0 \\ 0 & n\end{array}\right)$ for $m, n \in \mathbb{C}$.
(i) If $\pi(r)=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$, the only non-trivial relation $d^{3}=1$ implies that $m^{3}=1=$ $n^{3}$. Thus, $\pi(d)$ admits up to conjugation six different diagonal matrices with the $3^{\text {rd }}$ roots of unity as diagonal entries

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & \xi
\end{array}\right),\left(\begin{array}{cc}
1 & 0 \\
0 & \xi^{2}
\end{array}\right),\left(\begin{array}{cc}
\xi & 0 \\
0 & \xi
\end{array}\right),\left(\begin{array}{cc}
\xi^{2} & 0 \\
0 & \xi^{2}
\end{array}\right),\left(\begin{array}{cc}
\xi & 0 \\
0 & \xi^{2}
\end{array}\right),\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
$$

(ii): If $\pi(r)=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$ or $\pi(r)=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$, the non-trivial relations are $r d=d r$ and $d^{3}=1$ and they imply that $m=n$ respectively $m$ and $n$ are $3^{\text {rd }}$ roots of unity. Thus, $\pi(d)$ can admit three matrices;

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad\left(\begin{array}{cc}
\xi & 0 \\
0 & \xi
\end{array}\right), \quad\left(\begin{array}{cc}
\xi^{2} & 0 \\
0 & \xi^{2}
\end{array}\right) .
$$

Remark 3.6.7. Notice that none of these 2-dimensional representations is irreducible: the vector $(1,0)^{T}$ is an eigenvector to all the matrice representations. Hence the eigenspace $(1,0)^{T} \mathbb{C}$ is a proper subspace of $\mathbb{C}^{2}$ which is invariant with respect to these representations.

One could continue in this way to find representations of dimension $n$ however there is an irreducible 6-dimensional representation of $\tilde{A}$ as shown in the following result

Proposition 3.6.8. Let $\pi$ be a 6-dimensional representation of $\tilde{A}$, defined by

$$
\begin{aligned}
& \pi(a)\left(u_{ \pm}\right)=u_{ \pm}, \quad \pi(a)\left(v_{ \pm}\right)=v_{ \pm}, \quad \pi(a)\left(w_{ \pm}\right)=w_{ \pm}, \quad \pi(d)\left(u_{ \pm}\right)=u_{ \pm}, \\
& \pi(d)\left(v_{ \pm}\right)=\xi v_{ \pm}, \quad \pi(d)\left(w_{ \pm}\right)=\xi^{2} w_{ \pm}, \quad \pi(s)\left(u_{ \pm}\right)=v_{ \pm}, \quad \pi(s)\left(v_{ \pm}\right)=\xi w_{ \pm}, \\
& \pi(s)\left(w_{ \pm}\right)=\xi^{2} u_{ \pm}, \quad \pi(r)\left(u_{ \pm}\right)=u_{\mp}, \quad \pi(r)\left(v_{ \pm}\right)=v_{\mp}, \quad \pi(r)\left(w_{ \pm}\right)=w_{\mp},
\end{aligned}
$$

where $\left\{u_{ \pm}, v_{ \pm}, w_{ \pm}\right\}$is a basis. $\pi$ is irreducible.
Proof. Suppose $\pi$ is reducible and $W$ is a non-trivial subspace of the vector space $\mathbb{C}^{6}$ that is invariant with respect to $\pi$. Then, as stated earlier, the relation $a^{2}=1=d^{3}$ implies that $\pi(a), \pi(d)$ decomposes $W$ into eigenspaces $W_{ \pm 1}$ and $W_{1, \xi, \xi^{2}}$ corresponding to the eigenvalues of $\pi(a)$ respectively $\pi(d)$. Furthermore, the commutation relation $a d-d a=0$ in $\tilde{A}$, means $\pi(a)$ and $\pi(d)$ share a common eigenvector in $W$ which up to rescaling is one of the basis elements. Notice that $\pi(s)$ cyclicly permutes the basis elements and since $W$ is invariant under $\pi$ then $\left\{u_{ \pm}, v_{ \pm}, w_{ \pm}\right\} \subseteq W \Longrightarrow$ $W=\operatorname{codom}(\pi)$.

In particular $A$ has an irreducible 6 -dimensional representation thus
Corollary 3.6.9. The Hopf dual $A^{\circ}$ of the Hopf algebra $A$ is not pointed.
Remark 3.6.10. The 6 -dimensional representation $\pi$ of $A$ described in the above proposition motivates an example of a quantum symmetry of $k\left[t^{2}, t^{3}\right]$ as follows: Recall that the coaction of $A$ on $B$ is given by

$$
x \mapsto a \otimes x+r \otimes 1, \quad y \mapsto d \otimes y+s \otimes 1 .
$$

Thus the 36 matrix coefficients $s_{(i j)(m n)}$ of the 6 -dimensional representation $\pi$ act on $B$ from the right as follows:

$$
\begin{gathered}
x \triangleleft s_{(i j)(m n)}=\delta_{i m}\left((-1)^{j} \delta_{j n} x+\delta_{j(n+1)}\right) \\
y \triangleleft s_{(i j)(m n)}=\xi^{m} \delta_{j n}\left(\delta_{i m} y+\delta_{i(m+1)}\right),
\end{gathered}
$$

where $i, j, m, n \in\{1, \cdots, 6\}$. We denote by $X$ respectively $Y$ the $6 \times 6$ matrices

$$
X=\left(\begin{array}{cccccc}
x & 1 & 0 & 0 & 0 & 0 \\
1 & -x & 0 & 0 & 0 & 0 \\
0 & 0 & x & 1 & 0 & 0 \\
0 & 0 & 1 & -x & 0 & 0 \\
0 & 0 & 0 & 0 & x & 1 \\
0 & 0 & 0 & 0 & 1 & -x
\end{array}\right) \quad Y=\left(\begin{array}{cccccc}
y & 0 & 1 & 0 & 0 & 0 \\
0 & y & 0 & 1 & 0 & 0 \\
0 & 0 & \xi y & 0 & \xi & 0 \\
0 & 0 & 0 & \xi y & 0 & \xi \\
\xi^{2} & 0 & 0 & 0 & \xi^{2} y & 0 \\
0 & \xi^{2} & 0 & 0 & 0 & \xi^{2} y
\end{array}\right)
$$

representing the action of the $s_{i j, m n}$ on $x, y$. Since $x^{2}=y^{3}$ in $B$, then we must have that $X^{2}=Y^{3}$ and therefore ( $\operatorname{det} X \neq 0$ is easily verified) setting

$$
X=T^{3}, Y=T^{2} \text { with } T:=X Y^{-1}
$$

we obtain

$$
T:=\frac{1}{t^{6}+1} \cdot\left(\begin{array}{cccccc}
t^{7} & t^{4} & -\xi^{2} t^{5} & -\xi^{2} t^{2} & \xi t^{3} & \xi \\
t^{4} & -t^{7} & -\xi^{2} t^{2} & \xi^{2} t^{5} & \xi & -\xi t^{3} \\
t^{3} & 1 & \xi^{2} t^{7} & \xi^{2} t^{4} & -\xi t^{5} & -\xi t^{2} \\
1 & -t^{3} & \xi^{2} t^{4} & -\xi^{2} t^{7} & -\xi t^{2} & \xi t^{5} \\
-t^{5} & -t^{2} & \xi^{2} t^{3} & \xi^{2} & \xi t^{7} & \xi t^{4} \\
-t^{2} & t^{5} & \xi^{2} & -\xi^{2} t^{3} & \xi t^{4} & -\xi t^{7}
\end{array}\right) .
$$

$T$ is a quantum symmetry on $k(t)$ in particular, when restricted to $B=k\left[t^{2}, t^{3}\right]$, it is again a quantum symmetry of $k\left[t^{2}, t^{3}\right]$ since $T^{2}, T^{3} \in M_{n}\left(k\left[t^{2}, t^{3}\right]\right)$.

## Chapter 4

## Quantum symmetries of function fields

The starting point for the main results of this thesis which are presented in this chapter is to demand that like classical symmetries, the examples of quantum symmetries of the singular curves discussed in the previous chapter extend to the field of rational functions of these curves. We in particular focus on the example of the cusp. The approach we take was maybe first applied by Manin in his construction of quantum $S L(2)$ as a Hopf algebra (co)acting on the quantum plane [37]. In this approach as detailed in Sections 4.1, 4.2, we constructed a bialgebra action on a $k$-algebra $K$ from an algebra morphism $K \longrightarrow \mathrm{M}_{n}(K)$. The resulting bialgebra becomes a Hopf algebra if this morphism when viewed as an element of $\mathrm{M}_{n}\left(\operatorname{End}_{k}(K)\right)$ is strongly invertible in the sense of Definition 4.1.2. In particular, if $K=k(t)$, this Hopf action does indeed restricts to $k\left[t^{2}, t^{3}\right]$.

### 4.1 Quantum automorphisms

### 4.1.1 Strongly invertible matrices

Let $P$ be a unital associative ring. Recall that if $\sigma \in \mathrm{GL}_{n}(P)$ is an invertible $n \times n$ matrix with entries $P$, then the transpose $\sigma^{T}$ is in general not invertible:

Example 4.1.1. If $a, d$ are elements of a ring $P$ with $d a=1$ but $a d \neq 1$, the matrix

$$
\sigma:=\left(\begin{array}{ll}
a & 1 \\
0 & d
\end{array}\right) \quad \text { is invertible with inverse } \quad \sigma^{-1}=\left(\begin{array}{cc}
d & -1 \\
1-a d & a
\end{array}\right)
$$

However, $\sigma^{T}=\left(\begin{array}{ll}a & 0 \\ 1 & d\end{array}\right)$ is not invertible.
More precisely, $\sigma^{T} \in \mathrm{GL}_{n}(P)$ if and only if $\sigma \in \mathrm{GL}_{n}\left(P^{\mathrm{op}}\right)$, where $P^{\mathrm{op}}$ denotes the opposite ring of $P$ (the additive abelian group $P$ equipped with the opposite multiplication $\left.a{ }_{\text {op }} b:=b a\right)$. Indeed for $\sigma, \tau \in \mathrm{M}_{n}(P)$, suppose $\tau$ is the inverse of $\sigma$ in $P^{\mathrm{op}}$ then we have

$$
\begin{aligned}
\delta_{i j}=\left(\sigma \cdot_{\mathrm{op}} \tau\right)_{i j} & =\sum_{r=1}^{n} \sigma_{i r} \cdot \mathrm{op} \tau_{r j}=\sum_{r=1}^{n} \tau_{r j} \sigma_{i r} \\
& =\sum_{r=1}^{n} \tau_{j r}^{T} \sigma_{r i}^{T}=\left(\tau^{T} \sigma^{T}\right)_{j i}
\end{aligned}
$$

that is $I_{n}=\left(\sigma \cdot_{\text {op }} \tau\right)^{T}=\tau^{T} \sigma^{T}$, where on the left hand side, $\cdot_{\text {op }}$ is the multiplication in $\mathrm{M}_{n}\left(P^{\mathrm{op}}\right)$. In other words, $\sigma, \sigma^{T} \in \mathrm{GL}_{n}(P)$ if $\sigma \in \mathrm{GL}_{n}(P) \cap \mathrm{GL}_{n}\left(P^{\mathrm{op}}\right)$. This yields the contragredient isomorphism (see e.g. [26, Chapter 3] for a discussion of this map)

$$
\mathrm{GL}_{n}(P) \rightarrow \mathrm{GL}_{n}\left(P^{\mathrm{op}}\right), \quad \sigma \mapsto \bar{\sigma}:=\left(\sigma^{-1}\right)^{T}
$$

The theory of Hopf algebras motivates to study those matrices to which one can apply this operation arbitrarily often without leaving $\mathrm{GL}_{n}(P)$; we are not aware of a standard name for such matrices, so we introduce a working terminology:

Definition 4.1.2. We call $\sigma \in \mathrm{M}_{n}(P)$ strongly invertible if there exists a sequence $\left\{\sigma_{d}\right\}_{d \in \mathbb{Z}}$ in $\mathrm{GL}_{n}(P)$ with $\sigma_{0}=\sigma$ and $\sigma_{d+1}=\bar{\sigma}_{d}$.

Note this means that also all $\sigma_{d}^{T}$ are invertible with $\left(\sigma_{d}^{T}\right)^{-1}=\sigma_{d-1}$. Thus, a necessary condition for $\sigma$ to be strongly invertible is for $\sigma, \sigma^{T} \in \mathrm{GL}_{n}(P)$. We will focus on upper triangular matrices; for these, the condition is relatively easily controlled:

Proposition 4.1.3. If $\sigma \in \mathrm{M}_{n}(P)$ is upper triangular, $\sigma_{i j}=0$ for $i>j$, then $\sigma$ is strongly invertible if and only if $\sigma_{i i} \in P$ is invertible for $i=1, \ldots, n$. In this case, $\sigma^{-1}$ is upper triangular and all $\left(\sigma^{-1}\right)_{i j}$ are contained in the subring of $P$ generated by the $\sigma_{i j}$ and the $\sigma_{i i}^{-1}$.

Proof. " $\Rightarrow$ ": Suppose $\sigma$ is strongly invertible. Then $\sigma$ and $\sigma^{T}$ are invertible. As $\sigma_{n i}=0$ for $i<n$, we then have

$$
\begin{equation*}
\left(\sigma \sigma^{-1}\right)_{n n}=\sigma_{n n}\left(\sigma^{-1}\right)_{n n}=1 \tag{4.1.1}
\end{equation*}
$$

and similarly

$$
1=\left(\left(\sigma^{T}\right)^{-1} \sigma^{T}\right)_{n n}=\left(\left(\sigma^{T}\right)^{-1}\right)_{n n} \sigma_{n n} .
$$

Hence, $\sigma_{n n}$ is invertible in $P$ with inverse

$$
\left(\sigma_{n n}\right)^{-1}=\left(\sigma^{-1}\right)_{n n}=\left(\left(\sigma^{T}\right)^{-1}\right)_{n n}
$$

Moreover, (4.1.1) shows

$$
\sigma_{n n}\left(\sigma^{-1}\right)_{n j}=0 \quad \forall j=1, \cdots, n-1 .
$$

But $\sigma_{n n}$ is invertible, thus

$$
\left(\sigma^{-1}\right)_{n j}=0 \forall j=1, \cdots, n-1 .
$$

Analogously, one shows that $\left(\left(\sigma^{T}\right)^{-1}\right)_{j n}$ vanishes for $j=1, \ldots, n-1$. So $\sigma, \sigma^{-1}$, and $\left(\sigma^{T}\right)^{-1}$ can be written in block matrix form as

$$
\sigma=\left(\begin{array}{cc}
\alpha & \mu \\
0^{T} & \sigma_{n n}
\end{array}\right), \quad \sigma^{-1}=\left(\begin{array}{cc}
\beta & \gamma \\
0^{T} & \sigma_{n n}^{-1}
\end{array}\right), \quad\left(\sigma^{T}\right)^{-1}=\left(\begin{array}{cc}
\delta & 0 \\
\nu^{T} & \sigma_{n n}^{-1}
\end{array}\right)
$$

where $\alpha, \beta, \delta \in \mathrm{M}_{n-1}(P), \mu, \gamma, \nu$ are column vectors in $P^{n-1}$, and 0 is the zero vector in $P^{n-1}$.

From $\sigma \sigma^{-1}=1=\sigma^{-1} \sigma$ we obtain that $\alpha$ is invertible with inverse $\beta$. Analogously, $\alpha^{T}$ is invertible with inverse $\delta$. We also obtain

$$
\gamma=-\alpha^{-1} \mu \sigma_{n n}^{-1}
$$

so the entries $\gamma_{j}$ are elements of the subring of $P$ generated by the entries of $\sigma$ and of $\alpha^{-1}$. Continuing inductively one obtains the claim.
$" \Leftarrow "$ : Suppose the diagonal entries $\sigma_{i i}$ of $\sigma=\sigma_{0}$ are invertible. We show that the equation $\sigma \tau=1$ can be solved inductively in the ring of upper triangular matrices with entries in $P$. Indeed, this equation means that

$$
\sum_{m=l}^{n} \sigma_{l m} \tau_{m n}=\delta_{l n}
$$

These equations can be solved by induction on $n-l$. For $n-l=0$ we obtain

$$
\tau_{l l}=\sigma_{l l}^{-1}
$$

For $n-l=i$, we obtain

$$
\tau_{l i+l}=-\sigma_{l l}^{-1}\left(\sum_{m=l+1}^{n} \sigma_{l m} \tau_{m n}\right)
$$

Furthermore, solving the equation $\tau \sigma=1$ inductively as above, we conclude that $\tau=\sigma^{-1}$. Analogously, one can show by solving the equations $\sigma^{T} \rho=1$ and $\rho \sigma^{T}=1$ inductively in the ring of lower triangular matrices that $\sigma^{T}$ is invertible with inverse $\rho$.

### 4.1.2 A quantum Galois group

Let now $k \subseteq B$ be a ring extension and let $P=\operatorname{End}_{k}(B)$ be the ring of $k$-linear maps $B \rightarrow B$. A matrix $\sigma \in \mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$ can alternatively be viewed as a map $B \rightarrow \mathrm{M}_{n}(B)$, and we can demand this to be a ring morphism:

Definition 4.1.4. A quantum automorphism of $B$ over $k \subseteq B$ is a strongly invertible matrix $\sigma \in \mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$ satisfying

$$
\begin{equation*}
\sigma_{i j}(1)=\delta_{i j}, \quad \sigma_{i j}(a b)=\sum_{l=1}^{n} \sigma_{i l}(a) \sigma_{l j}(b) \quad \forall a, b \in B \tag{4.1.2}
\end{equation*}
$$

Given a quantum automorphism, we denote by

$$
U_{\sigma} \subseteq \operatorname{End}_{k}(B)
$$

the ring generated by the entries $\sigma_{d, i j}$ of the $\sigma_{d} \in \mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right), \sigma_{0}=\sigma, \sigma_{d+1}=\bar{\sigma}_{d}$.
For $n=1$ this just means that $\sigma$ is a ring automorphism of $B$ that fixes $k$ pointwise, and $U_{\sigma}$ is the group ring of the subgroup of the Galois group $\operatorname{Gal}(B / k)$ of $B$ over $k$ that is generated by $\sigma$. In this sense, the set of quantum automorphisms is a generalisation of $\operatorname{Gal}(B / k)$.

If $B$ is noncommutative, $\sigma^{-1}$ is in general not a ring morphism. However, note that the set of quantum automorphisms is closed under $\sigma \mapsto \bar{\sigma}$ :
Proposition 4.1.5. If $\sigma$ is a quantum automorphism, then so is $\bar{\sigma}$.
Proof. The key point is to show that $\bar{\sigma}$ is multiplicative. To see this, first apply $\sigma_{p i}^{-1}$ to (4.1.2) and sum over $i$. This yields $\delta_{p j} a b=\sum_{i, l=1}^{n} \sigma_{p i}^{-1}\left(\sigma_{i l}(a) \sigma_{l j}(b)\right)$. Inserting into this equation $a=\sigma_{q r}^{-1}(c), b=\sigma_{j q}^{-1}(d)$ for elements $c, d \in B$ and summing over $j$ and $q$ yields the claim:

$$
\begin{aligned}
\sum_{q=1}^{n} \bar{\sigma}_{r q}(c) \bar{\sigma}_{q p}(d) & =\sum_{q=1}^{n} \sigma_{q r}^{-1}(c) \sigma_{p q}^{-1}(d)=\sum_{q, j=1}^{n} \delta_{p j} \sigma_{q r}^{-1}(c) \sigma_{j q}^{-1}(d) \\
& =\sum_{i, j, l, q=1}^{n} \sigma_{p i}^{-1}\left(\sigma_{i l}\left(\sigma_{q r}^{-1}(c)\right) \sigma_{l j}\left(\sigma_{j q}^{-1}(d)\right)\right) \\
& =\sum_{i, l, q=1}^{n} \sigma_{p i}^{-1}\left(\sigma_{i l}\left(\sigma_{q r}^{-1}(c)\right) \delta_{l q} d\right)=\sum_{i, l=1}^{n} \sigma_{p i}^{-1}\left(\sigma_{i l}\left(\sigma_{l r}^{-1}(c)\right) d\right) \\
& =\sum_{i=1}^{n} \sigma_{p i}^{-1}\left(\delta_{i r} c d\right)=\sigma_{p r}^{-1}(c d)=\bar{\sigma}_{r p}(c d)
\end{aligned}
$$

However, even when $B$ is commutative, the (matrix) product of quantum automorphisms is in general not a quantum automorphism, so quantum automorphisms do not form groups. As we will explain in Section 4.2, they instead generate quantum groups (Hopf algebras).

### 4.1.3 A quantum subgroup

Even for basic examples of ring extensions, the set of all quantum automorphisms is too enormous to classify. There are various subsets that one can focus on, and we will in particular be interested in the following two attributes:

Definition 4.1.6. A quantum automorphism $\sigma$ is

1. upper triangular if $\sigma_{i j}=0$ for $i>j$, and
2. locally finite if for all $a \in B$, the set $\left\{\sigma_{i j}(a) \mid \sigma_{i j} \in U_{\sigma}\right\}$ is contained in a finitely generated $k$-module.

We denote by $\mathrm{QB}_{n}(B / k) \subseteq \mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$ the set of all quantum automorphisms which share these two properties.

Both conditions will be motivated and explained further in Section 4.2. For now, we only point out that the upper triangularity makes it particularly easy to find such quantum automorphisms:

Corollary 4.1.7. A $k$-linear ring morphism $\sigma: B \rightarrow \mathrm{M}_{n}(B)$ with $\sigma_{i j}=0$ for $i>j$ is a quantum automorphism if and only if its diagonal entries $\sigma_{i i}$ are invertible for $i=1, \cdots, n$. In this case, $U_{\sigma}$ is generated by the $\sigma_{i j}$ together with the $\sigma_{i i}^{-1}$.

Proof. This follows immediately from Proposition 4.1.3.
A typical situation in which local finiteness holds is the following:
Proposition 4.1.8. Suppose $B$ is a $k$-algebra, that $\left\{F_{d}\right\}_{d \in \mathbb{Z}}$ is an exhaustive $k$ algebra filtration of $B$ with $\operatorname{dim}_{k} F_{d}<\infty$, and that $\sigma \in \operatorname{End}_{k}(B)$ is a quantum automorphism with $\sigma_{i j}\left(F_{d}\right) \subseteq F_{d}$. Then $\sigma$ is locally finite.

Proof. By assumption, all $F_{d}$ are invariant under the action of $U_{\sigma}$, and if $b \in B$ is any element, then there exists $d \in \mathbb{Z}$ with $b \in F_{d}$, and hence $U_{\sigma} b \subseteq F_{d}$ is finitedimensional.

### 4.1.4 Quantum automorphisms of $k(t)$

We will be interested in quantum automorphisms of coordinate rings of singular plane curves whose field of fractional functions is the field $k(t)$, and we first classify the upper triangular quantum automorphisms of the latter.

Proposition 4.1.9. For any field $k$, the assignment $\sigma \mapsto \sigma(t) \in \mathrm{M}_{n}(k(t))$ defines a bijection between upper triangular quantum automorphisms of $k(t)$ over $k$ and upper triangular matrices in $\mathrm{M}_{n}(k(t))$ whose diagonal entries are of the form

$$
\sigma(t)_{i i}=\frac{\alpha_{i} t+\beta_{i}}{\gamma_{i} t+\delta_{i}}
$$

for some $\alpha_{i}, \beta_{i}, \gamma_{i}, \delta_{i} \in k, \alpha_{i} \delta_{i}-\beta_{i} \gamma_{i} \neq 0$.
Proof. For any ring extension $k \subseteq M, \sigma \mapsto T:=\sigma(t)$ defines a bijection between the set $\{\sigma: k[t] \rightarrow M\}$ of $k$-linear ring morphisms and $M$.

Such a ring morphism extends in at most one way to a ring morphism $\sigma: k(t) \rightarrow$ $M$ given by $\frac{p}{q} \mapsto p(T) q(T)^{-1}$, and it does extend if and only if for any $q \in k[t] \backslash\{0\}$ the element $q(T) \in M$ is invertible in $M$.

Specialising these general considerations to the case $M=\mathrm{M}_{n}(k(t))$, we have furthermore by elementary linear algebra over fields:

1. $p(T)$ is upper triangular for all $p \in k[t]$ if and only if $T$ is so.
2. $q(T)$ is invertible if and only if $\operatorname{det}(q(T)) \neq 0$.
3. If $q(T)$ is invertible and upper triangular, so is $q(T)^{-1}$.
4. If $T$ is upper triangular, $\operatorname{det}(q(T))=q\left(T_{11}\right) \cdots q\left(T_{n n}\right)$.

We conclude that $k$-linear ring morphisms $k(t) \rightarrow \mathrm{M}_{n}(k(t))$ that are upper triangular correspond bijectively to upper triangular matrices $T \in \mathrm{M}_{n}(k(t))$ with $q\left(T_{i i}\right) \neq 0$ for all $i=1, \ldots, n$ and $q \in k[t] \backslash\{0\}$.

Corollary 4.1.7 shows that such a ring morphism is a quantum automorphism if and only if its diagonal entries $\sigma_{i i}$ are in the Galois group of $k(t)$ over $k$, which is well-known to be the group of Möbius transformations [17, Theorem 7.5.7]. So if we are given an upper triangular matrix $T$ that defines an upper triangular quantum automorphism of $k(t)$, the $T_{i i}$ are necessarily of the form as stated. Conversely, if all $T_{i i}$ are of this form, then we also have $q\left(T_{i i}\right) \neq 0$ for all $q \in k[t] \backslash\{0\}$, as the inverse of the unique $k$-linear ring automorphism $\sigma_{i i}: k(t) \rightarrow k(t)$ that maps $t$ to $T_{i i}$ maps $q\left(T_{i i}\right)$ to $q$; thus $T$ defines a ring morphism $k(t) \rightarrow \mathrm{M}_{n}(k(t))$ which by Corollary 4.1.7 is a quantum automorphism.

### 4.1.5 Restriction to $k\left[t^{2}, t^{3}\right]$

A quantum automorphism $\sigma$ of $k(t)$ restricts to an intermediate ring $k \subseteq B \subseteq k(t)$ if and only if we have

$$
\begin{equation*}
b(\sigma(t)) \in \mathrm{M}_{n}(B) \quad \forall b \in B \tag{4.1.3}
\end{equation*}
$$

If we consider

$$
B=k\left[t^{2}, t^{3}\right]=\operatorname{span}_{k}\left\{t^{i} \mid i \neq 1\right\} \subseteq k[t],
$$

then it is evidently sufficient to test (4.1.3) only for $b=t^{2}$ and $b=t^{3}$. In other words, we have:

Corollary 4.1.10. A quantum automorphism $\sigma$ of $k(t)$ restricts to $k\left[t^{2}, t^{3}\right]$ if and only if $T^{2}, T^{3} \in \mathrm{M}_{n}\left(k\left[t^{2}, t^{3}\right]\right)$, where $T=\sigma(t)$.

When classifying upper triangular quantum automorphisms of $k\left[t^{2}, t^{3}\right]$ that extend to $k(t)$, it is sufficient to consider matrices whose entries are Laurent polynomials:

Proposition 4.1.11. If an upper triangular matrix $T \in \mathrm{M}_{n}(k(t))$ satisfies $T^{2}, T^{3} \in$ $\mathrm{M}_{n}\left(k\left[t^{2}, t^{3}\right]\right)$ then $T \in \mathrm{M}_{n}\left(k\left[t, t^{-1}\right]\right)$ whose entries contain no terms of degree less than $-3 n+4$.

Proof. We prove that the $T_{i j}$ are Laurent polynomials by induction on $j-i$.
$j-i=0$ : We have shown that the diagonal entries are Möbius transformations i.e are of the form $T_{i i}=\frac{\alpha_{i} t+\beta_{i}}{\gamma_{i} t+\delta_{i}}$. The condition $T^{2} \in \mathrm{M}_{n}\left(k\left[t^{2}, t^{3}\right]\right)$ and $\alpha_{i} \delta_{i}-\beta_{i} \gamma_{i} \neq 0$ forces $\beta_{i}=\gamma_{i}=0$, so without loss of generality, we have $T_{i i}=\alpha_{i} t$.
$j-i=1$ : We get the equations

$$
\begin{gathered}
\left(T^{2}\right)_{i i+1}=\left(\alpha_{i}+\alpha_{i+1}\right) t T_{i i+1}, \\
\left(T^{3}\right)_{i i+1}=\left(\alpha_{i}^{2}+\alpha_{i} \alpha_{i+1}+\alpha_{i+1}^{2}\right) t^{2} T_{i i+1}
\end{gathered}
$$

are in $k\left[t^{2}, t^{3}\right]$ if either $t T_{i+1} \in k\left[t^{2}, t^{3}\right]$ or $t^{2} T_{i i+1} \in k\left[t^{2}, t^{3}\right]$ since it is impossible that both the scalar factors are zero hence, $T_{i+1}$ is a Laurent polynomial and contains no term of degree $<-2$.
$j-i=n$ : Assume that $T_{i+r}$ is for all $r<n$ a Laurent polynomial and contains no term of degree less than $-3 n+1$.

By assumption, the elements

$$
\begin{aligned}
\left(T^{2}\right)_{i n+i}= & \left(\alpha_{i}+\alpha_{n+i}\right) t T_{i n+i}+\sum_{r=1}^{n-1} T_{i+r} T_{i+r n+i} \\
\left(T^{3}\right)_{i n+i}= & \left(\alpha_{i}^{2}+\alpha_{i} \alpha_{n+i}+\alpha_{n+i}^{2}\right) t^{2} T_{i n+i}+ \\
& \quad+\sum_{r=1}^{n-1} T_{i++r}\left(T^{2}\right)_{i+r n+i}+\alpha_{i} t T_{i+r} T_{i+r n+i}
\end{aligned}
$$

must be in $k\left[t^{2}, t^{3}\right]$. As both scalars $\alpha_{i}+\alpha_{n+i}$ and $\alpha_{i}^{2}+\alpha_{i} \alpha_{n+i}+\alpha_{n+i}^{2}$ cannot be simultaneously zero, it follows from the induction hypothesis that $T_{i n+i}$ is a Laurent polynomial which contains no term of degree less than $-3 n+1$.

### 4.1.6 Complete classification for $n=2,3$

Recall that for $l \in \mathbb{N}$ and $\beta \in k$, one defines the quantum numbers

$$
\llbracket l \rrbracket_{\beta}:=1+\beta+\cdots+\beta^{l-1}=\frac{1-\beta^{l}}{1-\beta}
$$

where the last equality of course only applies when $\beta \neq 1$.
Lemma 4.1.12. If $z=\sum_{i \in \mathbb{Z}} z_{i} t^{i}$, then the matrix

$$
T=\left(\begin{array}{cc}
\alpha t & z \\
0 & \alpha \beta t
\end{array}\right)
$$

corresponds to a quantum automorphism of $k\left[t^{2}, t^{3}\right]$ if and only if

1. $\llbracket 2 \rrbracket_{\beta}=0 \Leftrightarrow \beta=-1$ and $z_{-1}=z_{-3}=z_{-4}=\ldots=0$, or
2. $\llbracket 3 \rrbracket_{\beta}=0 \Leftrightarrow \beta=e^{ \pm 2 \pi i / 3}$ and $z_{0}=z_{-2}=z_{-3}=\ldots=0$ or
3. $\llbracket 2 \rrbracket_{\beta}, \llbracket 3 \rrbracket_{\beta} \neq 0$ and $z_{0}=z_{-1}=z_{-2}=\ldots=0$.

Proof. We have

$$
T^{2}=\alpha\left(\begin{array}{cc}
\alpha t^{2} & \llbracket 2 \rrbracket_{\beta} t z \\
0 & \alpha \beta^{2} t^{2}
\end{array}\right), \quad T^{3}=\alpha^{2}\left(\begin{array}{cc}
\alpha t^{3} & \llbracket 3 \rrbracket_{\beta} t^{2} z \\
0 & \alpha \beta^{3} t^{3}
\end{array}\right)
$$

so $T$ corresponds to a quantum automorphism of $k\left[t^{2}, t^{3}\right]$ if and only if

$$
\llbracket 2 \rrbracket_{\beta} t z, \quad \llbracket 3 \rrbracket_{\beta} t^{2} z \in k\left[t^{2}, t^{3}\right] .
$$

That is either $\llbracket 2 \rrbracket_{\beta}=0$, that is $\beta=-1$ which implies that $\llbracket 3 \rrbracket_{\beta} t^{2} z=t^{2} z \in k\left[t^{2}, t^{3}\right]$ meaning $z_{-1}=z_{-3}=z_{-4}=\cdots=0$ or $\llbracket 3 \rrbracket_{\beta} t^{2} z=0$ which thus implies $z_{0}=z_{-2}=$ $z_{-3}=\ldots=0$, Or $\llbracket 2 \rrbracket_{\beta} t z$ and $\llbracket 3 \rrbracket_{\beta} t^{2} z$ are non zero, in this case, $z \in k[t] / k$.

Lemma 4.1.13. If $z=\sum_{i \in \mathbb{Z}} z_{i} t^{i}, y=\sum_{j \in \mathbb{Z}} y_{j} t^{j}$, and $x=\sum_{l \in \mathbb{Z}} x_{l} t^{l}$, then the matrix

$$
T=\left(\begin{array}{ccc}
\alpha t & x & z \\
0 & \alpha \beta t & y \\
0 & 0 & \alpha \beta \gamma t
\end{array}\right)
$$

corresponds to a quantum automorphism of $k\left[t^{2}, t^{3}\right]$ if and only if we have
(a) $\beta=-1$ and $x_{-1}=x_{-3}=x_{-4}=\ldots=0$, or
(b) $\beta=e^{ \pm 2 \pi i / 3}$ and $x_{0}=x_{-2}=x_{-3}=\ldots=0$, or
(c) $\beta \neq-1, e^{ \pm 2 \pi i / 3}$ and $x_{0}=x_{-1}=x_{-2}=\ldots=0$
and
(A) $\gamma=-1$ and $y_{-1}=y_{-3}=y_{-4}=\ldots=0$, or
(B) $\gamma=e^{ \pm 2 \pi i / 3}$ and $y_{0}=y_{-2}=y_{-3}=\ldots=0$, or
(C) $\gamma \neq-1, e^{ \pm 2 \pi i / 3}$ and $y_{0}=y_{-1}=y_{-2}=\ldots=0$,
and
(r) $\beta \neq-1-\gamma^{-1}$ and there are $a, b \in k\left[t^{2}, t^{3}\right]$ with

$$
z=(1+\beta+\beta \gamma) t^{-1} a-t^{-2} b, \quad x y=\alpha\left(-\llbracket 3 \rrbracket_{\beta \gamma} a+\llbracket 2 \rrbracket_{\beta \gamma} t^{-1} b\right),
$$

or
(s) $\beta=-1-\gamma^{-1}$ and

$$
c:=x y-\alpha \gamma t z \in k\left[t^{2}, t^{3}\right], \llbracket 3 \rrbracket_{\gamma} t c \in k\left[t^{2}, t^{3}\right] .
$$

Proof. Applying Lemma 4.1 .12 to the two matrices obtained by deleting from $T$ the first respectively third row and column leads to the conditions a,b,c,A,B,C. The remaining two conditions $\mathrm{r}, \mathrm{s}$ arise from considering the $(1,3)$-entry of $T^{2}, T^{3}$ :

$$
\left(\begin{array}{cc}
\alpha \llbracket 2 \rrbracket_{\beta \gamma} & 1 \\
\alpha^{2} \llbracket 3 \rrbracket_{\beta \gamma} t & \alpha\left(1+\beta \llbracket 2 \rrbracket_{\gamma}\right) t
\end{array}\right)\binom{t z}{x y}=:\binom{a}{b} \in k\left[t^{2}, t^{3}\right]^{2}
$$

The determinant of the coefficient matrix is

$$
\alpha^{2} \beta t(1+\gamma+\beta \gamma)
$$

So we can invert the matrix over $k\left[t, t^{-1}\right]$ if

$$
\beta \neq-1-\gamma^{-1} .
$$

In this regular case, we obtain

$$
\frac{1}{\alpha^{2} \beta(1+\gamma+\beta \gamma)}\left(\begin{array}{cc}
\left(1+\beta \llbracket 2 \rrbracket_{\gamma}\right) t^{-1} & -t^{-2} \\
-\alpha \llbracket 3 \rrbracket_{\beta \gamma} & \alpha \llbracket 2 \rrbracket_{\beta \gamma} t^{-1}
\end{array}\right)\binom{a}{b}=\binom{z}{x y}
$$

By rescaling $a, b$ this yields elements $a, b \in k\left[t^{2}, t^{3}\right]$ with

$$
z=(1+\beta+\beta \gamma) t^{-1} a-t^{-2} b
$$

and

$$
x y=\alpha\left(-\llbracket 3 \rrbracket_{\beta \gamma} a+\llbracket 2 \rrbracket_{\beta \gamma} t^{-1} b\right) .
$$

In the singular case $1+\gamma+\beta \gamma=0$, the equation reduces to

$$
c:=x y-\alpha \gamma t z \in k\left[t^{2}, t^{3}\right], \quad \llbracket 3 \rrbracket_{\gamma} t c \in k\left[t^{2}, t^{3}\right] .
$$

### 4.1.7 An explicit example

From now on, we assume that 2,3 are invertible in $k$, and that $k$ contains a square root $i$ of -1 . We will study in detail the following example of a quantum automorphism of $k(t)$ :

$$
\sigma(t)=T=\left(\begin{array}{ccc}
t & t-i & -\frac{1}{3} t^{-1}-\frac{1}{2} t \\
0 & -t & t+i \\
0 & 0 & t
\end{array}\right)
$$

Its restriction to $B=k\left[t^{2}, t^{3}\right]$ yields:

$$
\sigma(x)=\left(\begin{array}{ccc}
x & 0 & \frac{1}{3} \\
0 & x & 0 \\
0 & 0 & x
\end{array}\right), \sigma(y)=\left(\begin{array}{ccc}
y & y-i x & -\frac{1}{2} y \\
0 & -y & y+i x \\
0 & 0 & y
\end{array}\right)
$$

where $x:=t^{2}, y:=t^{3}$.

By definition, the resulting algebra $U_{\sigma}$ has four generators that act as follows on the elements $x, y$ :

$$
\begin{gather*}
\mathrm{K}:=\sigma_{22}: x \mapsto x, y \mapsto-y, \\
\mathrm{E}:=\sigma_{12}: x \mapsto 0, y \mapsto y-i x, \quad \mathrm{~F}:=\sigma_{23}: x \mapsto 0, y \mapsto y+i x,  \tag{4.1.4}\\
\mathrm{Z}:=\sigma_{13}: x \mapsto \frac{1}{3}, y \mapsto-\frac{1}{2} y .
\end{gather*}
$$

since $\sigma$ is upper triangular, the operator K is an algebra automorphism of $k\left[t^{2}, t^{3}\right]$, so for all $f, g \in k\left[t^{2}, t^{3}\right]$ we have

$$
\mathrm{K}(f g)=\mathrm{K}(f) \mathrm{K}(g)
$$

The operators $\mathrm{E}, \mathrm{F}$ are twisted derivations satisfying for $f, g \in k\left[t^{2}, t^{3}\right]$

$$
\mathrm{E}(f g)=f \mathrm{E}(g)+\mathrm{E}(f) \mathrm{K}(g), \quad \mathrm{F}(f g)=\mathrm{K}(f) \mathrm{F}(g)+\mathrm{F}(f) g
$$

Similarly, Z is a twisted differential operator of order 2,

$$
\mathbf{Z}(f g)=f \mathbf{Z}(g)+\mathrm{E}(f) \mathrm{F}(g)+\mathbf{Z}(f) g
$$

This and the action (4.1.4) completely determines $\mathrm{K}, \mathrm{E}, \mathrm{F}, \mathrm{Z}$ as $k$-linear maps on $k\left[t^{2}, t^{3}\right]$.

Lemma 4.1.14. For all $n \in \mathbb{N}$, we have

$$
\begin{gather*}
\mathrm{K}\left(t^{n}\right)=(-1)^{n} t^{n},  \tag{4.1.5}\\
\mathrm{E}\left(t^{n}\right)=\left\{\begin{array}{ll}
t^{n}-i t^{n-1} & n \text { is odd, } \\
0 & n \text { is even }
\end{array}, \quad \mathrm{F}\left(t^{n}\right)= \begin{cases}t^{n}+i t^{n-1} & n \text { is odd } \\
0 & n \text { is even }\end{cases} \right. \\
\mathrm{Z}\left(t^{n}\right)= \begin{cases}\frac{n-3}{6} t^{n-2}-\frac{1}{2} t^{n} & n \text { is odd } \\
\frac{n}{6} t^{n-2} & n \text { is even. }\end{cases}
\end{gather*}
$$

Proof. We prove this by induction on $n$. For $n=1$, we have

$$
\mathrm{K}(t)=-t, \quad \mathrm{E}(t)=t-i, \quad \mathrm{~F}(t)=t+i, \quad \mathrm{Z}(t)=-\frac{1}{3} t^{-1}-\frac{1}{2} t .
$$

Assume for $n=p$ the formulas hold true. Then, as K is an automorphism,

$$
\mathrm{K}\left(t^{p+1}\right)=\mathrm{K}\left(t^{p}\right) \mathrm{K}(t)=(-1)^{p+1} t^{p+1}
$$

and since E is a twisted derivation, when $p$ is odd we have:

$$
\mathrm{E}\left(t^{p+1}\right)=\mathrm{E}\left(t^{p} t\right)=\operatorname{id}_{B}\left(t^{p}\right) \mathrm{E}(t)+\mathrm{E}\left(t^{p}\right) \mathrm{K}(t)=0
$$

when $p$ is even:

$$
\mathrm{E}\left(t^{p+1}\right)=\mathrm{E}\left(t^{p} t\right)=\operatorname{id}_{B}\left(t^{p}\right) \mathrm{E}(t)+\mathrm{E}\left(t^{p}\right) \mathrm{K}(t)=t^{p+1}-i t^{p}
$$

which similarly holds for operator F. Finally for the second order differential operator Z , when $p$ is odd,

$$
\mathbf{Z}\left(t^{p+1}\right)=\operatorname{id}_{B}\left(t^{p}\right) \mathbf{Z}(t)+\mathbf{E}\left(t^{p}\right) \mathbf{F}(t)+\mathbf{Z}\left(t^{p}\right) \operatorname{id}_{B}(t)=\frac{p+1}{6} t^{p-1}
$$

and when $p$ is even, observe that the operator E vanishes thus we have,

$$
\mathrm{Z}\left(t^{p+1}\right)=\operatorname{id}_{B}\left(t^{p}\right) \mathrm{Z}(t)+\mathrm{Z}\left(t^{p}\right) \operatorname{id}_{B}(t)=\frac{p-2}{6} t^{p-1}-\frac{1}{2} t^{p+1} .
$$

In particular, one observes:
Corollary 4.1.15. The restriction of $\sigma$ to $B=k\left[t^{2}, t^{3}\right]$ is locally finite.
Proof. The algebra $k\left[t^{2}, t^{3}\right]$ inherits a grading from $k[t]$, so

$$
\operatorname{deg}(x)=2, \quad \operatorname{deg}(y)=3
$$

and if we denote by

$$
\begin{equation*}
F_{d}:=\operatorname{span}_{k}\left\{1, t^{2}, t^{3}, \ldots, t^{d}\right\} \tag{4.1.6}
\end{equation*}
$$

the resulting filtration of $k\left[t^{2}, t^{3}\right]$, then by the above formulas all assumptions of Proposition 4.1.8 are met.

### 4.2 Geometric interpretation

This section contains the interpretation and motivation for the above computations: we interpret the algebra $B=k\left[t^{2}, t^{3}\right]$ as the coordinate ring of the cusp and explain how quantum automorphisms as described above give rise to (co)actions of Hopf algebras on $B$. Finally, we prove that the example discussed in Section 4.1.7 turns $B$ into a quantum homogeneous space. For simplicity, Hopf algebra here means Hopf algebra with bijective antipode

### 4.2.1 The algebraic curve $V$

If $k$ is any field and $k \subsetneq B \subseteq k(t)$ is any intermediate ring, then $B$ is a subring of a field, hence an integral domain, and its fraction field embeds naturally into $k(t)$; so by Lüroth's theorem, the fraction field is isomorphic to $k(t)$. If $B$ is the coordinate ring of an algebraic set $V$ this means that $V$ is an irreducible curve which is birationally equivalent to the affine line. In particular, when $k$ is algebraically closed, then this is the case if and only if $B$ is finitely generated as a $k$-algebra (by Hilbert's Nullstellensatz).

For $B=k\left[t^{2}, t^{3}\right]$, the curve $V$ is the cusp

$$
V=\left\{(\alpha, \beta) \in k^{2} \mid \alpha^{3}=\beta^{2}\right\}=\left\{\left(\lambda^{2}, \lambda^{3}\right) \mid \lambda \in k\right\} \subseteq k^{2}
$$

so in geometric terms, the theory developed in the previous section is about quantum automorphisms of the cusp that extend from its coordinate ring to its field of rational functions.

### 4.2.2 The Hopf algebra $H_{\sigma}$

In this section we will show that a quantum automorphism $\sigma \in \mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$ of a $k$-algebra $B$ gives rise to a Hopf algebra $H_{\sigma}$ that acts inner faithfully ([4],[21]) on $B$. This construction follows the approach of [37]:

1. Consider the free $k$-algebra $k\left\langle s_{d, i j}\right\rangle$ with generators $s_{d, i j}, i, j=1, \ldots, n, d \in$ $\mathbb{Z}$. This carries a unique bialgebra structure whose coproduct and counit are determined by

$$
\Delta\left(s_{d, i j}\right)=\sum_{r=1}^{n} s_{d, i r} \otimes s_{d, r j}, \quad \varepsilon\left(s_{d, i j}\right)=\delta_{i j} .
$$

2. Define an action of this free bialgebra on $B$ in which the generators act by the entries of the quantum automorphisms $\sigma_{d}$ :

$$
\triangleright: k\left\langle s_{d, i j}\right\rangle \otimes B \rightarrow B, \quad s_{d, i j} \triangleright a:=\sigma_{d, i j}(a) .
$$

This turns $B$ into a $k\left\langle s_{d, i j}\right\rangle$-module algebra, that is, for any $X \in k\left\langle s_{d, i j}\right\rangle$ and $a, b \in B$, we have

$$
X \triangleright(a b)=\left(X_{(1)} \triangleright a\right)\left(X_{(2)} \triangleright b\right) .
$$

3. If $I \subseteq k\left\langle s_{d, i j}\right\rangle$ is the ideal generated by all elements of the form

$$
\sum_{r=1}^{n} s_{d, i r} s_{d+1, j r}-\delta_{i j}, \quad \sum_{r=1}^{n} s_{d+1, r i} s_{d, r j}-\delta_{i j}
$$

for some $d, i, j$, then $k\left\langle s_{d, i j}\right\rangle / I$ becomes a Hopf algebra with (invertible) antipode induced by

$$
S\left(s_{d, i j}\right):=s_{d+1, j i}
$$

and the action $\triangleright$ on $B$ descends by construction to this quotient. That is, if by abuse of notation we also denote by $\sigma$ the action viewed as a morphism

$$
\sigma: k\left\langle s_{d, i j}\right\rangle \rightarrow \operatorname{End}_{k}(B), \quad s_{d, i j} \mapsto \sigma_{d, i j}
$$

then $I \subseteq \operatorname{ker} \sigma$ since for $i=j$ we have

$$
\sum_{r=1}^{n} \sigma_{d, i r} \sigma_{d, i r}^{-1}(b)-b=0=\sum_{r=1}^{n} \sigma_{d, r i}^{-1} \sigma_{d, r i}(b)-b
$$

Thus $\sigma$ induces a morphism

$$
k\left\langle s_{d, i j}\right\rangle / I \rightarrow \operatorname{End}_{k}(B)
$$

that we still denote by $\sigma$.
4. Up to here, the Hopf algebra $k\left\langle s_{d, i j}\right\rangle / I$ is not very interesting and depends only on the size $n$ of the matrix $\sigma \in \mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$ and not on the actual choice of $\sigma$ or $B$.

Recall from Section 2.3.4 that the Hopf image $H_{\sigma}$ of the representation $\sigma$ is the universal quotient Hopf algebra that acts on $B$. In other words, $H_{\sigma}$ is the quotient of $k\left\langle s_{d, i j}\right\rangle / I$ by the sum $J_{\sigma}$ of all Hopf ideals contained in $\operatorname{ker} \sigma$.

Remark 4.2.1. More abstractly, steps (1)-(3) construct the free Hopf algebra with invertible antipode on the coalgebra $C:=\mathrm{M}_{n}(k)^{\star}$, the dual of the algebra $\mathrm{M}_{n}(k)$. As discussed in Theorem 2.2.10, the free Hopf algebra on $C$ was constructed, not forcing the antipode to be invertible. The corresponding version of the above construction would use only non-negative $d$ in $s_{d, i j}$. The transpose is used to identify the coalgebra spanned by $s_{d, i j}$ for a fixed odd $d$ with its coopposite. That is, the choice of a quantum automorphism $\sigma$ of $B$ turns $B$ into a module algebra over this free Hopf algebra.

Proposition 4.2.2. If $\sigma$ is upper triangular, then we have:

1. $H_{\sigma}$ is generated as an algebra by the classes $\left[s_{0, i j}\right]$ with $i \leq j$, together with $\left[s_{1, i i}\right]=\left[s_{0, i i}\right]^{-1}$.
2. $H_{\sigma}$ is pointed.

Proof. The first claim is shown in the same way as Proposition 4.1.3. The second claim uses a standard argument: define a Hopf algebra filtration $\left\{C_{f}\right\}$ of $H_{\sigma}$ by assigning to $\left[s_{d, i j}\right]$ the filtration degree $j-i$,

$$
C_{f}=\operatorname{span}_{k}\left\{\left[s_{d_{1}, i_{1} j_{1}}\right] \cdots\left[s_{d_{l}, i_{l} j_{l}}\right] \mid \sum_{q} j_{q}-i_{q} \leq f\right\}
$$

This is an algebra filtration by definition and a coalgebra filtration as $\left[s_{d, i j}\right]=0$ if $i>j$. As the $\left[s_{d, i j}\right]$ generate $H_{\sigma}$ as an algebra, it is exhaustive. If $S \subseteq H_{\sigma}$ is a simple subcoalgebra, then $\operatorname{dim}_{k} S<\infty$, so there exists a minimal $f \geq 0$ with $S \subseteq C_{f}$, $S \nsubseteq C_{f-1}$, and if $f>0$, it is immediately verified that $S \cap C_{f-1}$ is a proper non-zero subcoalgebra of $S$, contradicting the fact that $S$ is simple. Finally, if $S \subseteq C_{0}$ then $S$ is spanned by group-likes and the span of any group-like is a subcoalgebra. So as $S$ is simple, it is one-dimensional.

### 4.2.3 Application to $k\left[t^{2}, t^{3}\right]$

For $B=k\left[t^{2}, t^{3}\right]$, the curve $V$ is the cusp

$$
V=\left\{(\alpha, \beta) \in k^{2} \mid \alpha^{3}=\beta^{2}\right\}=\left\{\left(\lambda^{2}, \lambda^{3}\right) \mid \lambda \in k\right\} \subseteq k^{2},
$$

so in geometric terms, the theory developed in the previous section is about quantum automorphisms of the cusp that extend from its coordinate ring to its field of rational functions. For the quantum automorphism described in Section 4.1.7, we abbreviate

$$
K:=\left[s_{0,22}\right], \quad E:=\left[s_{0,12}\right], \quad F:=\left[s_{0,23}\right], \quad Z:=\left[s_{0,13}\right] \in H_{\sigma} .
$$

By Proposition 4.2.2, $H_{\sigma}$ is generated as an algebra by these elements whose image in $U_{\sigma}$ are the operators $\mathbf{K}, \mathbf{E}, \mathbf{F}, \mathbf{Z}$, respectively. Furthermore, the fact that $\left[s_{0, i j}\right]=0$ for $i>j$ implies that $K$ is group-like, that is, its coproduct is given by

$$
\Delta(K)=K \otimes K
$$

that $E, F$ are $(1, K)$ - respectively $(K, 1)$-twisted primitive,

$$
\Delta(E)=1 \otimes E+E \otimes K, \quad \Delta(F)=K \otimes F+F \otimes 1
$$

and $Z$ is of degree 2 with respect to the coradical filtration of $H_{\sigma}$,

$$
\Delta(Z)=1 \otimes Z+E \otimes F+Z \otimes 1
$$

We will now obtain a presentation of $H_{\sigma}$ as an algebra. First, we observe that the definition of $H_{\sigma}$ implies:

Lemma 4.2.3. We have $K^{2}=1$ and $F=-K E$.
Proof. $K^{2}-1$ and $K E+F$ are in the kernel of the representation $\sigma: H_{\sigma} \rightarrow U_{\sigma}$. The coproduct of these elements are

$$
\begin{gathered}
\Delta\left(K^{2}-1\right)=K^{2} \otimes K^{2}-1 \otimes 1=K^{2} \otimes\left(K^{2}-1\right)+\left(K^{2}-1\right) \otimes 1, \\
\Delta(K E+F)=K \otimes(K E+F)+(K E+F) \otimes 1,
\end{gathered}
$$

It follows that each one generates a Hopf ideal in $H_{\sigma}$ which is in the kernel of $\sigma$, so by definition of $H_{\sigma}$, these elements vanish.

Thus $H_{\sigma}$ is generated as an algebra by $K, E, Z$.
Second, we decompose $E$ and $Z$ into eigenvectors of the map given by conjugation by $K$; that is, we define

$$
E_{ \pm}:=\frac{1}{2}(E \pm K E K), \quad Z_{ \pm}:=\frac{1}{2}(Z \pm K Z K) .
$$

By the definition of these elements, they (anti)commute with $K$ :
Lemma 4.2.4. We have $K E_{ \pm}= \pm E_{ \pm} K$ and $K Z_{ \pm}= \pm Z_{ \pm} K$.
The coproduct of these elements and their action on $B$ is given by

$$
\begin{gathered}
\Delta\left(E_{ \pm}\right)=1 \otimes E_{ \pm}+E_{ \pm} \otimes K, \\
\Delta\left(Z_{+}\right)=1 \otimes Z_{+}-E_{+} \otimes E_{+} K-E_{-} \otimes E_{-} K+Z_{+} \otimes 1, \\
\Delta\left(Z_{-}\right)=1 \otimes Z_{-}-E_{+} \otimes E_{-} K-E_{-} \otimes E_{+} K+Z_{-} \otimes 1, \\
\sigma\left(E_{+}\right)\left(t^{n}\right)=\left\{\begin{array}{ll}
t^{n} & n \text { is odd, } \\
0 & n \text { is even, }
\end{array} \quad \sigma\left(E_{-}\right)\left(t^{n}\right)= \begin{cases}-i t^{n-1} & n \text { is odd, } \\
0 & n \text { is even, }\end{cases} \right. \\
\sigma\left(Z_{+}\right)\left(t^{n}\right)=\left\{\begin{array}{ll}
\frac{n-3}{6} t^{n-2}-\frac{1}{2} t^{n} & n \text { is odd, } \\
\frac{n}{6} t^{n-1} & n \text { is even, }
\end{array} \sigma\left(Z_{-}\right)\left(t^{n}\right)= \begin{cases}0 & n \text { is odd, } \\
0 & n \text { is even, }\end{cases} \right.
\end{gathered}
$$

From this we obtain in a similar manner as in Lemma 4.2.3:

Lemma 4.2.5. We have $Z_{-}=-E_{+} E_{-}, E_{-}^{2}=0, E_{+}=-\frac{1}{2}(K-1)$.
Proof. It follows from the above and the relation $K^{2}=1$ that the elements $Z_{-}+$ $E_{+} E_{-}$and $E_{-}^{2}$ are primitive while $E_{+}+\frac{1}{2}(K-1)$ is $(1, K)$-twisted primitive, and they are straightforwardly verified to be in $\operatorname{ker} \sigma$, hence as in Lemma 4.2.3 it follows that they vanish in $H_{\sigma}$.

So $H_{\sigma}$ is generated as an algebra by $K, E_{-}$and $Z_{+}$.
Finally, we abbreviate

$$
Y:=6 Z_{+}-\frac{3}{2}(K-1), \quad D:=i E_{-}, \quad C:=Y D-D Y
$$

Their coproduct is given by

$$
\Delta(Y)=1 \otimes Y-6 D \otimes D K+Y \otimes 1, \quad \Delta(C)=1 \otimes C+C \otimes K
$$

and they act on $B$ by the operators

$$
\begin{gather*}
\mathrm{Y}\left(t^{n}\right):=\left\{\begin{array}{ll}
(n-3) t^{n-2}, & n \text { odd, } \\
n t^{n-2}, & n \text { even, }
\end{array} \quad \mathrm{C}\left(t^{n}\right):= \begin{cases}2 t^{n-3}, & n \text { odd } \\
0, & n \text { even. }\end{cases} \right.  \tag{4.2.1}\\
\mathrm{D}\left(t^{n}\right):= \begin{cases}t^{n-1} & n \text { is odd } \\
0 & n \text { is even. }\end{cases}
\end{gather*}
$$

Their commutation relations (as elements in $H_{\sigma}$ ) are as follows:
Lemma 4.2.6. We have $Y K=K Y, K C=-C K, D C=-C D$, and

$$
Y C=C Y, \quad C^{2}=0
$$

Proof. The relations $K Y=Y K, K C=-C K, D C=-C D$ follow from the definition of $Y, C, D$ and the commutation relations already obtained. The remaining two relations follow as in Lemma 4.2.3; $Y C-C Y$ is $(1, K)$-twisted primitive while $C^{2}$ is primitive.

Remark 4.2.7. Note that we can express the operators $Y$ and $D$ in terms of $K$, the differential operator $\frac{d}{d t}$, and the multiplication operators by $t^{-m}$ as

$$
\mathrm{D}=-\frac{1}{2} t^{-1}(\mathrm{~K}-1), \quad \mathrm{Y}=t^{-1} \frac{d}{d t}+\frac{3}{2} t^{-2}(\mathrm{~K}-1)
$$

The two summands in Y can be considered separately as operators on $k(t)$ that both restrict to $k\left[t, t^{-1}\right]$, but only the sum restricts to $k\left[t^{2}, t^{3}\right]$. As operators on $k(t)$, $\mathrm{Y}_{0}:=t^{-1} \frac{d}{d t}$ is a derivation and $\mathrm{Y}_{1}:=\frac{3}{2} t^{-2}(\mathrm{~K}-1)$ is a twisted derivation,

$$
\mathrm{Y}_{0}(f g)=f \mathrm{Y}_{0}(g)+\mathrm{Y}_{0}(f) g, \quad \mathrm{Y}_{1}(f g)=f \mathrm{Y}_{1}(g)+\mathrm{Y}_{1}(f) \mathrm{K}(g)
$$

so it is a rather non-trivial fact that their sum is a twisted differential operator of order 2 on $k\left[t^{2}, t^{3}\right]$. The other generator D is a twisted derivation,

$$
\mathrm{D}(f g)=f \mathrm{D}(g)+\mathrm{D}(f) \mathrm{K}(g)
$$

Our aim is to prove that the relations we have found are complete. In order to do so, we define the auxiliary Hopf algebra

$$
\begin{aligned}
\tilde{H}_{\sigma} & :=k\langle\tilde{K}, \tilde{D}, \tilde{Y}\rangle / I \\
I & :=\left\langle\tilde{K^{2}}-1, \tilde{K} \tilde{D}+\tilde{D} \tilde{K}, \tilde{K} \tilde{Y}-\tilde{Y} \tilde{K}, \tilde{Y^{2}} \tilde{D}-2 \tilde{Y} \tilde{D} \tilde{Y}+\tilde{D} \tilde{Y}^{2}, \tilde{D}^{2}\right\rangle
\end{aligned}
$$

as the algebra generated by $\tilde{K}, \tilde{D}, \tilde{Y}$ satisfying the relations established in the lemmata in this subsection, equipped with the coproduct given on generators by the same formulas as in $H_{\sigma}$. Bergman's diamond lemma 3.3.1 immediately yields:

Lemma 4.2.8. If $\tilde{C}:=\tilde{Y} \tilde{D}-\tilde{D} \tilde{Y}$, then the set

$$
\left\{\tilde{C}^{a} \tilde{D}^{b} \tilde{K}^{c} \tilde{Y}^{d} \mid a, b, c \in\{0,1\}, d \in \mathbb{N}\right\}
$$

is a $k$-vector space basis of $\tilde{H}_{\sigma}$.
Proof. Following the setup of Bergman's diamond lemma 3.3.1, $X=\{\tilde{C}, \tilde{D}, \tilde{K}, \tilde{Y}\}$ and $I$ is the two sided ideal spanned by the elements

$$
\tilde{K}^{2}-1, \quad \tilde{K} \tilde{D}+\tilde{D} \tilde{K}, \quad \tilde{K} \tilde{Y}-\tilde{Y} \tilde{K}, \quad \tilde{D}^{2}, \quad \tilde{Y} \tilde{C}-\tilde{C} \tilde{Y}
$$

Clearly, $\tilde{H}_{\sigma} \cong k\langle X\rangle / I$ and there are no ambiguities, a close inspection reveals that the set described in the Lemma is vector space basis of $\tilde{H}_{\sigma}$.

We now describe the algebra morphism $\sigma: \tilde{H}_{\sigma} \rightarrow U_{\sigma}$; by showing that its kernel contains no Hopf ideal, we will then prove that $\tilde{H}_{\sigma}=H_{\sigma}$.

By direct computation, one establishes that the generators $\mathrm{K}, \mathrm{C}, \mathrm{D}, \mathrm{Y}$ of $U_{\sigma}$ satisfy the following relations in addition to those satisfied by $\tilde{K}, \tilde{C}, \tilde{D}$ and $\tilde{Y}$ :

Lemma 4.2.9. We have $\mathrm{CD}=0, \mathrm{KC}=\mathrm{C}, \mathrm{KD}=\mathrm{D}$.

A moment's thought tells that this is a complete presentation of $U_{\sigma}$ :
Proposition 4.2.10. The above relations define a presentation of $U_{\sigma}$.
Proof. The claim is that if we define an abstract algebra $k\langle\mathrm{~K}, \mathrm{C}, \mathrm{D}, \mathrm{Y}\rangle / R$, where $R$ is the ideal generated by the above relations and those that follow from the ones between $\tilde{K}, \tilde{C}, \tilde{D}, \tilde{Y}$ in $I$, then the resulting algebra morphism $k\langle\mathrm{~K}, \mathrm{C}, \mathrm{D}, \mathrm{Y}\rangle / R \rightarrow U_{\sigma}$ is an isomorphism. To do so, observe that using the $k$-vector space basis of $\tilde{H}_{\sigma}$ and the relations stated in the current proposition, we obtain a $k$-vector space basis of $k\langle\mathrm{~K}, \mathrm{C}, \mathrm{D}, \mathrm{Y}\rangle / R$ of the form

$$
\begin{equation*}
\left\{\mathbf{Y}^{a}, \mathbf{C Y}^{b}, \mathbf{D Y}^{c}, \mathbf{K Y}^{d} \mid a, b, c, d \in \mathbb{N}\right\} \tag{4.2.2}
\end{equation*}
$$

It is now straightforward to show that these operators are mapped to linearly independent elements of $\operatorname{End}_{k}(B)$, that is

$$
\begin{align*}
& \mathrm{Y}^{a}\left(t^{n}\right)= \begin{cases}(n-3) \cdots(n-(2 a+1)) t^{n-2 a} & n \text { is odd } \\
n \cdots(n-(2 a-2)) t^{n-2 a} & n \text { is even }\end{cases}  \tag{4.2.3}\\
& \mathrm{CY}^{b}\left(t^{n}\right)= \begin{cases}(n-3) \cdots(n-(2 b+1)) t^{n-3-2 b} & n \text { is odd } \\
0 & n \text { is even }\end{cases} \\
& \mathrm{KY}^{d}\left(t^{n}\right)= \begin{cases}-(n-3) \cdots(n-(2 d+1)) t^{n-2 d} & n \text { is odd } \\
n \cdots(n-(2 d-2)) t^{n-2 d} & n \text { is even }\end{cases} \\
& \operatorname{DY}^{c}\left(t^{n}\right)= \begin{cases}(n-3) \cdots(n-(2 c+1)) t^{n-1-2 c} & n \text { is odd } \\
0 & n \text { is even }\end{cases}
\end{align*}
$$

Remark 4.2.11. Note that $U_{\sigma}$ carries a natural grading in which

$$
\operatorname{deg} \mathrm{K}=0, \quad \operatorname{deg} \mathrm{C}=3, \quad \operatorname{deg} \mathrm{D}=1, \quad \operatorname{deg} \mathrm{Y}=2,
$$

and that $B$ becomes a graded $U_{\sigma}$-module, $\left(U_{\sigma}\right)_{i} B_{j} \subseteq B_{j-i}$.
In order to proceed, note that by Lemma 4.2 .8 the subalgebra of $\tilde{H}_{\sigma}$ generated by $\tilde{Y}$ is as an abstract algebra the polynomial algebra $k[\tilde{Y}]$ and that $\left\{\tilde{C}^{a} \tilde{D}^{b} \tilde{K}^{c} \mid a, b, c \in\right.$ $\{0,1\}\}$ is a basis of $\tilde{H}_{\sigma}$ as a right $k[\tilde{Y}]$-module, so as such, $\tilde{H}_{\sigma}$ has rank 8. Similarly, $U_{\sigma}$ becomes a right $k[\tilde{Y}]$-module where $\tilde{Y}$ acts via right multiplication by Y , and by the above proposition, $\{1, \mathrm{C}, \mathrm{D}, \mathrm{K}\}$ is a basis of this $k[\tilde{Y}]$-module, so this has rank 4. The map $\sigma: \tilde{H}_{\sigma} \rightarrow U_{\sigma}$ is right $k[\tilde{Y}]$-linear, and we have:

Corollary 4.2.12. As a right $k[\tilde{Y}]$-module, $\operatorname{ker} \sigma$ is free with basis given by

$$
\{\tilde{C} \tilde{K}+\tilde{C}, \tilde{D} \tilde{K}+\tilde{D}, \tilde{C} \tilde{D}, \tilde{C} \tilde{D} \tilde{K}\}
$$

Proof. As mentioned in the remark above $\tilde{H}_{\sigma}$ as a $k[\tilde{Y}]$-module has basis

$$
\{1, \tilde{C}, \tilde{D}, \tilde{K}, \tilde{C} \tilde{D}, \tilde{C} \tilde{K}, \tilde{D} \tilde{K}, \tilde{C} \tilde{D} \tilde{K}\}
$$

Following the relations in Lemma 4.2.9, it follows that the set described in this corollary is a basis for ker $\sigma$.

As a last ingredient, we list the one-dimensional representations of $\tilde{H}_{\sigma}$ and their left and right hit actions on $\tilde{H}_{\sigma}$ :

Lemma 4.2.13. For any $s \in\{-1,1\}, \lambda \in k$, there is an algebra morphism

$$
\chi_{s, \lambda}: \tilde{H}_{\sigma} \rightarrow k, \quad \tilde{K} \mapsto s, \quad \tilde{D} \mapsto 0, \quad \tilde{Y} \mapsto \lambda
$$

and any algebra morphism $\tilde{H}_{\sigma} \rightarrow k$ is of this form.
Proof. The defining relations of $\tilde{H}_{\sigma}$ motivate the definition of $\chi_{s, \lambda}$ and any algebra map $\tilde{H}_{\sigma} \longrightarrow k$ must respect these relations.

These 1-dimensional representations define algebra automorphisms $\mathrm{L}_{s, \lambda}, \mathrm{R}_{s, \lambda}: \tilde{H}_{\sigma} \rightarrow$ $\tilde{H}_{\sigma}$ given by

$$
\mathrm{R}_{s, \lambda}(h):=\chi_{s, \lambda}\left(h_{(1)}\right) h_{(2)}, \quad \mathrm{L}_{s, \lambda}(h):=h_{(1)} \chi_{s, \lambda}\left(h_{(2)}\right) .
$$

That is $\mathrm{R}_{s, \lambda}:=\left(\chi_{s, \lambda} \otimes i d\right) \circ \Delta$ and $\mathrm{L}_{s, \lambda}:=\left(i d \otimes \chi_{s, \lambda}\right) \circ \Delta$ which are composites of algebra maps. On the generators of $\tilde{H}_{\sigma}$, these automorphisms are given by

$$
\begin{gathered}
\mathrm{L}_{s, \lambda}(\tilde{K})=\mathrm{R}_{s, \lambda}(\tilde{K})=s \tilde{K} \\
\mathrm{~L}_{s, \lambda}(\tilde{D})=s \tilde{D}, \quad \mathrm{R}_{s, \lambda}(\tilde{D})=\tilde{D} \\
\mathrm{~L}_{s, \lambda}(\tilde{Y})=\mathrm{R}_{s, \lambda}(\tilde{Y})=\tilde{Y}+\lambda
\end{gathered}
$$

Note further that all one-dimensional representations of $\tilde{H}_{\sigma}$ descend to $U_{\sigma}$ :
Lemma 4.2.14. We have $\operatorname{ker} \sigma \subseteq \bigcap_{s, \lambda} \operatorname{ker} \chi_{s, \lambda}$.
Proof. By the definition of $\chi_{s, \lambda}, C, D$, and any word $X \in \tilde{H}_{\sigma}$ containing alphabets $C, D$ lie in ker $\chi_{s, \lambda}$. The claim thus follows from Lemma 4.2.12.

We are now ready to prove:

Theorem 4.2.15. The quotient $\tilde{H}_{\sigma} \rightarrow H_{\sigma}$ is an isomorphism.
Proof. Assume that $J \subseteq \operatorname{ker} \sigma$ is a Hopf ideal. Then for all $h \in J$, we have $\Delta(h) \in$ $J \otimes \tilde{H}_{\sigma}+\tilde{H}_{\sigma} \otimes J ;$ by the last lemma, applying $\chi_{s, \lambda}$ to the left or to the right tensor component yields an element in $J$. That is, we have

$$
\mathrm{L}_{s, \lambda}(J)=\mathrm{R}_{s, \lambda}(J)=J
$$

The maps $\mathrm{R}_{s, \lambda}, \mathrm{~L}_{s, \lambda}$ act on the basis elements from Lemma 4.2 .8 by

$$
\begin{aligned}
& \mathrm{L}_{s, \lambda}\left(\tilde{C}^{a} \tilde{D}^{b} \tilde{K}^{c} \tilde{Y}^{d}\right)=s^{a+b+c} \tilde{C}^{a} \tilde{D}^{b} \tilde{K}^{c}(\tilde{Y}+\lambda)^{d}, \\
& \mathrm{R}_{s, \lambda}\left(\tilde{C}^{a} \tilde{D}^{b} \tilde{K}^{c} \tilde{Y}^{d}\right)=s^{c} \tilde{C}^{a} \tilde{D}^{b} \tilde{K}^{c}(\tilde{Y}+\lambda)^{d}
\end{aligned}
$$

Thus if

$$
X=\sum_{a b c d} \iota_{a b c d} \tilde{C}^{a} \tilde{D}^{b} \tilde{K}^{c} \tilde{Y}^{d} \in J, \quad \iota_{a b c d} \in k
$$

and $d_{\max }(X)$ is the largest $d$ such that $\iota_{a b c d} \neq 0$ for some $a, b, c$, then unless $d_{\max }=0$,

$$
X^{\prime}:=X-\mathrm{R}_{1,1}(X) \in J
$$

is a non-zero element with $d_{\max }\left(X^{\prime}\right)=d_{\max }(X)-1$. So if $J \neq 0$, it necessarily contains a non-zero elment of the form

$$
X=\sum_{a b c} \iota_{a b c} \tilde{C}^{a} \tilde{D}^{b} \tilde{K}^{c}
$$

Using now $\mathrm{R}_{-1,0}$ instead of $\mathrm{R}_{1,1}$, the analogous argument shows that $J$ contains a non-zero element of the form

$$
X=\sum_{a b} \iota_{a b} \tilde{C}^{a} \tilde{D}^{b}
$$

Considering finally

$$
X \pm \mathrm{L}_{-1,0}(X)
$$

we find that

$$
\iota_{00}+\iota_{11} \tilde{C} \tilde{D} \in J, \quad \iota_{01} \tilde{C}+\iota_{10} \tilde{D} \in J
$$

Since $\mathrm{C}, \mathrm{D} \in U_{\sigma}$ are linearly independent and $J \subseteq \operatorname{ker} \sigma$, the second element vanishes. Using that the coproduct of $\tilde{C} \tilde{D}$ is

$$
\Delta(\tilde{C} \tilde{D})=1 \otimes \tilde{C} \tilde{D}+\tilde{C} \otimes \tilde{K} \tilde{D}+\tilde{D} \otimes \tilde{C} \tilde{K}+\tilde{C} \tilde{D} \otimes 1
$$

and $\tilde{C}, \tilde{D}$ are linearly independent modulo $\operatorname{ker} \sigma$, one also concludes that the first element vanishes, a contradiction.

Remark 4.2.16. Thus $H_{\sigma}$ does not act faithfully on $B$ - for example, we now know that $C D \in H_{\sigma}$ is a non-zero element while $\mathrm{CD}=\sigma(C D)=0$. However, $H_{\sigma}$ acts by definition inner faithfully on $B$, that is, the action does descend to algebra, but not to Hopf algebra quotients of $H_{\sigma}$.

Remark 4.2.17. Thus $H_{\sigma}$ is the Ore extension of the subalgebra generated by $K, C, D$ by the derivation $\partial$ given by

$$
K \mapsto 0, \quad D \mapsto C, \quad C \mapsto 0 .
$$

which is induced by the presentation of $H_{\sigma}$, for example: since $K^{2}=1$ in $H_{\sigma}$, we thus have $0=\partial(1)=\partial\left(K^{2}\right)=K \partial(K)+\partial(K) K$ that is $K \partial(K)=-\partial(K) K$ which yields $\partial(K)=0$. In particular, $H_{\sigma}$ has Gelfan'd-Kirillov dimension 1, but note that it is not semiprime (the right ideal generated by $C$ is a nonzero ideal that squares to zero) so is not part of the recent classification of these Hopf algebras (see e.g. [13, 36] and the references therein).

Remark 4.2.18. Note that the subalgebra generated by $K$ and $D$ (and similarly the subalgebra generated by $K$ and $C$ ) is isomorphic as Hopf algebra to Sweedler's 4-dimensional Hopf algebra. Note that for any $c \in k$,

$$
\begin{aligned}
R_{c} & :=\frac{1}{2}(1 \otimes 1+1 \otimes K+K \otimes 1-K \otimes K) \\
& +\frac{c}{2}(D \otimes D-D \otimes K D+K D \otimes D+K D \otimes K D)
\end{aligned}
$$

is a universal R-matrix for these Hopf subalgebras (see [44, Exercise 12.2.11]) that is they are cocommutative up to conjugation by $R_{c}$, more precisely,

$$
R_{c} \Delta R_{c}^{-1}=\Delta^{\mathrm{cop}} .
$$

The Hopf subalgebra generated by $K$ and $D($ similarly by $K$ and $C)$ is quasitriangular. However, $R_{c}$ does not define a quasitriangular structure on $H_{\sigma}$ as

$$
R_{c} \Delta(Y) R_{c}^{-1} \neq \Delta^{\mathrm{cop}}(Y)
$$

but at least for $c=0$, the corresponding braiding on $B \otimes B$ is a morphism of $H_{\sigma^{-}}$ modules. This braiding is simply the standard nontrivial symmetric braiding on the category of graded vector spaces,

$$
t^{i} \otimes t^{j} \mapsto(-1)^{i j} t^{j} \otimes t^{i}
$$

### 4.2.4 The Hopf algebra $A_{\sigma}$

We now pass to a dual picture: assume that $\sigma$ is a locally finite quantum automorphism of a $k$-algebra $B$. Then the $H_{\sigma}$-action on $B$ arises by dualisation from an $H_{\sigma}^{\circ}$-coaction, where $H_{\sigma}^{\circ}$ denotes the Hopf dual of $H_{\sigma}$. In other words, $B$ is a right $H_{\sigma}^{\circ}$-comodule algebra with a coaction that we denote by

$$
\rho: B \rightarrow B \otimes H_{\sigma}^{\circ}, \quad b \mapsto b_{(0)} \otimes b_{(1)}
$$

Definition 4.2.19. We denote by $A_{\sigma} \subseteq H_{\sigma}^{\circ}$ the Hopf subalgebra generated by the matrix coefficients $\left\{f\left(b_{(0)}\right) b_{(1)} \mid b \in B, f \in B^{\star}\right\}$ of $\rho$.

When $H_{\sigma}$ is infinite-dimensional, $A_{\sigma}$ could be a proper Hopf subalgebra of $H_{\sigma}^{\circ}$, but note that it is always dense:

Proposition 4.2.20. The restriction of the dual pairing of $H_{\sigma}^{\circ}$ and $H_{\sigma}$ to $A_{\sigma} \otimes H_{\sigma}$ is non-degenerate.

Proof. The degeneration space

$$
\left\{X \in H_{\sigma} \mid a(X)=0 \forall a \in A_{\sigma}\right\}
$$

is the kernel of the Hopf algebra morphism, $\langle-, a\rangle: H_{\sigma} \longrightarrow k$ for each $a \in A_{\sigma}$. Thus it is a Hopf ideal of $H_{\sigma}$ that acts trivially on $B$, hence vanishes by the definition of $H_{\sigma}$.

Note that if $M \subseteq B$ is any finite-dimensional $H_{\sigma}$-submodule that generates $B$ as an algebra, then we have

$$
B \cong T M / R
$$

as an $H_{\sigma}$-module algebra, where $T M$ is the tensor algebra of $M$ (over $k$ ) and $R$ is the 2-sided ideal of relations that hold among the elements of $M$ in the algebra $B$. Then we have:

Lemma 4.2.21. $A_{\sigma}$ is generated as a Hopf algebra by the matrix coefficients of $M$.
Proof. The matrix coefficients of $M^{\otimes n}$ are sums of products of $n$ matrix coefficients of $M$, and the space of matrix coefficients of a quotient comodule $M^{\otimes n} /\left(R \cap M^{\otimes n}\right)$ is a subspace of the space of matrix coefficients of $M^{\otimes n}$.

In coordinates, if $e_{1}, \ldots, e_{\operatorname{dim}_{k} M}$ is a vector space basis of $M$, then $A_{\sigma}$ is generated as a Hopf algebra by the functionals $a_{i j} \in H_{\sigma}^{\circ}, i, j=1, \ldots, \operatorname{dim}_{k} M$, for which

$$
X \triangleright e_{i}=\sigma(X)\left(e_{i}\right)=\sum_{j=1}^{\operatorname{dim}_{k} M} a_{j i}(X) e_{j}, \quad X \in H_{\sigma}
$$

so the coaction $\rho$ is given by

$$
\begin{equation*}
M \rightarrow M \otimes A_{\sigma}, \quad e_{i} \mapsto \sum_{j=1}^{\operatorname{dim}_{k} M} e_{j} \otimes a_{j i} \tag{4.2.4}
\end{equation*}
$$

Remark 4.2.22. In general, the matrix coefficients of $M$ do not generate $A_{\sigma}$ as an algebra - the subalgebra that they generate is a subbialgebra of $A_{\sigma}$ as the span of the matrix coefficients is a subcoalgebra (with coalgebra structure given by (2.3.1)), but this subbialgebra is not closed under the antipode in general. However, if the matrix coefficients can be chosen to be upper triangular (that is, there is a vector space basis of $M$ such that $a_{i j}=0$ for $i>j$ ), then the same arguments that were used in Proposition 4.2 .2 show that $A_{\sigma}$ is generated by the $a_{i j}$ together with the $a_{i i}^{-1}$, and that $A_{\sigma}$ is a pointed Hopf algebra.

### 4.2.5 The map $\iota$

Now assume that $\chi: B \rightarrow k$ is an algebra map, that is, a one-dimensional representation of $B$. This induces a map (see [21, Section 3] for a more detailed discussion of this map)

$$
\iota:=\left(\chi \otimes \operatorname{id}_{A_{\sigma}}\right) \circ \rho: B \rightarrow A_{\sigma}, \quad b \mapsto \chi\left(b_{(0)}\right) b_{(1)} .
$$

By construction, this is a morphism of algebras: $\forall b, \tilde{b} \in B$,

$$
\iota(b \tilde{b})=\chi\left(b_{(0)} \tilde{b}_{(0)}\right) b_{(1)} \tilde{b}_{(1)}=\chi\left(b_{(0)}\right) \chi\left(\tilde{b}_{(0)}\right) b_{(1)} \tilde{b}_{(1)}=\iota(b) \iota(\tilde{b})
$$

and of right $A_{\sigma}$-comodules: using the coassociativity of $\rho$, we obtain

$$
(\iota \otimes \mathrm{id}) \circ \rho=(\chi \otimes \mathrm{id} \otimes \mathrm{id}) \circ(\rho \otimes \mathrm{id}) \circ \rho=(\chi \otimes \mathrm{id} \otimes \mathrm{id}) \circ(\mathrm{id} \otimes \Delta) \circ \rho,
$$

which as morphisms is equal to

$$
\Delta \circ(\chi \otimes \mathrm{id}) \circ \rho=\Delta \circ i,
$$

that is $\Delta(\iota(B)) \subseteq \iota(B) \otimes A_{\sigma}$. Hence $\iota$ maps $B$ to a right coideal subalgebra of $A_{\sigma}$.

Proposition 4.2.23. $\iota$ is injective if and only if for all $b \in B, b \neq 0$, there exists $X \in H_{\sigma}$ with $\chi(X \triangleright b) \neq 0$.

Proof. The map $\iota$ is not injective if there exists $b \in B, b \neq 0$ with

$$
\iota(b)=\chi\left(b_{(0)}\right) b_{(1)}=0
$$

This is an element in $A_{\sigma} \subseteq H_{\sigma}^{\circ}$, so it is zero if and only if it pairs trivially with all elements $X \in H_{\sigma}$. Thus $\iota$ is not injective if and only if there exists $b \in B, b \neq 0$, such that

$$
X(\iota(b))=\chi\left(b_{(0)}\right) b_{(1)}(X)=\chi\left(b_{(0)} b_{(1)}(X)\right)=\chi(X \triangleright b)=0
$$

for all $X \in H_{\sigma}$.
If this condition is satisfied, then $\iota$ embeds $B$ as a right coideal subalgebra into $A_{\sigma}$.

In particular, when $B=k[V]$ is the coordinate ring of an algebraic set $V$, then $\chi$ corresponds to a point $p \in V$ and the above proposition states that $B$ can be embedded as a right coideal subalgebra into $A_{\sigma}$ provided that there exists a point $p \in V$ such that for any non-zero regular function $b: V \rightarrow k$ there exists some $X \in H_{\sigma}$ such that the function $X \triangleright b$ does not vanish at $p$.

### 4.2.6 Application to $k\left[t^{2}, t^{3}\right]$

To compute a full presentation of $A_{\sigma}$ in a given example is tedious, but relatively straightforward. Like elsewhere, we illustrate the theory with our main example:

Proposition 4.2.24. If $B=k\left[t^{2}, t^{3}\right]$ and $M$ is the $H_{\sigma}$-module $F_{3}$ from (4.1.6) with basis $e_{1}=1, e_{2}=t^{2}, e_{3}=t^{3}$, then:
(1) There is a surjective algebra morphism

$$
\pi: k\langle\gamma, \varphi, \psi\rangle \rightarrow A_{\sigma}
$$

given by $\pi(\gamma)=a_{13}, \pi(\varphi)=a_{23}, \pi(\psi)=a_{33}$ whose kernel is the ideal generated by

$$
\begin{gather*}
\psi^{2}-1, \quad \gamma \psi+\psi \gamma, \quad \varphi \psi+\psi \varphi  \tag{4.2.5}\\
27 \gamma^{2}-\varphi^{6}, \quad 3(\gamma \varphi+\varphi \gamma)-\varphi^{4}
\end{gather*}
$$

(2) In this presentation, the coalgebra structure of $A_{\sigma}$ is given by

$$
\begin{gather*}
\Delta(\psi)=\psi \otimes \psi, \quad \Delta(\varphi)=1 \otimes \varphi+\varphi \otimes \psi \\
\Delta(\gamma)=1 \otimes \gamma+\frac{1}{3} \varphi^{2} \otimes \varphi+\gamma \otimes \psi  \tag{4.2.6}\\
\varepsilon(\psi)=1, \quad \varepsilon(\gamma)=\varepsilon(\varphi)=0
\end{gather*}
$$

and its antipode is given by

$$
\begin{equation*}
S(\psi)=\psi, \quad S(\varphi)=-\varphi \psi, \quad S(\gamma)=\left(\frac{1}{3} \varphi^{3}-\gamma\right) \psi \tag{4.2.7}
\end{equation*}
$$

For the proof that will be split into several lemmata, we introduce a redundant generator $\delta$ and first observe:

Lemma 4.2.25. Let $J \triangleleft k\langle\gamma, \varphi, \psi, \delta\rangle$ be the ideal generated by the elements (4.2.5) together with $\delta-\frac{1}{3} \varphi^{2}$. Then we have:
(1) $k\langle\gamma, \varphi, \psi, \delta\rangle$ carries a unique bialgebra structure such that

$$
\begin{gather*}
\Delta(\psi)=\psi \otimes \psi, \quad \Delta(\varphi)=1 \otimes \varphi+\varphi \otimes \psi \\
\Delta(\gamma)=1 \otimes \gamma+\delta \otimes \varphi+\gamma \otimes \psi, \quad \Delta(\delta)=1 \otimes \delta+\delta \otimes 1  \tag{4.2.8}\\
\varepsilon(\psi)=1, \quad \varepsilon(\gamma)=\varepsilon(\varphi)=\varepsilon(\delta)=0
\end{gather*}
$$

(2) The ideal $J$ is a coideal, so this bialgebra structure descends to

$$
\tilde{A}_{\sigma}:=k\langle\gamma, \varphi, \psi\rangle / J
$$

(3) The bialgebra $\tilde{A}_{\sigma}$ is a Hopf algebra whose antipode is given on the generators by (4.2.7) and $S(\delta)=-\delta$.

Proof. Define a coproduct and a counit on the free algebra $k\langle\gamma, \varphi, \psi, \delta\rangle$ as given in the lemma. We claim every coalgebra structure on $k\langle\gamma, \varphi, \psi, \delta\rangle$ must be of this form since for instance $\Delta(1)=\Delta\left(\psi^{2}\right)=\psi^{2} \otimes \psi^{2}=1 \otimes 1$ which is compatible with the relator $\psi^{2}-1$ and this proves (1). By straightforward computations, we see that the coproduct of the elements in $J$ lie in $J \otimes k\langle\gamma, \varphi, \psi, \delta\rangle+k\langle\gamma, \varphi, \psi, \delta\rangle \otimes J$ and $\varepsilon(J)=0$, for example:

$$
\begin{gathered}
\Delta\left(\psi^{2}-1\right)=\left(\psi^{2}-1\right) \otimes \psi^{2}+1 \otimes\left(\psi^{2}-1\right), \quad \varepsilon\left(\psi^{2}-1\right)=0, \\
\Delta(\varphi \psi+\psi \varphi)=(\varphi \psi+\psi \varphi) \otimes i+\psi \otimes(\varphi \psi+\psi \varphi), \quad \varepsilon(\varphi \psi+\psi \varphi)=0 .
\end{gathered}
$$

This proves (2), and the third assertion follows from (1) by using the coproduct and counit formulas in the antipode equation.

Next, we note:
Lemma 4.2.26. There is a surjective bialgebra morphism

$$
\pi: k\langle\gamma, \varphi, \psi, \delta\rangle \rightarrow A_{\sigma}
$$

satisfying $\pi(\gamma)=a_{13}, \pi(\varphi)=a_{23}, \pi(\psi)=a_{33}$ and $\pi(\delta)=a_{12}$.
Proof. Recall first that the values of the functionals $a_{j i}$ on the generators $K, D, Y$ of $H_{\sigma}$ are by (4.2.1) and (4.1.5) given by the following matrices (for later use, we also list the values on $C$ ):

$$
\begin{array}{ll}
a(K)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right), & a(D)=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right),  \tag{4.2.9}\\
a(Y)=\left(\begin{array}{lll}
0 & 2 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), & a(C)=\left(\begin{array}{lll}
0 & 0 & 2 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
\end{array}
$$

A way to read these matrices is to know that each column is the image under (4.2.4) of each basis element. For instance, $K \triangleright t^{3}=-t^{3}$ thus $a_{11}(K)=a_{12}(K)=0$ and $a_{13}=-1$. As the generators of $H_{\sigma}$ act by upper triangular matrices, all elements in $H_{\sigma}$ act by upper triangular matrices, hence as elements of $H_{\sigma}^{\star}$, the $a_{i j}$ with $i>j$ vanish (this is just a restatement of the fact that $F_{i}$ is a filtration of $B$ by $H_{\sigma^{-}}$ submodules).
$\pi$ is a coalgebra map since for instance

$$
\Delta_{A_{\sigma}}(\pi(\psi))=\Delta_{A_{\sigma}}\left(a_{33}\right)=a_{33} \otimes a_{33}=\pi(\psi) \otimes \pi(\psi)=(\pi \otimes \pi) \circ \Delta(\psi)
$$

and $\varepsilon_{A_{\sigma}} \circ \pi(\psi)=1=\varepsilon(\psi)$. Finally, $a_{11}=a_{22}=\varepsilon_{H_{\sigma}}=1_{A_{\sigma}}$ is the counit of the coalgebra $H_{\sigma}$ hence the unit of the algebra $A_{\sigma}$. Using this we conclude that the algebra morphism $\pi$ defined on the generators $\gamma, \varphi, \psi, \delta$ as in the lemma is a bialgebra morphism, and Lemma 4.2.21 implies that $\pi$ is surjective.

Next, we discuss that $\pi$ descends to a surjective Hopf algebra morphism $\tilde{A}_{\sigma} \rightarrow A_{\sigma}$ :
Lemma 4.2.27. $J \subseteq \operatorname{ker} \pi$.
Proof. The bialgebra map $\pi$ induces a pairing of bialgebras

$$
\langle-,-\rangle: H_{\sigma} \otimes k\langle\gamma, \varphi, \psi, \delta\rangle \rightarrow k, \quad\langle X, \xi\rangle=\pi(\xi)(X) .
$$

To prove the lemma, one has to show that this pairing descends to a pairing between $H_{\sigma}$ and $\tilde{A}_{\sigma}$. This is done by a long but straightforward computation which for us, it seemed to be the easiest way to organize this computation by showing that for each of the six relators $\xi$ that generate $J$ and for all $i, j, k \in\{0,1\}, l \in \mathbb{N}$, we have

$$
\left\langle C^{i} D^{j} K^{k} Y^{l}, \xi\right\rangle=0
$$

For example, using that $\langle-,-\rangle$ is a pairing of bialgebras, one obtains

$$
\begin{aligned}
\left\langle C^{i} D^{j} K^{k} Y^{l}, \varphi^{2}\right\rangle= & \left\langle\left(C^{i} D^{j} K^{k} Y^{l}\right)_{(1)}, \varphi\right\rangle\left\langle\left(C^{i} D^{j} K^{k} Y^{l}\right)_{(2)}, \varphi\right\rangle \\
= & \left\langle C_{(1)}^{i} D_{(1)}^{j} K_{(1)}^{k} Y_{(1)}^{l}, \varphi\right\rangle\left\langle C_{(2)}^{i} D_{(2)}^{j} K_{(2)}^{k} Y_{(2)}^{l}, \varphi\right\rangle \\
= & \left(\left\langle C_{(1)}^{i}, \varphi_{(1)}\right\rangle\left\langle D_{(1)}^{j}, \varphi_{(2)}\right\rangle\left\langle K_{(1)}^{k}, \varphi_{(3)}\right\rangle\left\langle Y_{(1)}^{l}, \varphi_{(4)}\right\rangle\right) \\
& \left(\left\langle C_{(2)}^{i}, \varphi_{(1)}\right\rangle\left\langle D_{(2)}^{j}, \varphi_{(2)}\right\rangle\left\langle K_{(2)}^{k}, \varphi_{(3)}\right\rangle\left\langle Y_{(2)}^{l}, \varphi_{(4)}\right\rangle\right),
\end{aligned}
$$

where the $\varphi_{(i)}$ for $i=1, \cdots, 4$ are the tensorands of the iterated coproduct

$$
\begin{aligned}
\Delta^{(4,1)}(\varphi)= & (1 \otimes 1 \otimes 1 \otimes \varphi)+(1 \otimes 1 \otimes \varphi \otimes \psi) \\
& +(1 \otimes \varphi \otimes \psi \otimes \psi)+(\varphi \otimes \psi \otimes \psi \otimes \psi)
\end{aligned}
$$

of $\varphi$. Inserting the explicit coproducts of $C^{i}, D^{j}, K^{k}, Y^{l}$ and at last the values (4.2.9) of the pairings of the generators, one obtains

$$
(\langle 1,1\rangle\langle 1,1\rangle\langle K, 1\rangle\langle-6 D, \varphi\rangle)(\langle K, 1\rangle\langle K, 1\rangle\langle K, 1\rangle\langle D K, \varphi\rangle)=6
$$

as the only surviving term and is equal to

$$
\left\langle C^{i} D^{j} K^{k} Y^{l}, 3 \delta\right\rangle=3 \delta_{i 0} \delta_{j 0} \delta_{l 1}
$$

so that $\left\langle-, \delta-\frac{1}{3} \varphi^{2}\right\rangle$ vanishes as a $k$-linear functional on $H_{\sigma}$. The other five relators are treated in a similar way.

As a preparation for showing that $\pi: \tilde{A}_{\sigma} \rightarrow A_{\sigma}$ is also injective, we first note:
Lemma 4.2.28. The set

$$
\left\{\gamma^{a} \varphi^{b} \psi^{c} \mid a, c \in\{0,1\}, b \in \mathbb{N}\right\}
$$

is a $k$-vector space basis of $\tilde{A}_{\sigma}$.
Proof. This is shown like the analogous statements for $H_{\sigma}$ using Bergman's diamond lemma.

Thus to prove the injectivity of $\pi$, one has to show that the elements $\pi\left(\gamma^{a} \varphi^{b} \psi^{c}\right) \in$ $A_{\sigma}$ are linearly independent over $k$. This is maybe shown most easily by explicitly computing the values of the functionals:
Lemma 4.2.29. The dual pairing $\langle-,-\rangle: H_{\sigma} \otimes \tilde{A}_{\sigma} \rightarrow k$ satisfies

$$
\left\langle C^{i} D^{j} K^{k} Y^{l}, \gamma^{a} \varphi^{b} \psi^{c}\right\rangle=\delta_{j+2 l, b} \delta_{i a}(-1)^{j(a+c)+i c+a b+k(a+b+c)} 2^{a} 6^{l} l!
$$

Proof. Using the $q$-binomial formula [30, Proposition 4.2.2], a direct computation and a nested induction on $b$ and $l$ shows

$$
\begin{aligned}
\Delta\left(\gamma^{a} \varphi^{b} \psi^{c}\right)= & \left(1 \otimes \gamma+\frac{1}{3} \varphi^{2} \otimes \varphi+\gamma \otimes \psi\right)^{a} \\
& \cdot \sum_{l=0}^{b}\left(1-\llbracket(b+1) l \rrbracket_{-1}\right)\binom{[b / 2]}{[l / 2]} \varphi^{l} \psi^{c} \otimes \varphi^{b-l} \psi^{[b l \rrbracket-1+c},
\end{aligned}
$$

where as before $\llbracket n \rrbracket_{q}=1+q+\cdots+q^{n-1}$, which for $q=-1$ is 0 if $n$ is even and 1 if $n$ is odd, and

$$
[n / 2]:= \begin{cases}(n-1) / 2 & n \text { odd } \\ n / 2 & n \text { even }\end{cases}
$$

Using this and the formulas for the coproduct of and the relations between the generators of $H_{\sigma}$ respectively $\tilde{A}_{\sigma}$ as well as their pairing (4.2.9), one computes

$$
\begin{aligned}
\left\langle C^{i} D^{j} Y^{l} K^{k}, \gamma^{a} \varphi^{b} \psi^{c}\right\rangle & =\left\langle C^{i} D^{j} Y^{l} \otimes K^{k}, \Delta\left(\gamma^{a} \varphi^{b} \psi^{c}\right)\right\rangle \\
& =\left\langle C^{i} D^{j} Y^{l}, \gamma^{a} \varphi^{b} \psi^{c}\right\rangle\left\langle K^{k}, \psi^{a} \psi^{\left[b^{2} \rrbracket-1+c\right.}\right\rangle \\
& =\left\langle C^{i} \otimes D^{j} Y^{l}, \Delta\left(\gamma^{a} \varphi^{b} \psi^{c}\right)\right\rangle(-1)^{k\left(a+c+\llbracket b^{2} \rrbracket-1\right)}
\end{aligned}
$$

If $i=0$, the above is equal to

$$
\begin{aligned}
\ldots & =\left\langle D^{j} Y^{l}, \gamma^{a} \varphi^{b} \psi^{c}\right\rangle(-1)^{k\left(a+c+\llbracket b^{2} \rrbracket-1\right)} \\
& =\left\langle\Delta\left(D^{j} Y^{l}\right), \gamma^{a} \otimes \varphi^{b} \psi^{c}\right\rangle(-1)^{k(a+b+c)} \\
& =\delta_{i a}\left\langle D^{j} Y^{l}, \varphi^{b} \psi^{c}\right\rangle(-1)^{k(a+b+c)} .
\end{aligned}
$$

The last equality follows since the pairing of the first tensor component of $\Delta\left(D^{j} Y^{l}\right)$ with $\gamma$ vanishes.

If $i=1$, we have instead

$$
\begin{aligned}
\ldots & =\left\langle C \otimes D^{j} Y^{l}, \Delta\left(\gamma^{a} \varphi^{b} \psi^{c}\right)\right\rangle(-1)^{k\left(a+c+\llbracket b^{2} \rrbracket-1\right)} \\
& =\left\langle D^{j} Y^{l}, \varphi^{b} \psi^{a+c}\right\rangle 2 \delta_{i a}(-1)^{i c}(-1)^{a c}(-1)^{k\left(a+c+\llbracket b^{2} \rrbracket-1\right)} \\
& =\left\langle D^{j} Y^{l}, \varphi^{b} \psi^{a+c}\right\rangle 2 \delta_{i a}(-1)^{i c+a b+k(a+b+c)} .
\end{aligned}
$$

We deliberately wrote $i$ instead of 0 respectively 1 in the above two cases as we now can merge them again:

$$
\begin{aligned}
\left\langle C^{i} D^{j} Y^{l} K^{k}, \gamma^{a} \varphi^{b} \psi^{c}\right\rangle= & \left\langle D^{j} Y^{l}, \varphi^{b} \psi^{a+c}\right\rangle 2^{a} \delta_{i a}(-1)^{i c+a b+k(a+b+c)} \\
= & \left\langle\Delta\left(D^{j} Y^{l}\right), \varphi^{c} \otimes \psi^{a+c}\right\rangle 2^{a} \delta_{i a}(-1)^{i c+a b+k(a+b+c)} \\
= & \left\langle D^{j} \otimes Y^{l}, \Delta\left(\varphi^{b}\right)\right\rangle 2^{a} \delta_{i a}(-1)^{j(a+c)+i c+a b+k(a+b+c)} \\
= & 6^{l} l!\left(1-\llbracket j+2 l+1 \rrbracket_{-1}\right)^{j} 2^{a} \delta_{j+2 l, b} \delta_{i a} \\
& \cdot(-1)^{j(a+c)+i c+a b+k(a+b+c)} \\
= & \delta_{j+2 l, b} \delta_{i a}(-1)^{j(a+c)+i c+a b+k(a+b+c)} 6^{l} l!2^{a} .
\end{aligned}
$$

Therefore, if we define

$$
E_{u v w}:=\frac{(-1)^{2[v / 2](u+v)-v-u w-u v}}{6^{[v / 2]}[v / 2]!2^{u+1}} C^{u} D^{v-2[v / 2]} Y^{[v / 2]}\left(1+(-1)^{u+v+w} K\right)
$$

then these elements also form a basis of $H_{\sigma}$, and we have

$$
\left\langle E_{u v w}, \gamma^{a} \varphi^{b} \psi^{c}\right\rangle=\delta_{u a} \delta_{v b} \delta_{w c}
$$

Recall that $\langle X, \xi\rangle=\pi(\xi)(X)$ for all $X \in H_{\sigma}$ and $\xi \in \tilde{A}_{\sigma}$. Thus $\pi\left(\gamma^{a} \varphi^{b} \psi^{c}\right)\left(E_{u v w}\right)=$ $\delta_{u a} \delta_{v b} \delta_{w c}$, hence $\pi\left(\gamma^{a} \varphi^{b} \psi^{c}\right)$ form a dual set to $E_{u v w}$ hence is linearly independent in $A_{\sigma}$ and this finishes the proof of Proposition 4.2.24.

Remark 4.2.30. In our example, $\sigma$ is a $3 \times 3$-matrix with entries in $\operatorname{End}_{k}(B)$ and $\left(a_{j i}\right)$ is a $3 \times 3$-matrix with entries in $H_{\sigma}^{\circ}$, but be aware it is a pure coincidence that these sizes match - in general, if $\sigma$ is an $n \times n$-matrix, then $H_{\sigma}$ has $n^{2}$ generators (some of which might be zero such as in the upper triangular case), and if $B$ can be generated by a $d$-dimensional $H_{\sigma}$-submodule, then $A_{\sigma}$ is generated as a Hopf algebra by the $d^{2}$ matrix coefficients $a_{i j}$ (and in good cases they even generate $A_{\sigma}$ as an algebra).

Finally, we prove that the map $\iota: B \rightarrow A_{\sigma}$ is injective for every point $p$ on the cusp: the algebra morphisms $\chi: B=k\left[t^{2}, t^{3}\right] \rightarrow k$ are in bijection with the points $p=\left(\lambda^{2}, \lambda^{3}\right)$ on the cusp, $\lambda \in k$, and the algebra morphism $\iota$ is given on generators by

$$
\begin{equation*}
t^{2} \mapsto \lambda^{2} 1+\frac{1}{3} \varphi^{2}, \quad t^{3} \mapsto \gamma+\lambda^{2} \varphi+\lambda^{3} \psi \tag{4.2.10}
\end{equation*}
$$

This is obtained as follows: since $i(B)$ is already a right coideal subalgebra then we can assume that $\Delta\left(t^{2}\right)=\sum_{j=0}^{\infty} t^{j} \otimes a_{j}$ and $\Delta\left(t^{3}\right)=\sum_{j=0}^{\infty} t^{j} \otimes v_{j}$ where $a_{1}=0=v_{1}$. However the orbits of the action of $H_{\sigma}$ on $t^{2}$ and $t^{3}$ are spanned by $\left\{1, t^{2}\right\}$ respectively $\left\{1, t^{2}, t^{3}\right\}$ thus we can assume $\Delta\left(t^{2}\right)=1 \otimes a+t^{2} \otimes b$ and $\Delta\left(t^{3}\right)=1 \otimes u+t^{2} \otimes v+t^{3} \otimes w$. Using the coassociativity of $\Delta$ one obtains

$$
\begin{gathered}
\Delta(a)=1 \otimes a+a \otimes b, \quad \Delta(b)=b \otimes b \\
\Delta(u)=1 \otimes u+a \otimes v+u \otimes w \\
\Delta(w)=w \otimes w, \quad \Delta(v)=b \otimes v+v \otimes w
\end{gathered}
$$

Comparing these coproduct formulas with those of the generators of $A_{\sigma}$ (4.2.5) and observing that

$$
\begin{gathered}
a: K, D \mapsto 0, \quad Y \mapsto 2 \quad b: K \mapsto 1, \quad D, Y \mapsto 0 \\
u: K, D, Y \mapsto 0, \quad v: K, Y \mapsto 0, \quad D \mapsto 1, \quad w: K \mapsto-1, \quad D, Y \mapsto 0
\end{gathered}
$$

we see that the group-like elements $b$ and $w$ agree with $\varepsilon_{H_{\sigma}}$ respectively $\psi$ on the generators, the twisted primitive $a$ and $v$ agree with $\delta\left(=\frac{1}{3} \varphi^{2}\right)$ respectively $\varphi$. Finally notice that the second order operator agree with $\gamma$ on the generators and in particular $u(C)=2=\gamma(C)$. Substituting these into the coproduct formula of $t^{2}, t^{3}$ and applying the counitality condition $(\varepsilon \otimes \mathrm{id}) \circ \Delta=\mathrm{id}$ yeild (4.2.10).

Now we observe:
Lemma 4.2.31. The element $X:=Y+D \in H_{\sigma}$ acts by

$$
\mathrm{X}\left(t^{n}\right):= \begin{cases}(n-3) t^{n-2}+t^{n-1}, & n \text { is odd } \\ n t^{n-2} & n \text { is even }\end{cases}
$$

In particular, if $b \in F_{d} \backslash F_{d-1}$ is a polynomial of degree $d$, then

$$
\mathbf{X}^{\lceil d / 2\rceil}(b) \in k \backslash\{0\}, \quad\lceil d / 2\rceil:= \begin{cases}(d+1) / 2, & d \text { odd }, \\ d / 2, & d \text { even } .\end{cases}
$$

Proof. The definition of X follows from the definition of the operators Y and D . Clearly when $d=2$ and $d=3, \mathrm{X}^{\lceil d / 2\rceil}(b)=2$. Suppose for $3<d \in \mathbb{N}, \mathrm{X}^{\lceil d / 2\rceil}(b)=$ $\lambda \in k \backslash\{0\}$, then for $\operatorname{deg}(b)=d+1$ we have

$$
\mathbf{X}^{\lceil(d+1) / 2\rceil}(b)= \begin{cases}\mathbf{X}^{(d+1) / 2)}(b)=\lambda, & d \text { odd }, \\ \mathbf{X}^{((d / 2)+1)}(b), & d \text { even },\end{cases}
$$

where for $d$ even, $\mathbf{X}^{((d / 2)+1)}(b) \neq 0$.

Corollary 4.2.32. The map $\iota: B \rightarrow A_{\sigma}$ is injective for all algebra maps $\chi: B \rightarrow k$.
Proof. The lemma above produces for any non-zero regular function $b$ on the cusp a non-zero constant regular function $X^{\lceil d / 2\rceil} \triangleright b$ which vanishes in no point $p$ on the $k\left[t^{2}, t^{3}\right]$.

### 4.2.7 Faithful flatness

Finally, we remark that a result of Masuoka (see Theorem 3.4.9) implies that $A_{\sigma}$ is a faithfully flat $B$-module. As a preliminary result, we need to compute the coradical of $A_{\sigma}$ :
Proposition 4.2.33. The Hopf algebra $A_{\sigma}$ is pointed and contains two group-like elements, $\chi_{1,0}=1$ and $\chi_{-1,0}=\psi$.
Proof. We are in the situation mentioned in Remark 4.2.22 - $A_{\sigma}$ is generated as an algebra by $a_{i j}, i \leq j$, and in this case we do not even have to add inverses of the $a_{i i}$ as they all are their own inverses. Thus we are in the situation described in Remark 4.2.22 and the pointedness of $A_{\sigma}$ follows as in Proposition 4.2.2.

Since $A_{\sigma} \subseteq H_{\sigma}^{\circ}$, the group-likes in $A_{\sigma}$ are by definition one-dimensional representations of $H_{\sigma}$. We have listed all one-dimensional representations of $H_{\sigma}$ in Lemma 4.2.13, and by definition of $A_{\sigma}, \chi_{s, \lambda} \in A_{\sigma}$ if and only if there exists $b \in B$ and $f \in B^{\star}$ such that

$$
\chi_{s, \lambda}(h)=f(h \triangleright b)=f\left(b_{(0)}\right) b_{(1)}(h)
$$

holds for all $h \in H_{\sigma}$. In particular, this must be true for $h=Y^{d}$ for any $d \geq 0$,

$$
f\left(\mathrm{Y}^{d}(b)\right)=\lambda^{d}
$$

However, if $2 d$ exceeds the degree of $b \in B=k\left[t^{2}, t^{3}\right]$ (as a polynomial in $k[t]$ )(see 4.2.3), then $\mathrm{Y}^{d}(b)=0$, so $\lambda=0$. Since we know already that $\varepsilon_{H_{\sigma}}, \psi \in A_{\sigma}$, this finishes the proof.
Proposition 4.2.34. For any $p \in V, A_{\sigma}$ is faithfully flat over $\iota(B)$.
Proof. By Theorem 3.4.9, we only need to prove that the intersection of $\iota(B)$ with the coradical $\operatorname{span}_{k}\{1, \psi\}$ is invariant under the antipode $S$ of $A_{\sigma}$. However, this coradical is as a Hopf algebra isomorphic to the group algebra $k \mathbb{Z}_{2}$ and the restriction of the antipode $S$ to it is the identity map ( 1 and $\psi$ are their own inverses), so there is nothing to prove.
Remark 4.2.35. Thus the coordinate ring $k\left[t^{2}, t^{3}\right]$ of the cusp is a quantum homogeneous space and in particular the quantum symmetries defined by $A_{\sigma}$ restrict from the field of rational functions $k(t)$ to the $k\left[t^{2}, t^{3}\right]$.

### 4.2.8 $*$-structures and involutions

As we have seen in Lemma 4.1.13, even the classification of the $3 \times 3$-upper triangular quantum automorphisms of $B=k\left[t^{2}, t^{3}\right]$ is rather involved. The explicit example studied since Section 4.1.7 was obtained by demanding in addition that the quantum automorphism is compatible with a chosen $*$-structure on $B$. This might be of interest in its own right, for example as it is the starting point for the transition from the algebraic theory of Hopf algebras acting on rings to the analytic theory of locally compact quantum groups acting on $C^{*}$-algebras.

Recalling the definitions given in Section 2.2.3, the following is immediate:
Lemma 4.2.36. $A *$-structure on an algebra $B$ induces an involution on $P=$ $\operatorname{End}_{k}(B)$ given by $\theta(f):=* \circ f \circ *$ for all $f \in P$.

Proof. Every other property of the $*$-structure on $B$ carry on to $P$ and the antisymmetry of $*$ yields the involutive property of $\theta$ by definition.

If $H$ is a Hopf $*$-algebra, then an $H$-module algebra $B$ which is also a $*$-algebra is called a module $*$-algebra if $(h b)^{*}=\theta(h)\left(b^{*}\right)$ holds for all $h \in H, b \in B$, that is, if the resulting map $H \rightarrow \operatorname{End}_{k}(B)$ is a morphism of algebras with involution. The question we want to address in this section is whether for a given quantum automorphism $\sigma$ of a $*$-algebra $B$ the Hopf algebra $H_{\sigma}$ becomes naturally a $*$-algebra in such a way that $B$ is a module $*$-algebra over $H_{\sigma}$.

In order to do so, we first extend the $*$-structure $*$ respectively the associated involution $\theta$ to $\mathrm{M}_{n}(B)$ respectively $\mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$. This depends on the choice of an involutive permutation

$$
\{1, \ldots, n\} \rightarrow\{1, \ldots, n\}, \quad i \mapsto \bar{i}, \quad \overline{\bar{i}}=i
$$

that will be used afterwards to be able to restrict the resulting $*$-structure on $\mathrm{M}_{n}(B)$ to upper triangular matrices.

Proposition 4.2.37. Let $B$ be $a$ *-algebra and assume $s \in S_{n}, s^{2}=1$. We abbreviate $\bar{i}:=s(i)$.
(1) Setting $\left(\sigma^{\dagger}\right)_{i j}:=\sigma_{\bar{j} \bar{i}}^{*}$ defines $a *$-structure $\dagger$ on $\mathrm{M}_{n}(B)$.
(2) Setting $\vartheta(\sigma)_{i j}:=\theta\left(\sigma_{\bar{i} j}\right)$ defines an involution on $\mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$.

Proof. Clearly, $\dagger$ is involutive:

$$
\left(\sigma^{\dagger \dagger}\right)_{i j}=\left(\sigma^{\dagger}\right)_{\bar{j} i}^{*}=\sigma_{\bar{i} j}^{* *}=\sigma_{i j}^{* *}=\sigma_{i j},
$$

where the last equality follows as $*$ is a $*$-structure on $B$. It is also a ring morphism $\mathrm{M}_{n}(B) \rightarrow \mathrm{M}_{n}(B)^{\text {op }}$ : let $\sigma, \tau \in \mathrm{M}_{n}(B)$ then

$$
\begin{aligned}
\left((\sigma \tau)^{\dagger}\right)_{i j} & =\left((\sigma \tau)_{\bar{j} \bar{i}}\right)^{*}=\left(\sum_{r=1}^{n} \sigma_{\bar{j} r} \tau_{r \bar{i}}\right)^{*}=\sum_{r=1}^{n} \tau_{\bar{r} i}^{*} \sigma_{\bar{j} r}^{*} \\
& =\sum_{r=1}^{n}\left(\tau^{\dagger}\right)_{i \bar{r}}\left(\sigma^{\dagger}\right)_{\bar{r} j}=\left(\tau^{\dagger} \sigma^{\dagger}\right)_{i j} .
\end{aligned}
$$

That $\dagger$ is a $k$-linear map $\mathrm{M}_{n}(B) \rightarrow \overline{\mathrm{M}_{n}(B)}$ follows from the fact that $*: B \rightarrow \bar{B}$ is linear. The second claim can be shown analogously:

$$
\vartheta(\vartheta(\sigma))_{i j}=\theta\left(\vartheta(\sigma)_{\overline{i j}}\right)=\theta\left(\theta\left(\sigma_{\overline{\bar{i}}}\right)\right)=\sigma_{i j},
$$

where the last equality follows from the involutive property of $\theta$. Furthermore, $\vartheta$ is also an endomorphism on $\mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$ :

$$
\begin{aligned}
\vartheta(\sigma \tau)_{i j} & =\theta\left((\sigma \tau)_{\overline{i j}}\right)=\theta\left(\sum_{r=1}^{n} \sigma_{\overline{i r}} \tau_{r \bar{j}}\right) \\
& =\sum_{r=1}^{n} \theta\left(\sigma_{\overline{i r}}\right) \theta\left(\tau_{r \bar{j}}\right)=\sum_{r=1}^{n} \vartheta\left(\sigma_{i r}\right) \vartheta\left(\tau_{r j}\right) \\
& =\vartheta(\sigma) \vartheta(\tau)_{i j}
\end{aligned}
$$

where we have used the ring map property of $\theta$. Likewise that $\vartheta$ is a $k$-linear map $\mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right) \rightarrow \overline{\mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)}$ follows from the fact that $\theta: \operatorname{End}_{k}(B) \rightarrow \overline{\operatorname{End}_{k}(B)}$ is linear.

The definition of this $*$-structure and of this involution is made in order to have the following:

Lemma 4.2.38. A $k$-linear map $\sigma: B \rightarrow \mathrm{M}_{n}(B)$ satisfies

$$
\sigma\left(b^{*}\right)=\sigma(b)^{\dagger}
$$

if and only if $\vartheta(\sigma)=\sigma^{T}$ when $\sigma$ is viewed as an element in $\mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$.
Proof. This result follows from observing that

$$
\left(\sigma^{\dagger}\right)_{i j}(b)=\sigma_{\overline{j \bar{i}}}^{*}(b)=\theta\left(\sigma_{\overline{j i}}\right)\left(b^{*}\right)=\vartheta(\sigma)_{j i}\left(b^{*}\right) .
$$

That is $\sigma$ is a morphism of $*$-algebras if and only if $\vartheta(\sigma)=\sigma^{T}$.

Now we apply the above to the study of quantum automorphisms:
Proposition 4.2.39. Let $\sigma: B \rightarrow \mathrm{M}_{n}(B)$ be a quantum automorphism.
(1) $\vartheta(\sigma)^{T}=\vartheta\left(\sigma^{T}\right)$ is a quantum automorphism.
(2) If $\vartheta(\sigma)^{T}=\sigma$, then $H_{\sigma}$ is a Hopf *-algebra with $*$-structure given by

$$
s_{d, i j} \mapsto s_{1-d, \bar{i} \bar{j}}
$$

and $B$ is a module *-algebra over $H_{\sigma}$.
Proof. (1): First note that from the definition of $\vartheta$ we have

$$
\vartheta\left(\sigma^{T}\right)_{i j}=\theta\left(\sigma_{\overline{j i}}\right)=\vartheta(\sigma)_{j i}=\vartheta(\sigma)_{i j}^{T} .
$$

If $\sigma: B \rightarrow \mathrm{M}_{n}(B)$ is an algebra morphism, then

$$
\begin{aligned}
\left(\vartheta(\sigma)^{T}\right)_{i j}(a b) & =\theta\left(\sigma_{\bar{j} \bar{i}}\right)(a b)=\sigma_{\bar{j} \bar{i}}\left((a b)^{*}\right)^{*}=\sigma_{\overline{j \bar{i}}}\left(b^{*} a^{*}\right)^{*} \\
& =\left(\sum_{r} \sigma_{\bar{j} r}\left(b^{*}\right) \sigma_{r \bar{i}}\left(a^{*}\right)\right)^{*} \\
& =\sum_{r}\left(\sigma_{r \bar{i}}\left(a^{*}\right)\right)^{*}\left(\sigma_{\overline{j r}}\left(b^{*}\right)\right)^{*} \\
& =\sum_{r} \theta\left(\sigma_{r \bar{i}}\right)(a) \theta\left(\sigma_{\bar{j} r}\right)(b) \\
& =\sum_{r}\left(\vartheta(\sigma)^{T}\right)_{i r}(a)\left(\vartheta(\sigma)^{T}\right)_{r j}(b) .
\end{aligned}
$$

In order to the show that $\vartheta(\sigma)^{T}$ is strongly invertible note first that as $\vartheta$ is an involution on $\mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$, it is in particular multiplicative (see Proposition 4.2.37(b)), so if $\sigma \in \mathrm{M}_{n}\left(\operatorname{End}_{k}(B)\right)$ is invertible, then so is $\vartheta(\sigma)$

$$
\vartheta(\sigma) \vartheta\left(\sigma^{-1}\right)=\vartheta\left(\sigma \sigma^{-1}\right)=1=\vartheta\left(\sigma^{-1} \sigma\right)=\vartheta\left(\sigma^{-1}\right) \vartheta(\sigma)
$$

with inverse given by $\vartheta(\sigma)^{-1}=\vartheta\left(\sigma^{-1}\right)$. Furthermore, since $\vartheta$ commutes with taking transposes, we have

$$
\vartheta(\bar{\sigma})=\vartheta\left(\left(\sigma^{-1}\right)^{T}\right)=\vartheta\left(\sigma^{-1}\right)^{T}=\left(\vartheta(\sigma)^{-1}\right)^{T}=\overline{\vartheta(\sigma)}
$$

It follows that if $\left\{\sigma_{d}\right\}$ is a sequence of invertible matrices with $\bar{\sigma}_{d}=\sigma_{d+1}$ then $\left\{\vartheta\left(\sigma_{d}\right)\right\}$ is a sequence of invertible matrices with $\overline{\vartheta\left(\sigma_{d}\right)}=\vartheta\left(\sigma_{d+1}\right)$.
(2): Since $k\left\langle s_{d, i j}\right\rangle$ is a free algebra, there is a unique algebra morphism

$$
\theta: k\left\langle s_{d, i j}\right\rangle \rightarrow \overline{k\left\langle s_{d, i j}\right\rangle}
$$

which maps $s_{d, i j}$ to $s_{-d, \bar{j} \bar{i}}$ which is also a coalgebra morphism $k\left\langle s_{d, i j}\right\rangle \rightarrow{\overline{k\left\langle s_{d, i j}\right.}}^{\text {cop }}$ :

$$
\begin{aligned}
(\theta \otimes \theta) \circ \Delta^{\mathrm{cop}}\left(s_{d, i j}\right) & =\theta \otimes \theta\left(\sum_{r=1}^{n} s_{d, r j} \otimes s_{d, i r}\right)=\sum_{r=1}^{n} \theta\left(s_{d, r j}\right) \otimes \theta\left(s_{d, i r}\right) \\
& =\sum_{r=1}^{n} s_{-d, \bar{j} \bar{r}} \otimes s_{-d, \bar{r} \bar{i}}=\Delta \circ \theta\left(s_{d, i j}\right)
\end{aligned}
$$

and $\varepsilon\left(\theta\left(\sigma_{d, i j}\right)\right)=\varepsilon\left(\sigma_{-d, \bar{j} i}\right)=\delta_{\bar{j} \bar{i}}=\bar{\delta}_{i j}=\overline{\varepsilon\left(\sigma_{i j}\right)}$.
Our aim is to show that $\theta$ descends to a Cartan involution on $H_{\sigma}$. For this we first prove by induction on $d$ that

$$
\begin{equation*}
\theta\left(\sigma_{d, \bar{i} j}\right)=\vartheta\left(\sigma_{d}\right)_{i j}=\sigma_{-d, i j}^{T}=\sigma_{-d, j i} . \tag{4.2.11}
\end{equation*}
$$

Note that the first and last equality holds by definition, so we will only prove the middle equality. Indeed, for $d=0$ this holds by the assumption that $\vartheta(\sigma)^{T}=\sigma$. In the induction step we compute

$$
\vartheta\left(\sigma_{d}\right)=\sigma_{-d}^{T} \Rightarrow \vartheta\left(\sigma_{d}^{-1}\right)=\left(\sigma_{-d}^{T}\right)^{-1}=\sigma_{-d-1},
$$

recall the comment following Definition 4.1.2. Hence

$$
\vartheta\left(\sigma_{d+1}\right)=\overline{\vartheta\left(\sigma_{d}\right)}=\vartheta\left(\bar{\sigma}_{d}\right)=\vartheta\left(\sigma_{d}^{-1}\right)^{T}=\sigma_{-d-1}^{T}
$$

which proves (4.2.11) for $d+1$.
This means that by the definition of the involution $\theta$ on $k\left\langle s_{d, i j}\right\rangle$, the map

$$
f: k\left\langle s_{d, i j}\right\rangle \rightarrow \operatorname{End}_{k}(B) \quad s_{d, i j} \mapsto \sigma_{d, i j}
$$

is a morphism of algebras with involution: that is $f \circ \theta=\theta \circ f$. In particular, $\theta$ descends to $k\left\langle s_{d, i j}\right\rangle / I$ and to $H_{\sigma}$ and defines a Cartan involution and hence a Hopf *-algebra structure on $H_{\sigma}$ by Lemma 2.2.20. It also follows that $B$ is a module *-algebra over this Hopf *-algebra.

Remark 4.2.40. To obtain the $*$-structure on $H_{\sigma}$ defined in the proposition, precompose $\theta$ with the inverse of the (bijective) antipode $S$ on $H_{\sigma}$ which is given by $S^{-1}\left(\sigma_{d, i j}\right)=\sigma_{d-1 j i}$.

Example 4.2.41. Throughout we fixed an involutive permutation $s \in S_{n}$. The most obvious choice is the identity, $\bar{i}=i$. In this case, $\sigma^{\dagger}$ is the usual adjoint of a matrix $\sigma \in \mathrm{M}_{n}(B)$ (transpose and apply $*$ to the entries). However, if $\sigma$ is upper triangular, the condition $\vartheta(\sigma)^{T}=\sigma$ can not hold with respect to this involution, as we then have $\vartheta(\sigma)_{i j}=\theta\left(\sigma_{i j}\right)$ so $\vartheta(\sigma)^{T}$ is a lower triangular matrix. Hence for upper triangular quantum automorphisms one focuses on the permutation $\bar{i}:=n+1-i$.

### 4.2.9 Application to $k\left[t^{2}, t^{3}\right]$

Assume now that $k$ is a subfield of $\mathbb{C}$ with involution given by complex conjugation. Then $B=k\left[t^{2}, t^{3}\right]$ becomes a $*$-algebra via

$$
*: B=k\left[t^{2}, t^{3}\right] \longrightarrow B, \quad\left(\lambda t^{n}\right)^{*}:=\bar{\lambda} t^{n} .
$$

Geometrically, this $*$-structure on $B$ describes the real points of the singular curve $V \subseteq k^{2}$ in the sense that the points of the curve $V_{\mathbb{R}}=V \cap \mathbb{R}^{2}$ correspond to the onedimensional *-representations of $B$ and if $k$ is algebraically closed, they correspond to the maximal ideals in $k\left[t^{2}, t^{3}\right]$ which are invariant under $*$.

The quantum automorphism $\sigma: B \rightarrow \mathrm{M}_{3}(B)$ that we study since Section 4.1.7 satisfies $\vartheta(\sigma)^{T}=\sigma$ provided that we work with $\bar{i}:=4-i$ as in Example 4.2.41. The Hopf $*$-structure on $H_{\sigma}$ is computed as follows: Recall from Section 4.2.3 that $K=s_{0,22}$ thus

$$
K^{*}=s_{1,22}=S(K)=K
$$

Similarly recalling that $D=i E_{-}$and $E^{*}=s_{0,12}^{*}=S(F)=E$ we obtain that $E_{-}^{*}=E_{-}$thus

$$
D^{*}=-D
$$

Finally using $Z^{*}=s_{0,13}^{*}=S(Z)=-Z-E^{2}$ and $Z_{+}^{*}=-Z_{+}-E^{2}$, we have

$$
Y^{*}=-Y+6 i D .
$$
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