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THEBIGGERPICTURE Data are often represented viamany thousands of features. Fortunately, in most ap-
plications, such high-dimensional spaces are very sparsely populated, and data points effectively live on
low-dimensional ‘‘data manifolds.’’ This is the key reason behind the success of dimensionality reduction
schemes, which, however, cannot be easily deployed on data manifolds with nontrivial geometries and to-
pologies, where a set of coordinates capable of describing the manifold globally cannot exist. In these sce-
narios, one can analyze the data manifold directly, without an explicit dimensional reduction step, and
compute fundamental properties, such as the intrinsic dimension of the manifold and the density of the
points lying on it. DADApy implements a set of methods recently developed to this aim. DADApy is easy-
to-use as it is written entirely in Python, but also computationally efficient as time-consuming routines
are C-compiled through Cython.

Development/Pre-production:Data science output has been
rolled out/validated across multiple domains/problems
SUMMARY
DADApy is a Python software package for analyzing and characterizing high-dimensional data manifolds. It
provides methods for estimating the intrinsic dimension and the probability density, for performing density-
based clustering, and for comparing different distance metrics. We review the main functionalities of the
package and exemplify its usage in a synthetic dataset and in a real-world application. DADApy is freely avail-
able under the open-source Apache 2.0 license.
INTRODUCTION

The need to analyze large volumes of data is rapidly becoming

ubiquitous in all branches of computational science, from quan-

tum chemistry, biophysics, and materials science1,2 to astro-

physics and particle physics.3

Inmany practical applications, data come in the form of a large

matrix of features, and one can think of a dataset as a cloud of

points living in the very high-dimensional space defined by these

features. The number of features for each data point can easily

exceed the thousands, and if such a cloud of points were to

occupy the entire space uniformly, there would be no hope of ex-

tracting any kind of usable information from data.4,5 Luckily this
This is an open access article und
never happens in practice, and real-world datasets possess a

great deal of hidden intrinsic structure. The most important one

is that the feature space, even if very high dimensional, is very

sparsely populated. In fact, the points typically lie on a data

manifold of much lower dimension than the number of features

of the dataset (Figure 1A). A second important hidden structure,

which is almost ubiquitous in real-world data, is that the density

of points on such a manifold is far from uniform (Figure 1B). The

data points are instead often grouped in density peaks (DPs)

(Figures 1B and 1C), at times well separated from each other,

at times organized hierarchically in ‘‘mountain chains.’’

DADApy implements in a single and user-friendly software a

set of state-of-the-art algorithms to characterize and analyze
Patterns 3, 100589, October 14, 2022 ª 2022 The Author(s). 1
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Figure 1. An illustration of the four main classes of tasks that DADApy can perform

From (A) to (D): Intrinsic dimension estimation, density estimation, density peaks estimation (i.e., density-based clustering), and comparison of distance

measures.
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the intrinsic manifold of a dataset. In particular, DADApy imple-

ments algorithms aimed at estimating the intrinsic dimension

(ID) of the manifold (Figure 1A) and the probability density of

the data (Figure 1B), at inferring the topography and the relative

position of the DPs by density-based clustering (Figure 1C) and,

finally, at comparing different metrics, finding in this way the fea-

tures that are better suited to describe the manifold (Figure 1D).

All these approaches belong to the class of unsupervised

learning methods and are designed to work also in situations in

which only the distances between data points are available

instead of their features. Therefore, the same tools can be

used for analyzing a molecular dynamics trajectory (where fea-

tures are available) but also a metagenomics or a linguistic data-

base, where one can only define a similarity or a distance be-

tween the data.

Another important feature of the methods included in the

package is that they are specifically designed to work even

when the ID of the data manifold is relatively high, of order ten

or more, and if the manifold is topologically complex, and, in

particular, not isomorphic to a hyperplane. Therefore, the pack-

age can be considered complementary to other packages, such

as Scikit-learn,6 which implement classical approaches for unsu-

pervised manifold learning, which should be preferred in simpler

cases, such as PCA,7 kernel-PCA,8 or Isomap.9

In the following, we first briefly describe the four classes of al-

gorithms implemented in DADApy. We then illustrate the struc-

ture of the package and demonstrate its usage for the analysis

of both a synthetic and a realistic dataset. We will also discuss

the computational efficiency of the implementations, demon-

strating that the package can be used to analyze datasets

of 106 points or more, even with moderate computational

resources.
RESULTS AND DISCUSSION

Description of the methods
ID estimators

The ID of a dataset can be defined as theminimumnumber of co-

ordinates that are needed to describe the data manifold without

significant information loss.10,11 In our package we provide the

implementation of a class of approaches that are suitable to es-

timate the ID using only the distances between the points, and

not the features. Most of these approaches are rooted in the
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observation that, in a uniform distribution of points, the ratio mi

of the distances of two consecutive nearest neighbors of a point

i are distributed with a Pareto distribution, which depends only

on the ID. This allows defining a simple likelihood for theN obser-

vations of mi, one for each point of the dataset:

pðfmigjIDÞ =
YN

i = 1

ID m
�ðID+ 1Þ
i : (Equation 1)

The ID is then estimated either by maximizing the likelihood,12

by Bayesian inference,13 or by linear regression after a suitable

variable transformation.14 We refer to these estimators as two

nearest neighbors (2NN) estimators.

It is possible that the datamanifold possesses different IDs de-

pending on the scale of variations considered. For example, a

spiral dataset can be one-dimensional on a short scale, but

two-dimensional on a larger scale. Hence, one might be inter-

ested in computing an ID estimate as a function of the scale.

The package provides two routines to perform this task. The first

method allows to probe the ID at increasing length scales by

sub-sampling the original dataset. By virtue of the reduced num-

ber of points considered, the average distance between them

will be larger; this can be then interpreted as the length scale

at which the ID is computed. Obviously, subsampling the

dataset also increases the variance of the ID estimate. The sec-

ondmethod, an algorithm called "generalized ratios ID estimator

(Gride),’’ circumvents this issue by generalizing the likelihood

in Equation 1 to directly probe longer length scales without

subsampling.13

After using one of these algorithms, one can select the ID of the

dataset as the estimate that is most consistently found across

different scales. However, this choice is often not straightfor-

ward, and for a more in depth discussion on this topic we refer

to Denti et al.13,14 and Facco et al.13,14

ID estimation has been successfully deployed in a number of

applications, ranging from the analysis of deep neural net-

works,15 to physical applications, such as phase transition

detection16 and molecular force-field validation.17

Density estimators

The goal of density estimation is to reconstruct the probability

density rðxÞ from which the dataset has been harvested. The

package implements a non-parametric density estimator called

point-adaptive kNN (PAk),18 which uses as input only the dis-

tances between points and, importantly, is designed to work
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under the explicit assumption that the data are contained in an

embeddingmanifold of relatively small dimension. This algorithm

is an extension of the standard kNN estimator,19 which estimates

the density on a point as proportional to the empirical density

sampled in its immediate surrounding. More precisely, the kNN

estimates can be written as

ri =
1

N

k

Vi;k

; (Equation 2)

where k is the number of nearest neighbors considered, and

Vi;k is the volume they occupy. The volume is typically

computed as Vi;k = uIDd
ID
i;k , where uID is the volume of unit

sphere in RID and di;k is the distance between point i and its

kth nearest neighbor.

In PAk the number of neighbors k used for estimating the den-

sity around point i is chosen adaptively for each data point by an

unsupervised statistical approach in such a way that the density,

up to that neighbor, can be considered approximately constant.

This trick dramatically improves the performance of the esti-

mator in complex scenarios, where the density varies signifi-

cantly at short distances.18 Importantly, the volumes that enter

the definition of the estimator are measured in the low-dimen-

sional intrinsic manifold rather than in the full embedding space.

This prevents the positional information of the data from being

diluted on irrelevant directions orthogonal to the data manifold.

Assuming that the data manifold is Riemannian, namely locally

flat, it can be locally approximated by its tangent hyperplane

and distances between neighbors, the only distances used in

the estimator, can be measured in this low-dimensional

Euclidean space. This allows to operate on the intrinsic manifold

without any explicit parametrization. The only prerequisite is an

estimate of the local ID, since this is needed to measure the vol-

umes directly on the manifold.

Another key difference between kNN and PAk estimators is

that kNN assumes the density to be exactly constant in the

neighborhood of each point, while PAk possesses an additional

free parameter that allows to describe small density variations.

The PAk density estimator can be used to reconstruct free en-

ergy surfaces, especially in high-dimensional spaces,18,20–22

and it can also be used for a detailed analysis of the data, as in

Offei-Danso et al.,23 where a distinct analysis of the data points

with different densities lead to some physical insight about the

system under study.

The same estimator can be used also for estimating the den-

sity on points that do not belong to the dataset,24 a procedure

that has been recently used to quantify the degree to which

test data are well represented by a training dataset.25

Finally, PAk is commonly used within the density-based clus-

tering algorithms discussed in the following section.

DP clustering

The different ‘‘peaks’’ of the probability density can be consid-

ered a natural partition of the dataset into separate groups or

‘‘clusters.’’ This is the key idea underlying density peak (DP) clus-

tering,26 implemented in DADApy. This algorithms works by first

estimating the density ri of all points i, for example using the PAk

method described in the previous section. Then, the minimum

distance di between point i and any other point with higher den-

sity is computed as
di = min
j j rj > ri

dij: (Equation 3)

The peaks of the density (and hence the cluster centers) are

expected to have both a high density ri and a large distance di

from points with higher density, and are hence selected as the

few points for which both ri and di are very large. The selection

is typically done by plotting ri against di and visually identifying

the outliers of the distribution. Once the cluster centers are

found, each remaining point is assigned to the same cluster as

its nearest neighbor of higher density.

In DP clustering the DPs must be specified by the user, and

this arbitrariness represents an obvious source of errors. The

advanced DP (ADP) clustering approach,27 also available in

DADApy, proposes a solution to this problem. In ADP clustering,

all local maxima of the density are initially considered DPs, and a

statistical significance analysis of each peak is subsequently

performed. A peak c is considered statistically significant only

if the difference between the log density of the peak ln rc and

the log density of any neighboring saddle point ln rcc0 is suffi-

ciently larger than the sum of the errors on the two estimated

quantities

ln rc � ln rcc0 >Zðsc + scc0 Þ: (Equation 4)

If this is not the case, the two peaks c and c0 are merged into a

single peak. This process is iterated until no peak that is not sta-

tistically significant is remaining. The parameter Z appearing in

Equation 4 can be interpreted as the statistical significance

threshold of the found peaks. A higher value of Z will give rise

to a smaller number of peaks with a higher statistical signifi-

cance. Typical values range from 1 to 5. ADP and DP are general

clustering tools, and as such have been used in different fields,

including single-cell transcriptomics,28,29 spike-sorting,30,31

word embedding,32 climate modelling,33 Markov state model-

ling,34 and the analysis of molecular dynamics simulations,35,36

just to mention some of them.

Another clustering algorithm available in DADApy is k-peaks

clustering.37 In short, this method is a variant of ADP that takes

advantage of the observation that the optimal ki is high in two

cases: (1) in high-density regions, due to the high concentration

of points, and (2) in vast regions where the density is everywhere

constant. Therefore, the peaks in ki correspond either to peaks in

density or to the center of large regions with nearly constant den-

sity (e.g., metastable states stabilized by entropy). An example

application of k-peaks clustering can be found in Sormani

et al.,37 where it was used to describe the free-energy landscape

of the folding/unfolding process of a protein.

Metric comparisons

In several applications, the similarity (or the distance) between

different data points can bemeasured using very differentmetrics.

For instance, a group of atoms or molecules in a physical system

can be represented by their Cartesian coordinates, by the set of

their inter-particle distances, or by a set of dihedral angles, and

one can measure the distance between two configurations with

any arbitrary subset of these coordinates. Similarly, the ‘‘distance’’

between two patients can be measured taking into account their

clinical history, any subset of blood exams, radiomics features,

genome expression measures, or a combination of those.
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Metric comparisons

IdEstimation

Base

Data

Clustering

compute_density_kNN, 
compute_density_kstarNN, 
compute_density_PAk, ...

return_inf_imb_full_all_coords, 
greedy_feature_selection_full, 
return_overlap, ...

compute_id_2NN, 
return_id_scaling_2NN,
return_id_scaling_gride, ...

compute_distances, 
remove_identical_points, ...

log_den, 
log_den_err, ...

intrinsic_dim, 
intrinsic_dim_err, ...

coordinates, maxk, 
distances, ...

Inheritance

Classes

Methods

Attributes

DensityEstimation

compute_clustering_DP, 
compute_clustering_ADP, ...

N_clusters, 
cluster_assignment,
cluster_centers, ...

Figure 2. The class structure of the package

Classes are highlighted in blue boxes, and the main methods and attributes of each class are reported in the yellow and red boxes, respectively. Relationships of

inheritance are indicated as black arrows. The class Data inherits from all other classes, thus providing easy access to all available algorithms of the package.
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It might hence be useful to evaluate the relationships be-

tween all these different manners to measure the similarity

between data points. DADApy implements two methods

for doing this: the neighborhood overlap and the information

imbalance. Both approaches use only the distances between

the data points as input, making the approaches applicable

also when the features are not explicitly defined (e.g., a

social network, a set of protein sequences, a dataset of

sentences).

The neighborhood overlap is a simple measure of equivalence

between two representations.38 Given two representations a

and b, one can define two k-adjacency matrices Aa
ij and Ab

ij as

matrices of dimension N3 N, which are all zero except when j

is one of the k nearest neighbors of point i. The neighborhood

overlap cða;bÞ is then defined as

cða; bÞ =
1

N

X

i

1

k

X

j

Aa
ijA

b
ij : (Equation 5)

Note that the term Aa
ijA

b
ij is equal to one only if j is within the k

nearest neighbors of i both in a and in b, otherwise it is zero. For

this reason, the neighborhood overlap can also be given a very

intuitive interpretation: it is the average fraction of common

neighbors in the two representations. If cða; bÞ = 1 the two rep-

resentations can be considered effectively equivalent, while if

cða; bÞ = 0 they can be considered completely independent.

The parameter k can be adjusted to improve the robustness of

the estimate but in practice this does not significantly change

the results obtained as long as k � N.38

In the original article,38 the neighborhood overlap was pro-

posed to compare layer representations of deep neural networks

and to analyze in this their inner workings.

The information imbalance is a recently introduced quantity

capable of assessing the information that a distance measure

a provides about a second distance measure b.39 It can be

used to detect not only whether two distance measures are

equivalent or not, but also whether one distance measure is

more informative than the other. The information imbalance defi-

nition is closely linked to information theory and the theory of
4 Patterns 3, 100589, October 14, 2022
copula variables.39 However, for the scope of this article it can

be empirically defined as
Dða/bÞ = 2

N
Crbjra = 1D

=
2

N2

X

i;j: ra
ij
= 1

rbij

; (Equation 6)

where raij is the rank matrix of the distance a between the points

(namely raij = 1 if j is the nearest neighbor of i, raij = 2 if j is the sec-

ond neighbor, and so on). In words, the information imbalance

from a to b is proportional to the empirical expectation of the dis-

tance ranks in b conditioned on the fact that the distance rank

between the same two points in a is equal to one. If

Dða/bÞz0 then a can be used to describe b with no loss of

information.

When measuring the information imbalances between

two representations we can have three scenarios. If

Dða/bÞzDðb/aÞz0 the two representations are equivalent,

if Dða/bÞzDðb/aÞz1 the two representations are indepen-

dent, and, finally, if Dða/bÞz0 and Dðb/aÞz1 we have that

a is informative about b but not vice versa, therefore a is more

informative than b. The information imbalance allows for effec-

tive dimensional reduction since a small subset of features that

are the most relevant, either for the full set or for a target prop-

erty, can be identified and selected.39 This feature selection

operation is available in DADApy and can be performed as a

pre-processing step before the tools described in the previous

sections are deployed.

The information imbalance proved successful in dealing with

atomistic and molecular descriptors, either to directly perform

compression39 or to quantify the information loss incurred by

competing compression schemes.40 In the original article,39

the information imbalance was also proposed for detecting cau-

sality in time series—with illustrative results shown on COVID-19

time series—and to analyze or optimize the layer representations

of deep neural networks.



Figure 3. A simple DADApy script
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Software structure and usage
DADApy is written entirely in Python, with themost computation-

ally intensive methods being sped up through Cython. It is orga-

nized in sixmain classes: Base, IdEstimation, DensityEstimation,

Clustering, MetricComparison, and Data. The relationships of in-

heritance between these classes, as well as the main methods

and attributes available in each class are summarized in Figure 2.

The Base class contains basic methods of data cleaning and

manipulation that are inherited in all other classes. Attributes con-

taining the coordinates and/or the distances defining the dataset

are contained here. Then, in a train of inheritance: IdEstimation in-

herits from Base; DensityEstimation inherits from IdEstimation

and Clustering inherits from DensityEstimation. Each of these

classes contains asmethods the algorithms described in the pre-

vious section, under the same name. The inheritance structure of

these classes is well motivated by the fact that, to perform a den-

sity-based clustering one first needs to compute the density, and

to perform a density estimation one first needs to know the ID,

which can be estimated only if the distances are preliminarily

computed. TheMetricComparison class contains the algorithms

described in the section titled ‘‘Metric comparisons’’ used to

compare couples of representations using the distances be-

tween points.

The class Data does not implement any extra attribute or

method but, importantly, it inherits all methods and attributes

from the other classes. As such, Data provides easy access to

all available algorithms of the package and is the main class

that is used in practice.

A typical usage of DADApy is reported in Figure 3. In this sim-

ple example a Data object is first initialized with the matrix con-

taining the coordinates of the points shown in Figures 1B and 1C,

and later a series of methods are called sequentially to compute

the distances, the ID, the density (Figure 1B), and finally the DPs

(clusters) of the dataset (Figure 1C). In the example given, Data is
initialized with a matrix of coordinates, and the distances be-

tween points are later computed. Note that, however, the object

could have been equivalently initialized directly with the dis-

tances between points, and all methods in the package would

work equivalently. This is particularly important for those appli-

cations for which coordinates are not available, but distances

can be computed, such as DNA or protein sequences, or

networks.

The main aim of the package is to provide user-friendly, fast,

and light routines to extract some of the most common

and fundamental characteristics of a data manifold through solid

statistical and numerical techniques. DADApy offers high-speed

code with reduced memory consumption. These features are

achieved by exploiting locality. In particular, it is generally

enough to compute the distances between each point and a

small number of its neighbors (defined in DADApy by an attribute

named maxk), and hence such distances can be computed and

stored with close-to-linear time and memory requirements.

We believe that the Python interface of DADApywill encourage

its rapid diffusion, as Python is by far the most used language in

the computational science community nowadays. We are aware

that Python is, however, a notoriously inefficient language for

large-scale computation. In DADApy we circumvent this short-

coming by implementing all the heavy numerical routines using

Cython extensions, which essentially generate C-compilable

code that runs with very high efficiency (typically over two orders

of magnitude faster in evaluation time than the pure Python im-

plementation). In this manner we are able to maintain the user

friendliness of Python without sacrificing the computational effi-

ciency of a fully compiled language.

All of the mentioned properties allow to easily analyze up to a

million points on an ordinary laptop within minutes. This can be

seen in Figure 4, where we report the time spent by the code

on many DADApy routines as a function of the number N of

points of the dataset, using a neighborhood of maxk = 100

points. The plot shows that all methods scale linearly in compu-

tational time with N, with the exception of the ADP clustering,

whose scaling becomes unfavorable for more than 50,000

points. This is a consequence of the neighborhood size maxk be-

ing much smaller than the number of points N of the dataset, a

condition which forces the estimation of many fictitious DPs

that take a long time to be merged together. The problem can

be solved by appropriately increasing maxk when necessary.

The runtime performance for the computation of the distances

also scales linearly with the embedding dimension D, while the

other routines take as input the computed distances, and are

thus independent on D. Therefore, when D is very large, say

DU104, the distance computation can represent the actual

computational bottleneck of the package.

The code has been thoroughly commented and documented

through a set of easy-to-run Jupyter notebooks, an online

manual, and an extensive code reference. This can allow new

users approaching DADApy to quickly learn to use it, as well

as to modify or extend it.

Illustration on a topologically complex synthetic dataset
We now illustrate the use of some key DADApy methods on the

synthetic dataset depicted in Figure 5A, and consisting of a 2D

plane with eight clusters, twisted to form a 3D Möbius strip
Patterns 3, 100589, October 14, 2022 5



Figure 4. Time complexity of DADApy
The time required by the various routines of DADApy grows linearly with the

number of samplesN, with the only exception of ADP (see text for details). The

dataset used was two dimensional and we set maxk = 100. The benchmark

was performed on an ordinary desktop using a single Intel Xeon(R) CPU E5-

2650 v2 at 2.60 GHz.
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and finally embedded in a noisy 50D space. The reference 2D da-

taset is taken from d’Errico et al.,27 and consists of data points

sampled from an analytic density function, with points belonging

to a singlemode of this density assigned to the same cluster, and

all other considered unassigned.

Despite the 2D inner structure of the dataset, common projec-

tion methods can easily fail as a consequence of the nontrivial

topological properties of the data manifold. This is illustrated in

Figure 5B, where PCA and ISOMAP projections are reported.

One key advantage of themethods implemented in DADApy is

their ability to exploit the low-dimensional structure of the data

without any explicit projection. In this case, for example, we

compute the ID using the Gride method (see ‘‘intrinsic dimension

estimators"), which is correctly identified around 2. We then use

the ID to provide accurate density estimates using the PAk

method from ‘‘density estimators,’’ and finally identify the clus-

ters (or DPs) using the ADP algorithm from ‘‘density peak clus-

tering.’’ The end result is a cluster assignment that is remarkably

close to the ground truth, and often superior to other state-of-

the-art clustering schemes that do not exploit the low-dimen-

sional structure of the data (see Figure 5B).

Another unique feature of DADApy is the ability of compactly

representing the cluster structure through a special kind of

dendrogram reporting the log densities of the DPs and of the

saddle points between them. The bottom part of Figure 5C de-

picts the dendrogram for the Möbius strip data, which can be

seen to provide a remarkably accurate perspective of the rela-

tionship between the estimated DPs shown in the upper panel

of the figure.

Note that the dendrogram can be generated independently of

the ID of the manifold, unlike most graphical data representa-

tions which are practically limited to three dimensions, thus

providing a robust way to visualize the cluster structure even

for the common scenario of ID> 3 manifolds.

The Jupyter notebook used to perform the analysis described

in this section can be found at https://github.com/sissa-data-

science/DADApy/blob/main/examples/notebook_mobius.ipynb.
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Usage for a realistic application
We now exemplify and showcase the usage of DADApy for the

analysis of a biomolecular trajectory. The dataset is composed

of 41,580 frames from a replica-exchange MD simulation

(400 ns, 340 K replica, dt = 2 fs) of the 10-residue peptide

CLN025, which folds into a beta hairpin.41 Several numerical rep-

resentations are possible for this trajectory. A very high-dimen-

sional one is given by the set of all distances between the heavy

atoms, which amounts to 4,278 features. Such a representation

is possibly very redundant, and in fact typically more compact

representations are used to describe systems of this type. For

example, a compact representation for this system can be taken

as the set of all its 32 dihedral angles.42,43 In Figure 6A we use

DADApy to compute the information imbalance from the space

of heavy atom distances to the space of the dihedral angles

for an increasing number of dihedral angles, and vice versa.

Not surprisingly, the compact space of dihedral angles is seen

to be almost equally informative to the very high-dimensional

heavy atom distance space, with information imbalance

DðXdihedrals /XfullÞ lower than 0.1 when considering around 15

angles (Figure 6A). We thus select the set of the 15most informa-

tive dihedral angles as the collective variables to represent this

dataset, since the information imbalance reaches a plateau

around this number.

We then use DADApy to compute the ID of the dataset

along different scales through both decimation and the Gride al-

gorithm13 (Figure 6B). The two procedures provide fairly overlap-

ping estimates for the ID, which is comprised between 5 and 8

within short range distances, and thus much lower than the orig-

inal feature space. We continue by estimating the density

through the PAk algorithm, for which we set the ID to 7. This ID

selection is motivated by the observation that the density is a

local property computed at short scales but, importantly, select-

ing a lower ID consistent with Figure 6B (say, 5 or 6) does not

significantly affect the results. Finally, we use DADApy to

perform clustering using the ADP algorithm. The results are

shown in Figure 6C.

ADP clustering (Z = 4.5) produces three clusters. The biggest

cluster is the folded beta hairpin state of the protein, as depicted

in Figure 6C (cluster 0). A cluster of roughly half the size is made

of a collapsed twisted loop structure (Figure 6C, cluster 2). Since

CLN025 is suspected to have two main metastable states, the

folded hairpin and a denatured collapsed state,44 we suggest

that the twisted loop could be the dominant topology of the dena-

turedcollapsedensemble. Thehighoccurrenceof the twisted loop

might be due to the simulation temperature of 340 K, which is just

below theexperimentalmelting temperatureofCLN025of343K.45

Less than 1%of the structures are in cluster 1, which is composed

of denatured extended and less-structured topologies.

The 32-dimensional space of dihedrals used so far in our anal-

ysis is known to be well suited to differentiate meaningful protein

structures but, to showcase the possibility of using DADApy to

work in very-high-dimensional spaces, we performed a similar

analysis also on the 4,278-dimensional space of all heavy atom

distances. Using this alternative data description we performed

ID estimation with the 2NN method, density estimation with the

PAk estimator, and clustering with the ADP algorithm (ID = 9;

Z = 3.5). The resulting dendrogram is shown as an inset of

Figure 6C.
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Figure 5. Example usage of DADApy for the analysis of a topologically complex synthetic dataset

(A) The dataset analyzed, consisting of clusters lying on a 2D sheet twisted to form a Möbius strip and immersed in a noisy 50D space.

(B) The accuracy of some common clustering methods on reconstructing the original clusters (in order: Kmeans, Spectral Clustering [SC], DBSCAN, HDBSCAN,

and ADP), as well as two low-dimensional projections.

(C) Summary of the results obtained using 2NN ID estimation, PAk density estimation and ADP clustering. The top part shows the estimated density peaks, while

the bottom part shows the dendrogram of the dataset. The y axis of the dendrogram reports the log density of the density peaks and of the saddle points. The x

axis provides an indication on the relative cluster sizes, since each cluster is in the middle of a region proportional to its population. This region is delimited by the

links in which these clusters are involved and, in the case of the first and last clusters, by the beginning and end of the graph.
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As clear from the figure, we find a remarkably similar cluster

structure, defined by the twomajor macrostates of themolecule,

the beta pin and the twisted loop, as well as the cluster with un-

structured configurations.

The equivalence in the two cluster assignments is confirmed

by the fact that 89% of the data points are assigned to the

same cluster independently of the data representation.

A Jupyter notebook containing the analyses performed in

this section is available at https://github.com/sissa-data-science/

DADApy/blob/main/examples/notebook_beta_hairpin.ipynb along

with the necessary datasets.

Conclusions
In this work we introduce DADApy, a software package for

quickly extracting fundamental properties of data manifolds.
A B

Figure 6. Example usage of DADApy for the analysis of a biomolecula

(A) The computation of the information imbalance between a compact molec

increasing size) and amuch higher dimensional one Xfull (the full space of heavy ato

heavy atom distances and the space of dihedral angles, and vice versa. For clar

(B) The computation of the intrinsic dimension across different scales using both 2N

refers to the space of 4,278 heavy atom distances.

(C) A dendrogram visualization of the peaks and the saddle points of the density,

cluster center structures are drawn next to their corresponding peaks. Themain g

atom distances. In both cases, the central and rightmost peaks capture the main

peak. The two cluster assignments are identical for roughly 90% of the data poin
DADApy is written entirely in Python, which makes it easy to

use and to extend; and it exploits Cython extensions and algo-

rithms for sparse computation and sparse memory handling,

which make it computationally efficient and scalable to large da-

tasets. The package is documented by a set of easy-to-run Ju-

pyter notebooks and by a code-reference and manual available

online.

DADApy includes state-of-the-art algorithms for ID estimation,

density estimation, density-based clustering, and distance com-

parison, which found numerous applications in recent years, but

have not yet found widespread usability. We believe this was, at

least in part, precisely due to the lack of a fast and easy-to-use

software like DADApy, and we hope that our work will allow a

growing number of practitioners from different research domains

to approach the field of manifold learning.
C

r trajectory

ular representation Xdihedrals (optimally selected sets of dihedral angles with

m distances). The inset shows the information imbalance between the space of

ity, the depicted points are sparsed out.

N andGride. Themain graph refers to the space of 15 dihedrals, while the inset

estimated using PAk and the ADP clustering algorithm. Peptide backbones of

raph refers to the space of dihedrals, while the inset refers to the space of heavy

macro states of the peptide and are much more populated than the leftmost

ts.
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The algorithms included in DADApy do not rely on low-

dimensional projections or on any strong assumptions on

the structure of the data. This can be a great advantage, as

it makes DADApy suited to analyze topologically complex

data manifolds, but it also means that DADApy cannot be

used to build low-dimensional maps for data visualization.

Other shortcomings of the software are in its level of maturity

for industrial-grade standards—DADApy is still a young soft-

ware—and in the relatively small number of algorithms imple-

mented in it.

We plan to improve DADApy by addressing both of these is-

sues. On the one hand we are working on the development of

algorithms that extend many of the methods discussed here,

including ID estimators for discrete spaces,46 density estima-

tors that exploit data correlations, and more refined feature se-

lection schemes based on the information imbalance, and

intend to implement these as new DADApy methods. On the

other hand we intend to improve code quality in a variety of di-

rections, such as by increasing unit test coverage, expanding

documentation and lint checks, and adding static type check-

ing. Finally, we will greatly welcome open-source contributions

to the project.
EXPERIMENTAL PROCEDURES

Resource availability

Lead contact

Further information and requests for resources should be directed to and will

be fulfilled by the lead contact, Aldo Glielmo (aldo.glielmo@bancaditalia.it).

Materials availability

This study did not generate new materials.

Data and code availability

DADApy is available at https://github.com/sissa-data-science/DADApy

(https://doi.org/10.5281/zenodo.6998360), and the notebooks to generate

the key graphs of Figures 5 and 6 are available at https://github.com/

sissa-data-science/DADApy/blob/main/examples/notebook_mobius.ipynb

and https://github.com/sissa-data-science/DADApy/blob/main/examples/

notebook_beta_hairpin.ipynb, respectively. We strongly encourage the sci-

entific community to fork the repository, submit pull requests, and open

new issues through the GitHub interface.
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39. Glielmo, A., Zeni, C., Cheng, B., Csányi, G., and Laio, A. (04 2022). Ranking

the information content of distance measures. PNAS Nexus 1, pgac039.

arXiv:https://academic.oup.com/pnasnexus/article-pdf/1/2/pgac039/

44246399/pgac039.pdf. https://doi.org/10.1093/pnasnexus/pgac039.

40. Darby, J.P., Kermode, J.R., and Csányi, G. (2021). Compressing local
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