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Abstract

In this thesis I discuss the dust chemistry and growth in the circumstellar envelopes (CSEs)
of Thermally Pulsing Asymptotic Giant Branch (TP-AGB) stars computed with theCOLIBRI

code at different initial metallicities (Z = 0.001, 0.008, 0.02, 0.04, 0.06) and stellar masses.
I adopt a formalism of dust growth coupled with a stationary wind for both M and C-

stars CSEs. In the original version of this formalism, the most efficient destruction process
of silicate dust in M-giants is chemisputtering by H2 molecules. For these stars I find that
dust grains can only form at relatively large radial distances (r ∼ 5R∗), where they cannot be
efficiently accelerated, in agreement with other investigations.

In the light of recent laboratory results, I also consider the alternative case that the con-
densation temperature of silicates is determined only by the competition between growth and
free evaporation processes (i.e. no chemisputtering). With this latter approach I obtain dust
condensation temperatures that are significantly higher (up toTcond∼1400 K) than those found
when chemisputtering is included (Tcond ∼900 K), and in better agreement with condensation
experiments. As a consequence, silicate grains remain stable closer to the stellar photosphere
(r ∼ 2R∗), where they rapidly grow and are efficiently accelerated. With this modification, the
models nicely reproduce the observed trend between terminal velocities andmass-loss rates of
Galactic M-giants.

For C-stars the formalism is based on the homogeneous growth scheme where the key role
is played by the carbon over oxygen excess. The models reproduce fairly well the terminal
velocities of Galactic stars and there is no need to invoke changes in the standard assumptions.
At decreasing metallicity the carbon excess becomes more pronounced andthe efficiency of
dust formation increases. This trend could be in tension with recent observational evidence in
favour of a decreasing efficiency, at decreasing metallicity. If confirmed by more observational
data, it would indicate that either the amount of the carbon excess, determined by the com-
plex interplay between mass loss, third dredge-up and hot bottom burning,or the dust growth
scheme should be revised.

This comparison also shows that the properties of TP-AGB CSEs are important diagnostic
tools that may be profitably added to the traditional calibrators for setting further constraints
on this complex phase of stellar evolution.

I first compute the dust ejecta integrated along the all TP-AGB phase at solar and sub-solar
metallicities (Z = 0.001, 0.008, 0.02) comparing the results obtained with the two formalisms
(with and without chemisputtering) and with other results in the literature. I find that, in spite of
the differences in the expected dust stratification, for a given set of TP-AGB models, the ejecta
are only weakly sensitive to the specific assumption. On the other hand, the results highly
depend on the adopted TP-AGB models.

I thus extend this formalism to the case of super-solar metallicity stars considering the
preferred scheme for dust growth: for M-stars, I neglect chemisputtering by H2 molecules and,
for C-stars, I assume the homogeneous growth scheme.
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At super-solar metallicity, dust forms more efficiently than in the solar and sub-solar cases
and silicates tend to form at significantly inner radii, and thus at higher temperatures and den-
sities, than at solar and sub-solar metallicity values.

In such conditions, the hypothesis of thermal decoupling between gas anddust becomes
questionable and dust heating due to collisions become important. This heating mechanism
delays dust condensation to slightly outer regions in the circumstellar envelope.

By calculating the dust ejecta at super-solar metallicities I find that the main dustproducts
metallicities are silicates.

I finally present the total dust-to-gas ejecta for different values of the stellar initial masses
and for all the metallicity values considered:Z = 0.001, 0.008, 0.02, 0.04, 0.06, finding that
the total dust-to-gas ejecta of intermediate-mass stars are much less dependent on the metallic-
ity than what is usually assumed.
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(2013) (black squares) are compared with predicted expansion velocities for
a few selected TP-AGB tracks with Z= 0.02 for the values of initial stellar
masses listed in upper left of each figure.Left panel: comparison with sim-
ulations that assume fully efficient chemisputtering.Right panel: comparison
with HCT models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.2 The same as in Fig. 6.1, but using HCT models and large iron-free grains
(∼0.3µm) obtained by decreasing the number of seeds toǫs = 10−14. . . . . . 95

6.3 The same as in Fig. 6.1, but using HCT models and a sticking coefficient of
silicates of 0.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

x



LIST OF FIGURES

6.4 Expansion velocities of circumstellar outflows against mass-loss rates ofvari-
able C-stars. Observations of Galactic C-stars by Loup et al. (1993) (black tri-
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Chapter 1

Introduction

1.1 The general framework

During the Thermally Pulsing Asymptotic Giant Branch (TP-AGB) phase, stars with initial
masses in the range 0.8 < M∗ < 6 − 8 M⊙ lose their envelopes at typical rates between
10−8 M⊙ yr−1 and few 10−5 M⊙ yr−1, polluting the Interstellar Medium (ISM) with metals,
partially condensed into dust.

The term “dust” refers to small particles with size (radius) of the order of 0.1 µm with
different chemical composition according to the initial abundances in the atmosphere of the
star (Sargent et al., 2010; Norris et al., 2012). In this respect, TP-AGB stars are classified
on the basis of their surface C/O number ratio in two main classes. If C/O< 1 the star is
classified as M-star while, if C/O> 1, the star is classified as “Carbon-star” (C-star). In M-
stars (C/O< 1) the main dust species are amorphous silicates, as well as forsterite (Mg2SiO4)
and enstatite (MgSiO3), quartz (SiO2) and corundum (Al2O3) (Tielens et al., 1998; Ossenkopf
et al., 1992). Amorphous silicates are particularly abundant and observations indicate that their
grains are Mg-rich with an Fe-content of< 10%. On the other hand, in C-stars (C/O> 1) the
dust produced is predominantly amorphous carbon and silicon carbide (SiC) (Groenewegen
et al., 1998).

As it will be extensively explained in the following sections, the C/O ratio depends on
the physical processes experienced by the star during its evolution and itsvalue at the stellar
surface depends on the initial mass and composition.

Direct estimates of the amount of dust and its mineralogy are provided by mid- and far-
infrared (MIR, FIR) observations of TP-AGB stars, both in our galaxyand in the nearby ones
(Knapp, 1985; Matsuura et al., 2009, 2012).

Comparing the dust mass-loss rates derived from FIR observations with the gas mass-loss
rates obtained from CO observations of Galactic TP-AGB stars, Knapp (1985) have found typi-
cal dust-to-gas ratios of∼6× 10−3 for oxygen-rich (M-stars), mainly in the form of amorphous
silicates, and∼10−3 for carbon-rich (C-stars), mainly as amorphous carbon. In particularthey
have estimated that, at solar metallicity, a large fraction of the silicon should condense into dust
in the circumstellar envelopes (CSEs) of these stars.

TP-AGB stars have soon been recognized as the main stellar dust producers, compared to
other sources like Supernovae (SNe), Red Supergiant and Wolf-Rayet stars (Gehrz, 1989). This
picture becomes more complex considering that, once dust is injected into the ISM, it is subject
to many processes that can significantly alter its abundance and composition (Draine, 2003).

Moving beyond the Galactic context, it is now well established that the stellar dust has a far-
reaching relevance, being a critical element in the interpretation of extragalactic observations

1



1.1 The general framework

up to the far Universe. The study of the Spectral Energy Distribution (SED) of galaxies and
quasars at high redshifts shows that even very young objects possess large dust reservoirs (Lilly
et al., 1999; Eales et al., 2000; Bertoldi et al., 2003; Robson et al., 2004; Beelen et al., 2006;
Dwek & Cherchneff, 2011). On the theoretical side, many efforts have been made in order
to model dust evolution in local galaxies (Dwek, 1998; Calura et al., 2008; Zhukovska et al.,
2008; Piovan et al., 2011a,b), and to explain the presence of large amounts of dust at early
epochs, when the dust and chemical enrichment time-scale was only a fraction of a Gyr (Dwek
et al., 2007; Valiante et al., 2009; Mattsson, 2011; Valiante et al., 2011; Dwek & Cherchneff,
2011; Gall et al., 2011; Pipino et al., 2011; Pipino & Matteucci, 2011; Michałowski et al.,
2010,b; Yamasawa et al., 2011). Several authors suggest that at highredshifts the major dust
contributors should be SNe because of their short lifetimes with respect to those of TP-AGB
stars (Maiolino et al., 2004; Marchenko, 2006). However, SNe play also an important role in
dust destruction since they produce shocks and high energy particles,so that their contribution
is still controversial (Todini & Ferrara, 2001; Nozawa et al., 2003; Sugerman et al., 2006). In
fact, recent studies have concluded that the observed dust at these redshifts should be ascribed
to the ejecta of TP-AGB stars more massive than 3 M⊙, with SNe confined to a secondary
contribution (Dwek et al., 2007; Valiante et al., 2009; Dwek & Cherchneff, 2011). In this
framework, it is therefore crucial to know how stellar dust ejecta, and in particular those of
intermediate-mass stars, depend on metallicity since, at least in the early phases of galaxy
evolution, the environmental conditions were rather different from those of the present local
Universe. Once the dust is injected in the ISM it can subsequently evolve and dust accretion in
the ISM can also be relevant (Draine, 2009).

Another important effect of dusty CSEs is that they affect the MIR colours of TP-AGB stars
and thus the interpretation of their colour-magnitude diagrams. This is particularly important
for the calibration of the uncertain parameters that are commonly used in stellarevolution
calculations, such as the efficiency of mass-loss. It is now well established that the MIR colours
of TP-AGB stars critically depend on the mass-loss rates and, while stellar isochrones in MIR
bands have already been obtained (Bressan et al., 1998; Marigo et al.,2008), these studies do
not rely on direct calculations of dust properties in the CSEs. The aim of this work is to predict
all the basic quantities needed for stellar population studies in the MIR, i.e. dust ejecta, dust-
to-gas ratio, composition, and outflow velocity, as a function of stellar parameters, for the sets
of TP-AGB presented by our group (Marigo et al., 2013).

Detailed modeling of dust formation within CSEs of TP-AGB stars has already been carried
out by several authors. The most advanced models describe the complexinteraction between
radiation and dust grains by means of full hydrodynamical computations, coupling radiative
transfer with pulsations-induced shocks (Bowen & Willson, 1991; Fleischer et al., 1991; Lod-
ders & Fegley, 1999; Cherchneff, 2000; Winters et al., 2000; Elitzur & Ivezić, 2001; Jeong
et al., 2003; Ḧofner et al., 2003; Ḧofner, 2008b). These models require a significant compu-
tational effort and are not yet applicable to the analysis of large data sets. A simpler approach
is that of describing the dust growth in an expanding envelope, under thestationary-wind ap-
proximation, as done by Ferrarotti & Gail (2006)(hereafter FG06) andGail & Sedlmayr (1999)
(GS99). The latter approach is not as fully self-consistent as the formerone, since, for ex-
ample, it cannot predict the mass-loss rate as a function of stellar parameters. However, at
the present time this simplified method is the only feasible way to couple dust formation with
stellar evolution calculations that, especially for the TP-AGB phase, involve alarge number of
models. Moreover, this method can be useful for testing the effects of some critical assumptions
discussed later.

As a matter of fact, there are still several uncertainties that affect the theory of dust for-
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Figure 1.1: Evolutionary tracks for stars withZ = 0.001 and initial massesM∗ = 1, 1.5, 2,
3, 4, 5 M⊙. The tracks are computed by means ofPARSEC code up to the TP-AGB phase, and
by means ofCOLIBRI until the entire envelope of the star is lost by stellar winds. The thermal
pulses developed when C/O< 1 are plotted with blue lines. On the other hand, the thermal
pulses plotted in red correspond to C/O> 1. The He-burning phase of low-mass stars is plotted
in green color.

mation. In particular the dust condensation temperature of silicates obtained from the original
and widely used models by GS99 and FG06,Tcond ≤ 1000 K, is significantly lower than the
one measured in more recent laboratory experiments,Tcond ∼ 1350 K (Nagahara et al., 2009)
which depends, moreover, on the gas pressure. This may affect significantly the results of the
dust formation models.

In this work I will opt for the more agile approach of FG06 because the TP-AGB tracks by
Marigo et al. (2013) span a wide range of masses and metallicities and comprehend thousands
of models. The flexibility of this method also allows a thorough investigation of the effects
of changing some of the basic assumptions of the dust formation scheme usedby FG06. In
particular, I will compare my predictions with the expansion velocities observed in Galactic
TP-AGB stars outflows, and analyze the impact of the different assumptions on the resulting
dust ejecta.

1.2 Stellar evolution

1.2.1 Stellar evolution overview

In this section I briefly summarize the main properties of low- and intermediate-mass stars,
from the beginning of the hydrogen-burning phases to the end of the TP-AGB phase, which
can be considered as the end of their nuclear life.

Examples of stellar evolutionary tracks of low- and intermediate-mass stars are shown in
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Figure 1.2: The same as in Fig. 1.1, but forZ = 0.008.

Figure 1.3: The same as in Fig. 1.1, but forZ = 0.02.
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Figs. 1.1, 1.2 and 1.3, for different choices of the initial metallicity,Z = 0.001, 0.008 and 0.02
adopting solar-scaled chemical composition and the He over Z enrichment lawY = 0.2485+
1.78Z, derived inPARSEC. The evolutionary tracks are computed by means ofPARSEC code,
from the pre-main sequence phase (not shown in figures) up to the TP-AGB phase. The TP-
AGB phase is instead followed by means of theCOLIBRI code until the entire envelope is lost
by stellar winds. The characteristic quantities at the first thermal pulse, obtained fromPARSEC,
are fed as initial conditions intoCOLIBRI.

The main characteristics of these two codes will be outlined in Sections 1.2.2 and1.2.3.
If I exclude the low temperature (and generally less energetically important) reactions that

happen during the pre-main sequence (PMS) phase, the nuclear life of astar begins when
hydrogen is stably converted into helium, in its core. This phase is the longestone in the star
life, lasting until the hydrogen fuel in the core is completely exhausted.

Stars with initial massesM∗ . 1 M⊙ burn hydrogen through the P-P cycle, in a radiative
core, as depicted in Fig. 1.4. Hydrogen is not burnt homogeneously withinthe core, because
the thermonuclear reactions are more efficient in the central regions, where the temperature is
higher. In these conditions, hydrogen diminishes more rapidly in the centralparts leaving a
composition profile toward the more external regions. during this phase the core smoothly con-
tracts and the star moves towards higher luminosities and effective temperatures, maintaining
almost the same radius (Figs. 1.1, 1.2 and 1.3).

On the other hand in stars more massive than about 1 M⊙ the CNO cycle is more efficient
than the P-P one and, because of the much more concentrated nuclear energy generation rate,
the stars develop a convective core, Fig. 1.4. The hydrogen abundance within the core is kept
constant by convective mixing. In stars less massive than aboutM∗ = 10 M⊙ the convective
core recedes during the evolution in such a way that they also develop an internal chemical
profile. Actually the existence of a larger homogenous core from the beginning of H-burning,
makes the star to evolve at decreasing temperature (Figs. 1.1, 1.2 and 1.3).However the struc-
ture at the end of central H-burning phase is not very different from that of the less massive
stars without central convection.

When central hydrogen is exhausted the thermonuclear reactions do notprovide the pres-
sure gradient needed in order to sustain the star against gravity. In these conditions the stellar
core contracts (more markedly in stars with convective cores), and H-burning proceeds in a
nearby shell, in this case always through the CNO cycle. When the stellar core contracts the
stars move rapidly towards higher luminosities and lower effective temperatures, approaching
the Hayashi track, where a deep convective envelope develops.

Stars with initial mass below a critical value,MHeF that depends on the chemical composi-
tion and on the efficiency of the central mixing (overshoot or rotation) undergo central electron
degeneracy, their contraction becomes very slow and, on nuclear timescales, they climb the so
called Red Giant Branch (RGB) as shown in Figs. 1.1, 1.2 and 1.3. These stars, called low-
mass stars, will ignite helium in a strongly electron degenerate core, producing the so called
“helium-flash” that corresponds to the most luminous point of the RGB. The run of MHeF as a
function of the metallicity and for different efficiencies of core convective mixing into the un-
derlying stable regions, an effect called convective overshoot, is shown in Fig. 1.4. The RGB
phase is characterized by the conversion of hydrogen into helium occurring in a circumnuclear
shell. During this phase, the star moves towards higher luminosity and the mass of the core pro-
gressively accretes the newly-produced helium. As the mass of the core increases, its central
temperature also rises, until it is high enough to ignite helium.

Stars more massive thanMHeF, named intermediate-mass stars, ignite central helium before
encountering the strong electron degeneracy. A noticeable difference in this case is that the

5
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Figure 1.4: The behaviour of a few critical masses as a function of metallicity. From bottom
to top: the minimum mass that maintains a persistent convective core during H-burning,MO1;
the mass above which core overshoot is taken at the maximum efficiencyMO2; the minimum
mass for a model to ignite central helium non degenerately,MHeF for both the overshoot and
the no-overshoot cases; finally, in the upper panel, the minimum mass of the stars that ignite
C in a non electron degenerate core,MIM . The typical resolution in determining these mass
limits is 0.05 M⊙ for MO1 andMHeF, and 0.2 M⊙ for MIM . The curves are polynomial fits to the
corresponding values. The figure is taken from Bressan et al.(2012).

6



1 Introduction

contraction toward central helium ignition is relatively rapid, the typical lifetime being Kelvin-
Helmholtz timescale. The star does not posses a real RGB but only a red tip.

In both cases, the convective envelope can reach previously processed regions deep in the
star, dredging the products up to the surface. This process is known as“first dredge-up”.

After the He-flash, the evolution of low-mass stars continues with the centralhelium-
burning. During the RGB phase low-mass stars may experience a significant mass-loss at a
rate of about 10−8-10−7 M⊙ yr−1. As a consequence, these stars lose part of their envelopes and
their mass may be even significantly less than the initial mass (by even about 20%). The core
is no more degenerate and the star sits on the so called Horizontal Branch, typical of Globular
Clusters, or in a red luminous clump, typical of younger and/or more metal rich systems like
Old Open Clusters or metal rich Globular Clusters.

In Figs. 1.1, 1.2 and 1.3, the He-burning phase of low-mass stars is plotted ingreen color.
The He-flash is not followed in these stars. Instead the models are evolvedfrom a Zero Age
Horizontal Branch sequence representing the initial steady He-burningphase.

After quiescent helium ignition, intermediate-mass stars descend their red branch until con-
traction moves them away from the Hayashi track, where they describe theso-called “blue
loop”. By comparing Figs. 1.1, 1.2 and 1.3 it is clear that the blue loop is particularly well
developed at low metallicity for stars with initial masses between 3 and 5 M⊙. As initial metal-
licity increases, the blue loop amplitude is reduced.

The burning of the helium in the core of low and intermediate-mass stars produces12C,
16O and also20Ne, through the 3α andα-capture reactions. A core mainly made of C and O is
built up during central He-burning.

After central helium exhaustion, the evolution of both low- and intermediate-massive stars
is the same. The star begins to burn helium in a shell that surrounds the C-O core and the
energy released by this process makes the envelope expand and cool down. The hydrogen shell
is switched off and the envelope becomes convective again. The star again moves towardlower
effective temperatures and higher luminosities as shown in Figs. 1.1, 1.2 and 1.3 toward the
RGB phase, but never reaching it (or its prolongation in intermediate-mass stars). This phase
of the stellar evolution is known as “Asymptotic Giant Branch” (AGB) phase.

If the star is massive enough, the convective envelope can possibly reach regions in which
hydrogen has already been exhausted, dredging up previously CNO processed material. The
process is known as “second dredge-up”. In this first phase in whichthe helium-shell provides
most of the stellar luminosity, the AGB phase is named “Early AGB” (EAGB). During this
phase neutrino production increases and actually may becomes so importantthat the neutrino
luminosity may balance the gravitational energy release due to the contraction of the C-O core.
Lacking this only heating engine, the temperature rise becomes much less significant than the
density rise and the star enters again the region of strong electron degeneracy. At this stage
the core contraction stops and the He-burning shell moves rapidly toward the hydrogen dis-
continuity. When the latter is reached, the H-shell re-ignites and the star enters the double
shell phase better known as the Thermally Pulsing AGB (TP-AGB) phase, because of periodic
thermal pulses (nuclear flashes) of the He-burning shell. At this point, theH-shell produces
newly synthesized helium that accumulates above the degenerate C-O core. When this helium
pocket reaches a critical mass of about 10−3 M⊙ for a C-O core mass of 0.8 M⊙, helium ignites
and a thermonuclear runaway occurs, producing a helium-flash. Most of the energy released
by the He-flash heats up the above layers, expanding them and switching off the H-shell. The
huge amount of energy suddenly released produces an intermediate convective zone extending
from the He-burning shell up to the hydrogen-helium discontinuity, as shown in Fig. 1.5. Con-
vection can pollute the intermediate regions with elements processed in the stellar interior, as
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carbon. Moreover, due to the expansion, the stellar envelope becomes strongly convective, and
the H-burning shell quenches off. In sufficiently massive intermediate-mass stars the external
convection can penetrate regions already polluted by the intermediate convection initiated by
the helium-flash. This process is known as “third-dredge up” and it enriches the photosphere of
the star with newly produced elements such as helium and carbon. After this strong expansion,
the H-burning shell ignites again and a quiescent phase of H-burning is initiated until another
pocket of helium is built up again for another helium-flash to occur. The He-flash occurs cycli-
cally every time that the critical mass is reached. This cycle is known as “thermal pulse”.
The amplitude of the pulse progressively increases at each cycle until anasymptotic regime is
reached. During the inter-pulse period, the efficiency of the H-shell is essentially determined
by the mass of the helium-exhausted core. Therefore, a relation between the mass of this core
and the luminosity holds (core-mass luminosity relation, CMLR).

At each thermal pulse a new third dredge-up episode can occur enriching the stellar atmo-
sphere with the products of the nuclear burning inside the star. This process changes abun-
dances of the stellar atmosphere at each episode. In particular, the C/O number ratio may
even become greater than one and the TP-AGB stars show typical photospheric abundances of
C-stars.

The efficiency of the third-dredge up is determined by various factors. The general trend
is that the dredge-up efficiency increases at decreasing metallicities and at increasing stellar
masses. During the TP-AGB phase, the efficiency rises until it reaches a maximum value after
a certain number of thermal pulses. Below a critical envelope mass of 0.2 M⊙ the third dredge-
up does not occur. Both the maximum efficiency value of the third dredge-up and the number
of pulses after which this value is reached, depends on the stellar mass andcomposition.

In more massive TP-AGB stars, withM∗ & 4 M⊙, another physical process can occur. At
the bottom of the convective envelope the temperature can be so high (T ∼ 8 ×107 K) that
significant H-burning through the CNO cycle can occur (Renzini & Voli, 1981; Boothroyd &
Sackmann, 1992). This process is known as “hot-bottom burning” (HBB). The consequences
of this nuclear burning are basically two. First of all, the surface luminosity ishigher than ex-
pected from the CMLR. In addition, the carbon that has been previously dredged-up is partially
converted into nitrogen through the CNO cycle and the formation of C-stars can be prevented.
As a consequence of a very efficient HBB, the C/O ratio may become larger than unity because
of the activation of the ON cycle that causes the destruction of oxygen in favour of nitrogen.

In Figs. 1.1, 1.2 and 1.3 the thermal pulses developed when C/O< 1 are plotted with blue
lines. On the other hand, the thermal pulses plotted in red corresponds to thephases with
C/O> 1. From these figures one can see that, atZ = 0.001, all the stars considered experience
many more thermal pulses as C-stars, than at higher metallicities.

This depends on different factors. First of all, consider that the oxygen in the stellar at-
mosphere has approximately the same partition (number or mass ratio between theelement
and the metallicity) at the beginning of the TP-AGB phase. As a consequence, the lower the
metallicity is, the lower will be the abundance of oxygen in the atmosphere and the carbon
needed to have that C/O> 1. Furthermore, the third dredge-up tends to be more efficient at low
metallicity, favoring even more the production of C-stars. AtZ = 0.008 and 0.02, stars with
masses above 4M⊙ tend to develop only few pulses as C-stars.

The complex interplay between the dredge-up and HBB for different initial stellar masses
and metallicity values will be discussed in Section 1.3.

As already mentioned, during the TP-AGB phase, the star increasingly loses mass. Though
the details of the mass-loss mechanism are still unknown, there is a general agreement on the
fact that the strong pulsations experienced by the star in this phase, levitatethe gas up to a few
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Figure 1.5: Evolution of the inner layers of a TP-AGB star during and between two consecutive
thermal pulses. Mass boundaries and relevant quantities are indicated. Note that mass and
time coordinates are not on real scales, for graphical clarity. The hatched areas over the later
pulse-driven convective zone (PDCZ) correspond to the three-zone stratification of the material,
containing from top to bottom: the ashes left by the H-burning shell, the products of the previous
PDCZ and the ashes left by the He-burning shell. On the abscissa, the lifetime of the convective
pulseτPDCZ and the quenching timeτq. The figure is taken from Marigo et al. (2013).

stellar radii, where dust is able to condense and may produce a radiation-driven wind, triggered
by the interaction between the photons coming from the stellar surface and thedust particles
(see Chapter 2).

The evolution of the star proceeds from semiregular (SR) to Mira and eventually to IR star,
with mass-loss rates increasing from 10−6 M⊙ yr−1 for Miras, to about 10−4 M⊙ yr−1 for IR
stars (Zijlstra et al., 2009). The latter class of stars is characterized by strong self-obscuration
by the dust produced in the CSE. If the star is O-rich and OH maser emission isdetected the
star is classified as OH/IR. The details of the computation of the mass-loss rate are explained
in Section 1.3.

1.2.2 PARSEC: stellar tracks with the PAdova and TRieste Stellar EvolutionCode

The stellar evolutionary codePARSEC computes the stellar tracks in a range of masses between
0.1 and 12 M⊙, with a resolution of 0.05 M⊙ in the range of low-mass stars and of 0.2 M⊙
for intermediate-mass stars. The evolutionary tracks follow the evolution of the stars from the
pre-main sequence up to the first well developed thermal pulses of the AGB.

The basic assumptions of the input physics of the stellar evolutionary code are summarized
below.

• The solar distribution of the heavy elements.
For each element heavier than4He, a fractional abundance relative to the solar metallicity is
specified as a reference distribution (Xi,⊙/Z⊙). The solar distribution is assigned for 90 chemi-
cal elements from Li to U with abundances from Grevesse & Sauval (1998) except for a subset
of species for which the revised abundances of Caffau et al. (2011) are adopted. According to
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1.2 Stellar evolution

these abundances the present-day metallicity of the Sun isZ⊙ = 0.01524.

• Opacities.
The absorption properties of the matter in the gas phase are evaluated by means of pre-computed
Rosseland mean opacitiesκR(ρ,T). The opacity is a function of the temperature and density,
and has been computed for combinations of temperatures and densities that describe different
conditions of the matter in the stellar structure.

In addition to that, the opacity also depends on the gas chemical composition specified by
the hydrogen and helium abundancesX andY and by the distribution of the heavy elements.
Different programmes have been used in the different temperature ranges for the computations
of the opacity tables.

At high temperatures, 4.2 ≤ log(T/K) ≤ 8.7, the opacities adopted are the ones provided
by the Opacity Project At Livermore (OPAL) (Iglesias & Rogers, 1996). The computation in
this case is performed after specifying the abundances of 19 heavy elements (C, N, O, Ne, Na,
Mg, Al, Si, P, S, Cl, Ar, K, Ca, Ti, Cr, Mn, Fe and Ni).

At low temperatures, 3.2 ≤ log(T/K) ≤ 4.1, opacities have been evaluated byÆSOPUS for
any set of chemical abundances for 92 elements from H to U (Marigo & Aringer, 2009). The
opacity computations performed byÆSOPUS account for many continuum and discrete sources,
including atomic opacities, molecular absorption and collision-induced absorption.

In the transition region of temperatures between 4.1 ≤ log(T/K) ≤ 4.2 a linear interpolation
between the opacities obtained by OPAL andÆSOPUS is adopted.

Given the distribution of the heavy elements, two distinct sets of tables are generated: the
H-rich and H-free one (X = 0). This second set is generated to specifically describe the opaci-
ties for the He-burning regions.

• Convection.
Extended mixingacrossa convective border (overshoot) is formalized in two distinct ways,
for the convective core and the external convective shell(s), by means of the mean free-path of
fluid elements (mixing length) which is set proportional to the local pressure scale height,Hp:

Hp =
Pr2

Gmrρ
, (1.1)

where P is the pressure,r the distance from the centre of the star,G the gravitational
constant,mr the mass within the radiusr andρ the density.

The efficiency of convection is still uncertain and the mixing length is current calibrated on
the Sun.

• Convective core.
In the convective core the value of the overshoot parameter,ΛC, is chosen accordingly
to the stellar mass.

A variable overshoot parameter is adopted to describe the transition betweenthe stars
with radiative and convective cores:

1. ΛC is zero below a threshold massMO1;

2. a linear increase of the overshoot efficiency with the mass is adopted betweenMO1

andMO2 up to a maximum valueΛmax = 0.5 (Bertelli et al., 1994; Girardi et al.,
2000).

3. for stars more massive thanMO2 the overshoot is assumed to be fully efficient
ΛC = Λmax.

10
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The stellar massesMO1 andMO2 are not fixed, but are assumed to depend on the initial
chemical composition (Fig. 1.4). For the He-burning phases, the overshoot is always
fully efficient.

• Overshoot of the convective envelope.
The original prescriptions for the overshoot efficiency in the convective envelope by
Alongi et al. (1991) and Bressan et al. (1993) are adopted. The values assumed are
Λe = 0.05 in the envelope of stars ofM∗ < MO1 andΛe = 0.7 for M∗ > MO2. A smooth
transition between the two efficiencies is adopted similarly to the case of the convective
core.

The overshoot parameters,ΛC andΛe are determined on the base of some observational
proprierties of the Hertzsprung-Russel diagram.

1.2.3 Evolution of Thermally Pulsing Asymptotic Giant Branch Stars. TheCOLIBRI
Code.

The TP-AGB evolutionary models are computed withCOLIBRI code, described in Marigo et al.
(2013) to which the reader should refer for all the details. For each combination of initial stellar
mass (M∗) and initial metallicity (Z), the characteristic quantities at the first thermal pulse,
obtained from thePARSEC database of full stellar models (Bressan et al., 2012), summarized
in Section 1.2.2, are fed as initial conditions intoCOLIBRI, that calculates the whole TP-AGB
evolution until the entire envelope is lost by stellar winds.

It is worth emphasizing that, compared to purely synthetic TP-AGB codes,COLIBRI re-
laxes a significant part of their previous analytic formalism in favour of detailed physics ap-
plied to a complete envelope model, in which the stellar structure equations are integrated from
the atmosphere down to the bottom of the H-burning shell. As a consequence, both the HBB
energetics and nucleosynthesis, as well as the basic changes in envelope structure, including
effective temperature and radius, can be followed with the same richness of detail as in full
models, and even more accurately. The initial mass of the H-exhausted coreis taken from the
stellar model obtained byPARSEC and its growth is followed by evaluating the H-burning rate
of the radiative part of the H-shell.

A unique feature ofCOLIBRI, which is of particular importance for the present work, is
the firston-the-flycomputation ever with theÆSOPUS code (Marigo & Aringer, 2009) of: i) the
chemistry for roughly 300 atoms and 500 molecular species and ii) gas opacities throughout the
atmosphere and the deep envelope at each time step during the TP-AGB phase. This technique
assures a consistent coupling of the envelope structure with its chemical composition, that may
significantly change due to the third dredge-up and HBB processes.

In particular, withCOLIBRI it is possible to follow in detail the evolution of the surface
C/O ratio, which is known to produce a dramatic impact on molecular chemistry, opacity,
and effective temperature every time it crosses the critical region around unity (Marigo, 2002;
Marigo & Aringer, 2009). In turn, the C/O ratio plays a paramount role in determining the
chemical and physical properties of the dust, as will be discussed in this thesis.

The TP-AGB models used are based on specific prescriptions for the thirddredge-up, HBB
and mass-loss rate which are outlined below.

• The third dredge-up.
The occurrence of the third dredge-up during the TP-AGB phase is estabilished as explained in
Wood & Zarro (1981); Marigo et al. (1999) and is a function of the current mass and chemical
composition of the star.
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1.2 Stellar evolution

After the He-flash the He-shell is pushed out and it cools down to its minimum temperature
over the flashcycle,Tmin

N . As the thermal pulses reach the full-amplitude regime, a limiting
characteristic value ofTmin

N is approached, log(Tmin
N ) = 6.5 − 6.7 (Boothroyd & Sackmann,

1992; Karakas et al., 2002). The exact value ofTmin
N is only weakly dependent on chemical

composition and core mass. At the same time at which post-flash luminosity maximum is
reached, the envelope convection extends to its maximum inward penetration (in mass fraction)
and the maximum base temperature,Tmax

bce . Hence, it is reasonable to assume that the third
dredge-up takes place if, at the stage of post-flash luminosity maximum, the condition Tmax

bce >

Tmin
N is satisfied. In particular, in theCOLIBRI code the condition for the onset of the third

dredge-up is established to beTmax
bce > Tdup, whereTdup is assumed to be a free parameter

(logTdup = 6.4 for the present calculations). The rather low value of the temperature parameter
favours an earlier occurrence of the third dredge-up episodes.

The third dredge-up is instead modeled by means of two characteristic quantities:

• Mmin
C : the minimum core mass for the occurrence of the third dredge-up;

• the dredge-up efficiency described byλdu:

λdu =
∆Mdup

∆Mc,tpc
, (1.2)

where∆Mdup is the dredged-up mass at a given thermal pulse and∆Mc,tpc is the core
mass growth over one interpulse period.

The efficiencyλdu is expected to increase with stellar massM∗, such that TP-AGB stars
with initial massesM∗ > 3 M⊙ are predicted to reachλdu ∼ 1, which implies no, or very little,
core mass growth. For lower values of the metallicity an earlier onset of the third dredge-up
and a larger efficiency is favoured. This implies that low-mass carbon stars are more easily
formed as shown in Figs. 1.1, 1.2 and 1.3.

The determination of the parametersMmin
C andλdu is still affected by uncertainties and their

values vary considerably from author to author for the same combination ofinitial stellar mass
and metallicity. The adopted approach in theCOLIBRI code is that of takingλdu andMmin

C as
free parameters, and to calibrate them with the largest possible set of observations.

The chemical composition of the dredged-up material (mainly in terms of4He, 12C, 16O,
22Ne and23Na) is obtained with the aid of a full nuclear network applied to a model for the
pulse-driven convection zone.

• Hot bottom burning.
Both the break-down of the CMLR and the rich nucleosynthesis of HBB (viathe CNO, NeNa
and MgAl cycles) are followed in detail, solving a complete nuclear network coupled to a
diffusive description of mixing, at each mesh throughout the convective envelope.

The occurrence of HBB is expected to produce the break-down of the CMLR (Renzini &
Voli, 1981; Bloecker & Schoenberner, 1991; Karakas et al., 2002),the COLIBRI sequences
with M∗ > 4 M⊙ exhibit a steep luminosity increase at almost constant core mass asλdu ∼ 1.
After reaching a maximum, the luminosity starts to decline quickly from pulse to pulseuntil
the CMLR is recovered again. This is due to the fact that the efficiency of the HBB, and there-
fore the excess in luminosity with respect to the CMLR, depends on the envelope mass that
is rapidly reduced by the onset of the super-wind phase. The peculiar bell-shaped luminosity
evolution of massive TP-AGB stars with HBB is shown in Figs. 1.6, 1.7 and 1.8.
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•Mass-loss.
It has been included under the hypothesis that it is driven by two main mechanisms, dominating
at different stages. Initially, before radiation pressure on dust grains becomes the main agent
of stellar winds, mass-loss is described with the semi-empirical relation by Schröder & Cuntz
(2005), which essentially assumes that the stellar wind originates from magneto-acoustic waves
operating below the stellar chromosphere. The corresponding mass-lossrates are indicated
with Ṁpre−dust.

Later on the TP-AGB the star enters the dust-driven wind regime, which is treated with
an approach similar to that developed by Bedijn (1988), and recently adopted by Girardi et al.
(2010).

Assuming that the wind mechanism is the combined effect of two processes, i.e., radial
pulsation and radiation pressure on the dust grains in the outermost atmospheric layers, a func-
tional form of the kindṀ ∝ exp(Mα∗R

β
∗), as a function of the current stellar mass and radius,

is adopted. This expression synthesizes the results of numerical computations of periodically-
shocked atmospheres (Bedijn, 1988). The free parametersα andβ have been calibrated on
a sample of Galactic long-period variables with measured mass-loss rates, pulsation periods,
stellar masses, radii, and effective temperatures. The corresponding mass-loss rates are denoted
with Ṁdust. At any time during the TP-AGB calculations the actual mass-loss rate is taken as
the maximum betweeṅMpre−dust andṀdust.

The sample used for the calibration of the mass-loss is composed of about 40O-rich Mira
stars with pulsation periods (fundamental modes) betweenP ∼100 andP ∼800 days. The
stellar luminosities are derived from the period-luminosity relation. The radii are inferred
from interferometric measures, when available, or from the Stephan-Boltzmann relation if the
luminosity and effective temperature are known. The stellar masses are calculated using the
relation between pulsation, mass and radius (Wood, 1990). Data of the stellar parameters are
taken from Le Bertre & Winters (1998) and the mass-loss rates are taken from Loup et al.
(1993). The results of the current calibration are preliminary and will be extended to C-stars
when the relation between the pulsation period, mass and radius will be available also for these
objects.

The key feature of this formalism is that it predicts an exponential increaseof the mass-
loss rates as the evolution proceeds along the TP-AGB, until typical superwind values, around
10−5 − 10−4 M⊙yr−1, are eventually reached (see bottom panels of Figs. 1.6, 1.7 and 1.8).

Following the results of Marigo et al. (2013) the evolution of the surface C/O ratio is es-
sentially governed by the competition between the third dredge-up occurringat thermal pulses,
and HBB taking place during the quiescent interpulse periods. Of great importance are also the
stages of onset and quenching of the two processes, that normally do not coincide.

The resulting picture is quite complex as transitions through C/O= 1 may happen at differ-
ent stages during the TP-AGB evolution and with different characteristics.

1.3 TP-AGB models adopted in this thesis

Figures 1.6, 1.7 and 1.8 show the time evolution of C/O ratio, effective temperature, luminosity,
and mass-loss rate for a few TP-AGB stellar models with selected values of theinitial mass
(M∗ = 1, 2, 3, 4, 5 M⊙) and metallicity (Z = 0.001, 0.008, 0.02). Together with the C/O
ratio the carbon excess, defined as the difference between the number of carbon and oxygen
atoms, normalized to that of hydrogen atoms,ǫC-ǫO=NC/NH − NO/NH, is also plotted. This
quantity is even more meaningful than the C/O ratio, as it defines approximately the number
of carbon atoms not locked into the CO molecule, and thus available for the formation of the
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Figure 1.6: Evolution of surface C/O, carbon excessǫC-ǫO (only when positive), effective
temperature, luminosity, and mass-loss rate during the whole TP-AGB phase of a few selected
models with initial metallicityZ = 0.001, computed with theCOLIBRI code (Marigo et al.,
2013). These quantities are the key input stellar parameters for the dust growth model. Time
is counted from the first thermal pulse. Note that effective temperature and luminosity are
obtained from the solution of the full set of the stellar structure equations, and not from fitting
relations as usually done in synthetic TP-AGB models. The trends of the C/O ratio and carbon
excess reflect the occurrence of the third dredge-up and HBB in TP-AGB stars with different
masses and metallicities. Particularly interesting is thecase of theM∗ = 4 M⊙, Z = 0.001
model, that undergoes several crossings through C/O= 1. See the text for more details.
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Figure 1.7: The same as in Fig. 1.6, but for initial metallicityZ = 0.008.

Figure 1.8: The same as in Fig. 1.6, but for initial metallicityZ = 0.02.
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carbonaceous dust. From inspection of Figs. 1.6, 1.7 and 1.8 a few representative cases of the
C/O evolution during the TP-AGB phase, that are relevant for the interpretation of the results
presented in this work, are extracted.

a) C/O< 1 during the whole TP-AGB evolution. This is typical of low-mass stars (M∗ ∼
1 M⊙), but the actual minimum mass for a star to become a carbon star,Mmin

C , is expected
to depend critically on the metallicity, increasing at largerZ.

b) C/O< 1→ C/O> 1 as a consequence of the carbon enrichment due to the third dredge-
up at thermal pulses. This explains the existence of carbon stars with typical masses
of ∼ 2 − 3 M⊙ depending on metallicity and model details. In these models the rise of
the C/O ratio begins at the beginning of the third dredge-up and it is not inhibited by
the HBB. Notice that, in these cases, the excess carbon becomes larger and larger at
decreasing initial metallicity. Thus at decreasing metallicity, not only the carbonabun-
dance reaches the oxygen abundance more easily but also the amount of primary carbon
production is larger. The transition to C/O> 1 may be also experienced by the brightest
mass-losing objects (e.g.M∗ > 5M⊙ andZ = 0.008), that become carbon rich in their
last evolutionary stages when HBB is extinguished, while a few more third dredge-up
episodes may still take place.

c) C/O< 1→ C/O> 1 as a consequence of a very efficient HBB, mainly in quite massive
TP-AGB stars,M∗ & 5M⊙, at very low metallicities,Z = 0.001. Differently from the
standard channel of carbon star formation, illustrated in the former examples, in this case
the C/O ratio becomes larger than unity because of the activation of the ON cycle that
causes the destruction of oxygen in favour of nitrogen.

d) C/O> 1→ C/O< 1 may take place in relatively massive TP-AGB stars in which HBB
develops after the transition to the carbon star regime. In these cases the CNcycle
becomes efficient enough to bring the star back to the M spectral type (see the crossing
of C/O in the model of 4 M⊙ andZ = 0.001, at timetTP−AGB ≃ 1.2× 105 yr).

e) C/O< 1⇄ C/O> 1: multiple transitions across C/O= 1 may take place under particular
conditions. The sawtooth trend of the C/O ratio around unity occurs for a significant part
of the TP-AGB evolution of theM∗ = 4 M⊙, Z = 0.001 model. This peculiar phase is
characterized by quasi-periodic transitions across C/O= 1 from both below and above
unity, caused by the alternating effects of the third dredge-up (C/O ↑) and HBB (C/O ↓),
so that two crossings may be experienced within a single thermal pulse cycle.

Various tests indicate that the present version of TP-AGB models already yields a fairly
good description of the TP-AGB phase. Compared to previously calibratedsets (Marigo &
Girardi, 2007; Marigo et al., 2008; Girardi et al., 2010) the TP-AGB models yield some-
what shorter, but still comparable, TP-AGB lifetimes, and they successfullyrecover various
observational constraints dealing with e.g. the Galactic initial-final mass relation, spectro-
interferometric determinations of TP-AGB stellar parameters (Klotz et al., 2013), the correla-
tions between mass-loss rates and pulsation periods, and the trends of the effective temperature
with the C/O ratio observed in Galactic M, S and C-stars.

As it will be discussed in this thesis, further important support comes from the results of
the dust growth model applied to the TP-AGB tracks, which are found to nicely reproduce
other independent sets of observations, i.e. the correlation between expansion velocities and
mass-loss rates of Galactic AGB stars (see Chapter 6).
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Chapter 2

Dust-driven wind model

Stellar winds are a phenomenon that induces mass-loss during the lifetime of a star. For TP-
AGB stars the characteristic mass-loss rates caused by the wind can reachvery high values, up
to 10−4 M⊙ yr−1, compared with the typical present mass-loss rate of the sun, 2×10−14 M⊙ yr−1.

Stellar winds can be distinguished on the basis of their driving mechanism as “pressure-
driven wind” and “radiation-driven wind”. In the former case, the windis caused by the dis-
sipation of mechanical energy provided by the convection zones, stellar pulsation, and shock
waves in the outer regions of the stellar atmosphere. In the radiation drivenwind, the accelera-
tion is caused by the transfer of the radiative momentum to dust particles or ions in hot massive
stars. The momentum acquired by the dust grains or ions from the photons isfinally transferred
to the gas by collisions.

In particular, the wind in TP-AGB stars is generated by a combination of the twomech-
anisms and can be ideally divided in two phases. First, shock waves generated by pulsations
are able to lift the gas up to the dust condensation zone, then, when dust iscondensed, the
outflow is accelerated by the radiation-driven mechanism (Höfner, 2009). The first mechanism
has a crucial role, because the temperatures at the photosphere of TP-AGB stars are typically
between 2000 and 3000 K, by far too high for the condensation of even the most refractory
dust species. Therefore, a mechanism able to lift the gas in regions of lower temperatures is
necessary for the onset of a dust-driven wind. The schematic view of dust formation and wind
acceleration in TP-AGB is shown in Fig. 2.1.

In this thesis, only the mechanism of dust-driven wind is modeled, assuming that pulsations
can levitate the gas up to a few stellar radii. Before the dust condensation region is reached, I
assume that the gas moves outwards at fixed initial velocity.

In the models considered in this thesis, the input parameters of TP-AGB evolutionary mod-
els necessary to determine the structure of the expanding CSE at each time step are computed
with COLIBRI code. In particular,COLIBRI provides the effective temperature (Teff), luminos-
ity (L∗), current mass (M∗), mass-loss rate (̇M) and photospheric mass fraction of the element
j, X j .

In the following, the set of differential equations adopted to study the dust formation cou-
pled with a stationary and spherically symmetric wind is summarized. Some of the additional
equations needed in the computations are also described.

2.1 Wind dynamics

The initial abundance in the gas phase of a certain atomic or molecular speciesis calculated
starting from the quantityX j . It is convenient to express the abundances as the number of
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2.1 Wind dynamics

Figure 2.1: A schematic picture of dust-driven wind initiated by shock waves that lift the gas
up to the condensation radius (few stellar radii).

atoms or molecules over the number of hydrogen atoms,ǫ j . The number of hydrogen atoms is
calculated starting from the quantityXH provided by theCOLIBRI code. The quantityǫ j along
the TP-AGB track is therefore computed as

ǫ j =
X j

mj
/

XH

mH
(2.1)

wheremj andmH are the mass of the speciesj and of hydrogen, respectively. The quantity
X j/mj is the number of the gas speciesj per gram. Therefore, by dividing by the termXH/mH

the quantity obtained is a pure number that gives the ratio between the number density of the
speciesj normalized by the number density of hydrogen.

Following FG06, the momentum equation of a stationary and spherically symmetric out-
flow is

v
dv
dr
= −

1
ρ

dP
dr
−

GM∗
r2

(1− Γ) , (2.2)

whereρ is the gas density,P is the gas pressure,M∗ is the actual mass of the star andΓ is
the ratio between the radiative and the gravitational accelerations:

Γ =
L∗

4πcGM∗
κ, (2.3)

where L∗ is the actual stellar luminosity,c is the speed of light,G is the gravitational
constant andκ is an average quantity expressed as mean absorption coefficient per unit mass
[cm2 g−1]. The mean opacityκ is thus assumed to be independent of the wavelength (grey
atmophere approximation). Equation 2.2 is valid for both the dust and the gas components
if they are coupled, which means that all the momentum that dust grains receive from the
radiation field is rapidly transmitted to the gas. Under this approximation, gas anddust are
treated as one-fluid component with no drift velocity between them.

Equation 2.2 has a critical point when the velocity of The sonic radius is located just before
Γ becomes larger than one. At this point, the wind becomes supersonic and thecontribution of
the pressure becomes negligible. As the quantityΓ rapidly increases after that dust is formed,
it is possible to assume that the dust condensation radius is approximately equal to the sonic
radius (Lamers & Cassinelli, 1999).
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2 Dust-driven wind model

In the following I consider the approximation introduced by Lamers & Cassinelli (1999)
that considered only the supersonic portion of the outflow in the momentum equation. In such
approximation the pressure of the gas is neglected and the momentum equation is

v
dv
dr
= −

GM∗
r2

(1− Γ). (2.4)

Note thatΓ is a function of the stellar parameters which change along the TP-AGB phase.
The outflow is more easily accelerated for high luminosity,L∗, and low stellar masses,M∗, for
which the gravitational pull is lower, and large values ofκ. The initial velocity of the outflow
is kept constant up to the point in whichΓ > 1 and its initial value is chosen to be lower than
the speed of sound computed along the CSE.

As previously mentioned, the sonic radius approximately coincides with the point in which
the outflow is accelerated. The speed of sound at the sonic point is between∼1.5 and∼2.5 km s−1

and thus it is safely assumed that the initial velocity of the outflow is 0.5 km s−1.
From Eqs. 2.4 and 2.3 it follows that the outflow is accelerated if the opacity reaches a

certain critical value such that the conditionΓ > 1 is satisfied. This value corresponds to

κcr >
4πcGM∗

L∗
. (2.5)

In addition to that, from Eq. 2.4 it turns out that the acceleration is higher if thecondition
Γ > 1 is satisfied at shorter radial distances, as it is proportional tor−2.

The condition for whichΓ > 1 is necessary but not sufficient in order to produce an efficient
outflow. In fact, the expansion velocity should be larger than the escape velocity at some radial
distance.

The escape velocity profile is given by

vesc=

√

2GM∗
r
. (2.6)

The proportionality between the escape velocity and the actual stellar massM∗, indicates that
the dust-driven wind tends to be more efficient in the final phases of TP-AGB as the stellar
mass progressively decreases because of mass-loss.

The final fate of the outflows can always be distinguished in three cases (Höfner, 2009):

1. not being accelerated at all. This happens forκ < κcr, or equivalentlyΓ < 1;

2. first accelerate, but then decelerate again at some radial distance. This happens when
κ > κcr, but the acceleration term is not sufficiently high to get thatvexp > vesc.

3. being accelerated away from the star. This happens whenκ > κcr andvexp > vesc.

The quantityκ is provided by the sum of the gas opacity,κgas, plus all the opacities of the
various dust species (see Chapter 3).

Briefly, the opacity of each dust species is computed for a given grain size distribution in
a range of dust sizes betweenamin andamax and averaged over the incident radiation energy
density. This last computation is performed by first considering two limiting regimes: the
optically thin one, when only a tiny amount of dust is formed, and the optically thick one, that
holds when the bulk of dust has been produced.

In the optically thick regime the local thermodynamical equilibrium (LTE) and the diffusion
approximation (DA) of the radiative transport equation are valid. Indeed, both the LTE and the
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2.1 Wind dynamics

DA are met when the photon mean free path is is much shorter than the typical scale length
(R∗). In these conditions, for the grey atmosphere approximation, the frequency-independent
opacity is suitable described by the Rosseland mean opacityκR,i .

On the other hand, when the medium is optically thin, the photon mean free path is so long
that the DA breaks down and the Rosseland mean opacity approximation is no longer valid. In
these conditions, the most suitable approximation is the Planck mean opacity, indicated byκP,i .
Both κR,i andκP,i vary along the CSE.

The computation is performed for a complete condensation of the key-elements( fi = 1)
of the various dust species. The key-elements for the solar partition abundances are listed
in Table 2.1. Following FG06, the key-element of a given dust species is theleast abundant
element among those involved in its formation:

ǫk,i = min{ǫ j,i}, (2.7)

where I indicate withǫ j,i the quantities defined by Eq. 2.1 involved in the formation of the
dust speciesi.

The final opacities are proportional to the condensation fractions of the key-elements into
the dust grains of the species under consideration,fi . Therefore, each opacityκP,i or κR,i com-
puted for the complete condensation (fi = 1), has to be multiplied by the fraction effectively
condensed into dust.

The condensation fraction can be written as,

fi = nk,i
4π(a3

i − a3
0)ρd,i

3md,iǫk,i
ǫs, (2.8)

wherenk,i is the number of atoms of the key-element present in one monomer of the dust
speciesi; md,i is the mass of the monomer;ai denotes the grain size (radius) anda0 the initial
grain size;ρd,i is the dust density of the grain;ǫk,i , ǫs are the number densities of the key-
element, and of the initial number of dust grains (seed nuclei) normalized to thenumber density
of Hydrogen, respectively.

The total Rosseland,κR, and Planck,κP, opacities are obtained by summing the contribution
of all the dust speciesκR,i andκP,i .

The final opacity is evaluated by weighting the two contributions,

κav = κgas+ κP exp(−τd) + κR(1− exp(−τd)]. (2.9)

The quantityτd is a suitable weighting factor, computed by integrating from the dust conden-
sation radius (Rc) outwards

τd =

∫ r

Rc

ρκavdr′. (2.10)

The quantityκav is finally used in Eq. 2.3 in the presented calculations.

The density profileρ(r) is determined by the continuity equation:

ρ(r) =
Ṁ

4πr2v
. (2.11)

This quantity is directly proportional to the mass-loss rate, that can vary along the TP-AGB
by more than three orders of magnitude (from 10−8 to >10−5 M⊙ yr−1). For a constant initial
velocity, the density profile initially decreases with the distance (as∝ r−2) but, when the outflow
is accelerated, the density drops more steeply.
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2 Dust-driven wind model

A useful quantity is the number density of Hydrogen atoms,NH. hydrogen is not present
in form of single atoms at the typical temperatures of the CSEs, howeverNH is computed as if
all the hydrogen present in the gas phase were present in this form.

NH is directly provided by Eq. 2.11 assuming that the gas is made up by hydrogenmolecules
(H2) and helium atoms (He)

NH =
ρ

(1+ 4ǫHe)mH
. (2.12)

The temperature structureT(r) is described by means of the approximation for a grey and
spherically symmetric extended atmosphere in radiative equilibriumJ = B, whereJ is the
integrated mean intensity andB = σTeff

4/π is the integrated Planck function (Lucy, 1971,
1976)

T(r)4 = Teff
4
[

W(r) +
3
4
τ
]

, (2.13)

where

W(r) =
1
2

[

1−

√

1−
(R∗

r

)2]
(2.14)

is the dilution factor,R∗ is the photospheric radius, andτ is the optical depth that obeys the
differential equation

dτ
dr
= −ρκ

R2
∗

r2
, (2.15)

with the boundary condition
lim
r→∞
τ = 0. (2.16)

For each dust speciesi the growth of dust grains is assumed to start from first refractory
and stable compounds, called seed nuclei, not necessary of the same chemical composition
as the final fully-grown grains. The subsequent addition of molecules oratoms on these first
aggregates is called “accretion” (see Chapter 4).

The accretion rate of dust grains is described by a specific differential equation which takes
into account the balance between the growth rateJgr

i , and the decomposition rate,Jdec
i of the

grain. The differential equation describing the dust growth is usually expressed in terms of the
variation of the grain radius,ai , which is obtained from the variation of the grain volume,Vi

dVi

dt
= 4πa2

i V0,i(J
gr
i − Jdec

i ), (2.17)

whereJgr
i andJdec

i are the growth and decomposition rates expressed per unit time and per
unit surface, andV0,i is the volume of the nominal monomer of dust, obtained by the relation

V0,i =
md,i

ρd,i
. (2.18)

By differentiatingVi = (4/3)πa3
i in Eq. 2.17 one finally obtains

dai

dt
=

(dai

dt

)gr
−

(dai

dt

)dec
= V0,i(J

gr
i − Jdec

i ), (2.19)

The dust species assumed to form in CSEs of M- and C-stars and the correspondent abbrevia-
tions used in the text are listed in Table 2.1. For each dust speciesi one differential equation of
the form 2.19 is integrated.

Here I briefly remind that the termJgr
i is essentially evaluated by computing the minimum

between the fluxes of the incident molecules or atoms needed to form the dustspecies,i:

Jgr
i, j = αin j,gvth, j(Tgas), (2.20)
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2.2 Method of solution and initial conditions

wheren j,g is the number density of the particlej, vth, j(Tgas) is the mean velocity of the par-
ticles moving towards the surface of the grain and andαi is the so called “sticking coefficient”
that takes into account the probability for a particle to stick on the grain surface.

The initial abundances of the molecules and atoms in the gas phase are defined by Eq. 2.1
and they change along the CSE because they are depleted from the gas phase when dust is
formed. The actual abundances in the gas phase are indicated asǫ j,g.

The corresponding number densities of the molecules and atoms in the gas phasen j,g are
computed as the product betweenǫ j,g andNH (given by Eq. 2.12):

n j,g = ǫ j,gNH. (2.21)

This means that the number density of the speciesj is affected by the variation ofNH that
changes with the density profile (Eq. 2.12). In particular, the density is affected by the velocity
and therefore by the wind dynamics (Eq. 2.11). Moreover, the density also depends directly on
the mass-loss rate, which changes by orders of magnitude during the TP-AGB evolution (from
10−8 to 10−5 M⊙ yr−1).

For olivine and pyroxene there are two differential equations describing the fractional con-
tent of magnesium in grains,xol and xpy, respectively. In the corresponding stoichiometric
formulae these two quantities are the number of sites occupied by Mg atoms overthe total
number of sites occupied by Mg plus Fe atoms.

The fractional abundancesxol andxpy range from 0 to 1, where 1 corresponds to the case
known as “iron-free” silicates. In all the intermediate cases the silicates arenamed “dirty”.

For the casexi = 1 olivine dust species is known asforsterite(fo) and pyroxene asenstatite
(en), on the other hand forxi = 0 the two species are calledfayalite (fa) andferrosilite (fer),
respectively.

The quantitiesxol andxpy change with time according to two distinct differential equations
describing the variation of the fractional abundance of magnesium due to possible exchange
with Fe atoms in the gas phase and due to the dust growth process.

• Olivine.

dxol

dt
=

3V0,ol

a
[(xg − xol)J

gr
ol +

1
2

(Jex
+,ol − Jex

−,ol)], (2.22)

• Pyroxene.

dxpy

dt
=

3V0,py

a
[(xg − xpy)J

gr
py + (Jex

+,py − Jex
−,py)]. (2.23)

where the quantitiesJex
+,i are the exchange rates between Mg atoms in the dust grain and Fe

atoms in the gas phase, andJex
−,i are the correspondent inverse rates. These quantities will be

specified in Chapter 4. Here I just remind that the termJex
+,i is evaluated similarly toJgr

i taking
into account the flux of incident Mg atoms multiplied by a factor that takes into account the
probability that an exchange between Mg and Fe can occur.

2.2 Method of solution and initial conditions

The system of differential equations describing the dust evolution is given by Eqs. 2.4, 2.15
and an equation like 2.19 for each dust species listed in Table 2.1.
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2 Dust-driven wind model

Table 2.1: Chemical composition of the dust species in CSEs for M- and C-star CSEs. The
corresponding molecules and atoms in the gas phase involvedin the formation of the specific
dust species and the key-element are also listed. The key-element is selected for each model
along the TP-AGB evolution. I here indicate the usual key-element for the solar partition of the
metallicity (See Table 2.2).

Species Abbreviation Stoichiometric formula key-element
M-stars
Olivine ol Mg2xol

Fe2(1−xol)SiO4 Si
Pyroxene py Mgxpy

Fe(1−xpy)SiO3 Si
Quartz qu SiO2 Si
Periclase pe MgO Mg
Corundum co Al2O3 Al
Iron ir Fe Fe

C-stars
Amorphous Carbon C(s) C C
Silicon Carbide SiC SiC Si
Iron Fe(s) Fe Fe

Table 2.2: Abundances of various elements provided by Anders & Grevesse (1989).

Element ǫi

He 9.77× 10−2

C 3.63× 10−4

O 8.51× 10−4

Mg 3.80× 10−5

Fe 4.68× 10−5

Si 3.55× 10−5

S 1.62× 10−5

Al 2.95× 10−6

Ti 9.77× 10−8
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2.2 Method of solution and initial conditions

Finally I add the Eq. 2.10 to compute the weighting factor for the opacity. The independent
variable of the system is the radial distancer, whereas the dependent variables are the velocity,
v, the optical depth,τ, the grain size for each dust species,ai , the quantitiesxol andxpy and the
radial optical depth,τd. The quantities that determine the wind structure are the gas temperature
and the density profiles,T(r) andρ(r), the total opacity,κ, the dust condensation fraction,fi ,
andΓ.

Since the boundary condition onτ (Eq. 2.16) is at infinity, but all the other conditions are
at the inner radius, I solve the system by means of the following shooting method. I begin
the integration with a guess value ofτi at a suitable inner radiusr i ≥ R∗ chosen so that the
gas temperature is high enough to inhibit the formation of any type of dust. I then integrate
outward all the equations untilr = 1000 R∗. The latter condition is set because, at these
large distances from the photosphere, the density is so low that dust cannot grow any more
and the acceleration term is negligible. As the integration moves outward, all thedependent
variables butτ are reset to their initial values, until dust begins to condense. In this way Iavoid
that, for example, the velocity drops to zero before dust condenses, which corresponds to the
assumption that pulsations are able to drive the medium into the condensation region. I iterate
on τi until the conditionτ ≤ ǫ × τi is met at the end of the integration. This condition actually
replaces Eq. 2.16 and the accuracy has been chosen to beǫ = 10−4 in order to provide stable
solutions and to avoid excessive computational time, at once.

The value of initial velocity of the wind is chosen to be lower than the speed of sound,
0.5 km s−1. If the outflow is not finally accelerated, I assume that it proceeds at least at this ini-
tial velocity. This assumption tends to overestimate the fraction of dust that cancondense but,
since it corresponds to phases where the mass-loss rate is relatively low,it does not significantly
affect the total dust ejecta.

The initial grain size is assumed to be the one of the first stable seed nuclei,a0 = 10−3 µm
corresponding to clusters of about 100 atoms.

The reactions assumed for dust formation are discussed in Chapter 4. The adopted opacities
are described in Chapter 3.
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Chapter 3

Opacity

As mentioned in Chapter 2, dust opacity is a crucial ingredient as far as thewind dynamics is
concerned because it provides the momentum coupling between radiation and matter.

In this Chapter I describe the details of the opacity calculations used in this thesis, given by
Eq. 2.9.

3.1 Dust opacities from the scattering, absorption and radiation
pressure cross sections

When a light ray passes through a medium, it is partially scattered and partially absorbed. In
this process, part of its momentum is transferred to the medium.

In the case of a single dust grain of sizea, the momentum transmitted to the dust particle by
the incident light is evaluated from its radiation pressure cross-section (incm2), Crp, that is a
function of the grain size and of the wavelength of the incident radiation. This term is evaluated
from the scattering and the absorption cross-sections of the dust grains, indicated respectively
by CscaandCabs(Hoyle & Wickramasinghe, 1991).

The relation linkingCrp to CscaandCabs is

Crp(λ,a) = Cabs(λ,a) +Csca(λ,a)(1− < cosθ >), (3.1)

whereθ is the scattering angle shown in Fig. 3.1 and< cosθ > is the average value of the
scattered light component with the same direction of the incoming light beam.

Another useful quantity is the extinction cross-section,Cext, that is a measure of how much
light has been subtracted from the incident beam after it has passed through a medium:

Cext = Cabs+Csca. (3.2)

Figure 3.1: Schematic representation of the scattering process.
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3.1 Dust opacities from the scattering, absorption and radiation pressure cross sections

For the computations that follow, it is useful to define the adimensional quantityknown as
“radiation-pressure efficiency”,Qrp

Qrp =
Crp

πa2
. (3.3)

Similarly, it is possible to define the absorption, the scattering and the extinction efficiencies as

Qabs=
Cabs

πa2
, (3.4)

Qsca=
Csca

πa2
, (3.5)

and

Qext =
Cext

πa2
. (3.6)

For an ideal ensemble of dust grains of the same size, the total radiation pressure opacity
(in cm2 g−1) is obtained by multiplying the cross-section of a single grain by the total number
of dust grains per unit of mass. Ifngr is the number density of the grains andρ the medium
average density, for each dust speciesi one gets

κi,λ =
ngr

ρ
Crp(a, λ), (3.7)

wherengr/ρ gives the total number of grains per unit mass.
By expressing Eq. 3.7 in terms ofQrp by means of Eq. 3.3, and after multiplying and

dividing bya, one gets

κi,λ =
ngr

ρ
πa3 Qrp(a, λ)

a
. (3.8)

From this equation, it follows immediately thatκi,λ is proportional to the volume occupied
by all the dust grains (∝ ngrπa3) that depends essentially on the abundance of the key-element.
Therefore, the behaviour of the opacity, given the initial gas abundance, depends on the term
Qrp/a.

As this term is a function of the incident radiation, the opacity will be mostly influenced
by those wavelengths at which the stellar radiation peaks. The stellar emissionis, at first
approximation, the one of a Black Body at the star’s effective temperature. The radiative power
density of black body emission in [ergs−1 cm−2 sr−2 µm−1] is expressed as a function of the
wavelength as

Bλ(T) =
2hπc2

λ5

1
exp[hc/(λkbT)] − 1

, (3.9)

whereh is the Planck constant,kb the Boltzmann constant,λ the wavelength andT the
black body temperature. For TP-AGB stars the effective temperatures are typically between
Teff = 2000 and 3000 K. As the temperature decreases, the peak in the emission is shifted
toward longer wavelengths. Note that, at these temperatures, the peak of the stellar radiation is
around 1µm.

For the cases in which the incident radiation peaks at wavelength much longerthan the
typical grain size (λ >> a) the evaluation of the quantitiesQrp/a, Qabs/a andQsca/a can be
performed by means of the Rayleigh limit approximation and the quantityQrp/a is independent
of the grain size. However, at the typical wavelength (1µm) at which the stellar energy density
peaks, this approximation is not valid, becauseλ anda are comparable. In this regime, the
quantityQrp/a critically depends on the grain size, and the computation needs to be performed
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3 Opacity

by means of the Mie theory starting from the complex refractive indexm= n− ik, wheren and
k are the refractive and absorptive indexes, respectively.

In the Mie theory, the basic assumption is that the particles have a regular, spherical shape,
so that the problem of studying the interaction between dust particles and theelectromagnetic
waves is reduced to the classical problem of finding the solution for the Maxwell’s equations
with the boundary condition for a sphere.

The solutions of this problem are implemented in numerical form in several textbooks. I
use here the formulae implemented by Christian Mätzler1 for MATLAB. These routines make it
possible to evaluate the quantitiesQsca, Qsca< cosθ >, Qext from the optical constants (n, k) as
follows:

Qsca=
2
x2

∞
∑

n=1

(2n+ 1)(|an|
2 + |bn|

2), (3.10)

Qsca< cosθ >=
4
x2

{

∞
∑

n=1

n(n+ 2)
n+ 1

Re(ana∗n+1 + bnb∗n+1) +
∞
∑

n=1

2n+ 1
n(n+ 1)Re(anb∗n)

}

. (3.11)

Qext =
2
x2

∞
∑

n=1

(2n+ 1)Re(an + bn). (3.12)

From Eqs. 3.10 and 3.12 it is possible to computeQabsby using Eqs. 3.2, 3.4, 3.5 and 3.6.
From Eqs. 3.10 and 3.11 and fromQabs I can computeQrp by using Eqs. 3.1, 3.3, 3.4 and 3.5.

The quantitiesan andbn are given by

an =
m2 jn(mx)[x jn(x)]′ − jn(x)[mx jn(mx)]′

m2 jn(mx)[xh(1)
n (x)]′ − h(1)

n (x)[mx jn(mx)]′
, (3.13)

bn =
jn(mx)[x jn(x)]′ − jn(x)[mx jn(mx)]′

jn(mx)[xh(1)
n (x)]′ − h(1)

n (x)[mx jn(mx)]′
, (3.14)

where jn(z), h(1)
n = jn(z) + iyn(z) are spherical Bessel functions of ordern (n = 1,2, . . . ) and

argumentsz = x or mx, wherex = 2πa/λ and primes mean derivatives with respect to the
argument.

Figure 3.2 shows the behaviour ofQrp/a (black line),Qabs/a (red line) andQsca/a (blue
line) as a function of the wavelength of the incident radiation for three different amorphous
dust species: carbon (Hanner, 1988) (upper panel), iron-bearing (dirty) oxygen-rich silicates
(Ossenkopf et al., 1992) (middle panel) and iron-free silicates (Jäger et al., 2003) (lower panel).
The lines are drawn for different choices of the grain size (0.01, 0.05, 0.1 and 0.3µm). The
range of wavelength shown is between 0.5 and 50µm.

For all the species considered,Qrp/a, Qabs/a, Qsca/a show a dramatic rise in the region
around the peak of the stellar radiation (1µm) for increasing grain sizes, while forλ >> a
Qrp/a andQabs/a show the same asymptotic behaviour for all the grain sizes. Also the relative
contribution of absorption and scattering to the radiation pressure term changes according to
the grain size.

When initially dust starts to form, the grains are small (a ∼ 0.01 µm), Qrp/a is almost
entirely provided by the absorption term, and scattering is negligible. Once thedust has grown
significantly, the termsQrp/a, Qabs/a, Qsca/a increase and become strongly dependent on the

1The routine is available at http://omlc.ogi.edu/software/mie/
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3.1 Dust opacities from the scattering, absorption and radiation pressure cross sections

Figure 3.2: Qrp/a (black lines),Qsca/a (blue lines) andQabs/a (red lines) as a function of
the wavelength for amorphous carbon (Hanner, 1988) (upper panel), dirty silicates (Ossenkopf
et al., 1992) (middle panel) and iron-free silicates (Jäger et al., 2003) (lower panel). The lines
drawn correspond to different grain sizes: 0.01 (solid), 0.05 (dotted), 0.1 (dashed) and 0.3µm
(dotted-dashed).28



3 Opacity

size in a way that varies with the dust species. For amorphous carbon, thedominant term is
absorption for all the sizes considered in the plotted range of wavelength.For dirty silicates,
the scattering term becomes dominant fora > 0.1 µm belowλ ∼ 1 µm. For iron-free silicates,
Qrp/a is very low for grain sizes belowa ∼ 0.01µm and it is relevant only when the scattering
becomes dominant (a > 0.05µm belowλ ∼ 2 µm).

At fixed grain size, the three dust species show different behaviours: around 1µm the
radiation pressure opacity of carbon dust is always higher than that ofsilicates because this
species is more opaque to the stellar radiation at those wavelengths (the absorption term is
higher). Iron-free silicates are always less opaque than the dirty silicates due to their high
transparency to radiation (lowQabs/a) and the value ofQrp/a becomes comparable to the one
of dirty silicates only for large grain sizes (a ∼ 0.3 µm), when the scattering is by far dominant
compared to absorption.

Silicates also show the characteristic absorption double peaks at 9.8 and 18µm for which
their absorption is greater than the one of amorphous carbon.

3.2 The opacity for a grain size distribution

In the general case the opacity is computed by integrating the radiation pressure cross-section
over a grain size distribution, for each species. This corresponds to anextension of the rela-
tion 3.8 under the assumption that the grains formed are not of the same size. Considering for
example the average ofQrp/a computed over the grain size distribution one gets

κi,λ =
π

mH

∫ amax

amin

a3 Qrp(a, λ)

a
dǫi
da

da, (3.15)

wheredǫi/da per µm is normalized for the number density of the hydrogens,mH is the Hy-
drogen mass andamax, amin are the maximum and the minimum grain size of the distribution,
respectively.

To start with, I consider the power-law grain size distribution assumed for the ISM (Mathis
et al., 1977) for each dust speciesi

dǫi
da
= Aia

−xg, (3.16)

where the sizea is normalized to 1µm, Ai is the normalization constant and the slope,xg,
is assumed to be the same for all the dust species. The quantityAi is computed for the case of
complete condensation of the key-element into the dust speciesi. It is evaluated by considering
that the total mass of dust can be expressed either as

Mi =
ǫk,i

nk,i
md,iNH, (3.17)

or, after integrating the grain size distribution, as

Mi = ρd,iNH

∫ amax

amin

4πa3

3
dǫi
da

da. (3.18)

The quantitiesnk,i andmd,i have been introduced in Chapter 2. By means of Eq. 3.16 I get

Mi = ρd,iNH

∫ amax

amin

4πa3

3
Aia
−xgda. (3.19)

29



3.2 The opacity for a grain size distribution

Figure 3.3: Opacities of different dust species (Carbon, solid line; dirty silicates, dotted line
and iron-free silicates, dashed line) as a function of the wavelength, averaged over the grain size
distribution given by Eq. 3.16 andamin = 0.005 andamax = 0.25 µm. The normalizations are
the ones for the abundances of Anders & Grevesse (1989) and are computed through Eq. 3.20.

By equating Eqs. 3.17 and 3.19 the normalization constant reads

Ai =
3ǫk,imd,i(4− xg)

nk,i4πρd,i(a
4−xg
max − a

4−xg

min )
. (3.20)

This quantity, and therefore the total opacity, scales with the abundance ofthe key-element
(proportional to the metallicity).

Figure 3.3 shows the radiation pressure opacity obtained by integrating Eq.3.15 over the
grain size distribution 3.16 for the three dust species considered in the previous section (car-
bon, dirty and iron-free silicates). The resulting opacity provides the totalcross-section of a
grain distribution. The total mass of dust is fixed by the abundance of the key-element,ǫk,i ,
according to Eq. 3.17. The key-elements are assumed to be the ones listed in Table 2.1 and
their abundances, taken from Anders & Grevesse (1989) can be found in Table 2.2.

The normalization constant is computed according to the Eq. 3.20 for the solarabundances
of Anders & Grevesse (1989) and the range of grain sizes is betweenamin = 0.005 andamax =

0.25µm.
Carbon dust (solid line) shows the highest opacity in the range of wavelength from 0.5

up to 8µm. Above these wavelengths, the silicate features at 9.8 and 11.2µm increase their
opacities above the carbon one. Iron-free silicates show the lowest opacity up to 8µm, whereas
the presence of iron in silicate dust more than doubles its opacity around 1µm. This fact points
out the critical dependence of the opacity on the chemical composition of the silicates.

From Eqs. 3.8 and 3.15 it follows that the total opacity depends on the termQrp/a as a
function of the grain size once the key-element abundance is fixed. In particular, if the grain
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3 Opacity

size distribution is shifted toward large grains, the final opacity is expected tobe larger than the
one obtained from a size distribution in which most of the grains are small.

In this regard it is important to remember that it is established from observations that dust
grains formed in the CSEs of TP-AGB stars tend to be larger than the ones ofthe observed
distribution in the ISM. This is mainly due to the fact that dust grains producedin the CSEs can
undergo a subsequent evolution in the ISM once they are injected in the surrounding medium
(Draine, 2003).

Since the size distribution of dust grains formed in the CSEs is not easily predictable and
tends to be higher than the one found in the ISM, it is worth testing how the opacity changes
for different choices of the grain size distributions and for different ranges of grain sizes.

In Fig. 3.4 the effects of the variation in the grain size distribution are shown for the cases
of C(s) (blue lines), dirty silicates (black lines) and iron-free silicates (red lines). The solid
lines show the opacities for the grain size distribution of the ISM in its standard range of values
(stnd in the figure):xg = 3.5, amin = 0.005 andamax = 0.25 µm. The case of an almost
flat distribution,xg = 0.1, is illustrated for three choices of the minimum and maximum grain
sizes:amin = 0.1 andamax = 0.15 µm (dotted line),amin = 0.2 andamax = 0.25 µm (dashed
line), amin = 0.3 andamax = 0.35 µm (dashed-dotted line). The total mass of dust is fixed by
the abundance of the key-element,ǫk,i , according to Eq. 3.17. The key-element is assumed to
be completely condensed in the dust speciesi ( fi = 1). Notice that, under this hypothesis, the
total volume occupied by the grains for different choices of the grain-size distribution remains
the same. In other words, the smaller are the grains, the higher is their number.

For the flat grain-size distribution, the opacity around 1µm tends to become flatter for
increasing values of the grain-sizes. Even if the maximum peak of the opacityis higher for
distributions with a prevalence of small grains (stnd case), for larger grains the opacity remains
higher in a broader range of wavelength.

For wavelength between 0.5 and 2µm the opacity of iron-free silicates becomes compara-
ble to the dirty silicate one for the flat grain size distribution peaked around 0.2and 0.3µm,
whereas it deviates from the dirty silicate one around 3µm.

3.3 Opacity average over the incident radiation field

As already anticipated in Chapter 2 the dynamical model adopted is based on agray atmo-
sphere computed by means of suitable frequency averaged opacities: theRosseland and Planck
opacities.

In order to compute these mean opacities for each dust speciesi, the wavelength-dependent
opacity obtained from Eq. 3.15 is averaged over the wavelength-dependent incident radiation
energy density approximated by a black body.

The final opacities are thus expressed as a function of the temperature ofthe black body
that provides the incident radiation field.

Following Lamers & Cassinelli (1999) I consider two limiting cases, the optically thin and
the optically thick regimes.

The first regime is typically valid at the very beginning of dust condensation, when the
condensed fraction of dust is very low. In fact, before dust is formed, the opacity, entirely
provided by gas, is very low, according to Bell & Lin (1994),

κgas= 10−8ρ2/3T3, (3.21)

whereρ is in g cm−3 andT is in K.
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3.3 Opacity average over the incident radiation field

Figure 3.4: Opacities of various dust species: C(s) (blue lines), dirtysilicates (black lines) and
iron-free silicates (red lines) as a function of the wavelength, for different grain size distributions
given by Eq. 3.16:xg = 3.5, amin = 0.005 andamax = 0.25µm (stnd-solid lines), or for almost
flat grain size distribution (xg = 0.1) with amin = 0.1 andamax = 0.15µm (0.1µm-dotted lines),
amin = 0.2 andamax = 0.25µm (0.2µm dashed lines),amin = 0.3 andamax = 0.35µm (0.3µm
dashed-dotted lines). For each of the choices, the normalization is computed for the abundances
of the key-elementǫk,i taken from Anders & Grevesse (1989) and computed through Eq.3.20.

Figure 3.5: Schematic view of optically thin and optically thick regimes (before and after
the dust formation zone). When dust is not yet formed the incident radiation is the one of a
black body at the effective temperature, outside of the dust formation shell thelight is heavily
absorbed and the incident radiation field corresponds to a black body at the local temperature.
The figure is taken from Lamers & Cassinelli (1999).
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3 Opacity

As can be seen by comparing the above formula with the dust opacities shownin Fig. 3.3,
κgas is several orders of magnitude lower than the value of the dust opacities around 1µm.

Already when the first dust grains condense (e.g. Al2O3 in M-stars) the opacity gets much
larger and, as soon as dust is formed, the medium becomes optically thick andthe dust ther-
malizes at local temperature.

A schematic representation is sketched in Fig. 3.5. When the optically thin regime holds,
the radiation energy density perceived by a shell around the star is that of a black body at the
effective temperature of the star. On the other hand, when the dust shell is formed and the
optically thick regime is dominant, the external shells perceive the radiation energy density of
a black body at the local temperature. In the two regimes the opacity is evaluated with two
different methods.

As long as the medium remains optically thin, the photon mean-free path is so long that
the diffusion approximation of photons is not valid. In these circumstances, a straight arith-
metic average of the monochromatic absorption coefficient, designated withκP,i for each dust
speciesi, over a black body at the effective temperature of the star,Teff, is suitable to represent
the absorption properties of the gas in a simplified version of the radiation transport equation
(Helling et al., 2000). This average is known as “Planck mean opacity”:

κP,i(Teff) =

∫ ∞

0
κν,i Bνdν

∫ ∞

0
Bνdν

. (3.22)

In the optically thick regime, local thermal equilibrium and the diffusion approximation
of the radiative transport equation are valid, because photons mean-free path is much shorter
than the typical scale length (R∗) and collisions dominate the thermodynamic state of matter.
In such conditions the black body distribution is computed at the local gas temperature,T,
assuming local thermal equilibrium. In the diffusion approximation the frequency-independent
Rosseland mean opacityκR,i turns out to be the harmonic average over the frequencies:

1
κR,i(T)

=

∫ ∞

0
1
κν,i

∂Bν
∂T dν

∫ ∞

0
∂Bν
∂T dν

. (3.23)

This average emphasizes spectral regions of weak absorption, across which the energy flux
is most efficiently transported.

Both Rosseland and Planck opacities are frequency-integrated averages, so that they finally
depend on the temperature, density and chemical composition of the gas.

Figure 3.6 shows the comparison between Planck (black lines) and Rosseland (red lines)
mean opacities as a function of the black body temperature in the range between 500 and
3000 K for the most relevant dust species present in the CSEs: olivine (solid line), iron (dotted),
amorphous carbon (dashed) and SiC (dashed-dotted). The computationis performed for the
maximum of dust fractional condensation and for the standard ISM grain size distribution (xg =

3.5, amin = 0.005µm andamax = 0.25µm in Eq. 3.16).
For the Planck average, the most opaque species above 700 K is carbondust, whereas, for

temperatures between 150 and 700 K, corresponding to a range of wavelengths between∼4.4
and∼20 µm, both dirty and iron-free olivine opacities are higher than the carbon one. In this
range of wavelengths, in fact, the characteristic double peak of silicate species at 9.8 and 18µm
tends to increase the opacity.

For the Rosseland average, the dirty olivine opacity is comparable to the amorphous carbon
one above 200 K.
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3.4 Average opacity for the computations of wind models

Figure 3.6: Planck mean opacities (black lines) are compared with Rosseland ones for different
dust species (withǫk,i values taken from Anders & Grevesse, 1989). Olivine (solid lines), py-
roxene (dotted lines) and iron (dashed line). The computation is performed assumingxg = 3.5
andamin = 0.005µm andamax = 0.25µm in Eq. 3.16 for all the dust species considered.

The comparison between the dirty silicate and iron-free opacities shows thatthe Planck
averages of the two sets are comparable between 150 and 700 K, while theydiverge at higher
temperatures. The range of temperatures in which the two Planck opacities are comparable
corresponds to wavelengths between∼4.4 and∼20 µm. From the comparison in Fig. 3.3, it
follows that the two opacities are very similar above 7µm, while below 7µm the iron-free
opacity is much lower than the one of dirty silicates. The Planck averages remain similar up
to 20µm because the average computed in this way weights more those regions in which κλ
is higher (Eq. 3.22). Thus, the Planck averages of the two different sets remain similar up to
700 K.

On the other hand, the Rosseland averages of dirty and iron-free silicates are similar only
below 200 K, whereas above this temperature the iron-free opacity is highlydepressed with
respect to the dirty one. The reason why this happens is that the Rosseland average weights
more those regions in which the termκλ is lower, as shown in Eq. 3.23. As a consequence, it
is heavily affected by the large difference between iron-free and dirty silicates opacities below
7 µm.

3.4 Average opacity for the computations of wind models

As already stated in Section 3.2 the opacity is computed for each dust speciesunder the hypoth-
esis of complete condensation of the key-element for the dust compound under consideration.
In particular, the resulting averaged opacitiesκP,i andκR,i are proportional to its abundance.

However, to obtain the current dust opacities, the quantitiesκP,i andκR,i are multiplied by
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3 Opacity

the fraction of dust effectively condensed,fi , defined by Eq. 2.8. The corresponding opacities
for eachi are proportional to the amount of key-element effectively condensed in that specific
dust species.

The total Planck opacity is therefore,

κP =
∑

i

fiκP,i , (3.24)

and the correspondent Rosseland one is

κR =
∑

i

fiκR,i . (3.25)

As discussed in GS99, this approximation is accurate enough if the opacity ofone of the
dust species is dominant. In M-stars the opacity is dominated by silicate dust, while, in C-stars,
most of the opacity is provided by amorphous carbon.

To account for the transition from the optically thin to the optically thick regime thathap-
pens when dust is forming, I use a combination of the Planck and Rosselandopacities, by
means of an appropriate weighting factor related to the vertical optical depthof the layers
where dust is forming (τd):

κav = κgas(T) + κP(Teff) exp(−τd) + κR(T)(1− exp(−τd)]. (3.26)

The quantityτd is computed integrating from the dust condensation radius (Rc) outwards

τd =

∫ r

Rc

ρκavdr′. (3.27)

3.5 Different opacity sets for silicates

In the literature different data sets for silicate opacity are adopted.
As the opacity is a critical quantity that affects the wind structure and dynamics, it is worth

investigating the properties of the different data sets, listed in Table 3.1. The abbreviations used
in the figures are also given.

They are described briefly in the following.

• Oxygen-rich and oxygen-deficient dirty silicates (Ossenkopf et al., 1992).
In these two data sets, the constantsn andk are estimated through observations of cir-
cumstellar silicates relative to the peak value near 10µm. This evaluation is based on the
following assumptions. The grain size distribution is a power-law withxg = 3.5 and the
grains form a continuous distribution of ellipsoidal shape in the Rayleigh limit. These
data sets include in silicates some impurities. In particular, silicates have 6.3% of Fe3O4

and 3.1% of Fe. The oxygen-deficient set is representative of warm oxygen-deficient cir-
cumstellar silicate dust, if silicates have not yet reached their stoichiometric proportion.
On the other hand, the second set is representative of OH/IR stars and the diffuse ISM.
As pointed out by the authors, the optical constants of the two sets of this mixture are
nearly independent of the type of silicate (oxygen-deficient or oxygen-rich).

• Olivine with xol = 0.5 (Dorschner et al., 1995).
This data set is derived from the study of the optical properties of silicate glasses prepared
in laboratory. Glasses of olivine have stoichiometric formula Mg2xolFe2(1−xol)SiO4 and
with xol = 0.5.
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3.5 Different opacity sets for silicates

Table 3.1: Different data sets for silicate dust.

Silicate Reference Abbreviation
Dirty O-rich Ossenkopf et al. (1992); Le Sidaner & Le Bertre (1996) Orich, LL
Dirty O-deficient Ossenkopf et al. (1992) Odef
Olivine xol = 0.5 Dorschner et al. (1995) GS99 Dorsch, GS99
Iron-free olivine J̈ager et al. (2003) iron-free

• Dirty silicates (Le Sidaner& Le Bertre, 1996).
In this opacity set the silicates cross-section is derived by selected stellar sources with
energy distribution between 1 and 20µm. The resulting spectra are interpreted by means
of a radiative transfer model applied to each object. The range of temperature of grain
formation is assumed to be between 800–950 K, depending on the pressureof the region
of dust formation and the effective temperature isTeff ∼ 1800−2800 K. The condensation
radius, outflow expansion velocity and drift velocity are assumed. The cross-sections are
recovered under the assumption that the grains have all the same size of 0.1µm.

• Olivine (GS99).
In GS99 an analytic fit of the opacity of amorphous olivine as a function of the tem-
perature is computed. The authors evaluated the Rosseland average (Eq. 3.23) from the
data set by Dorschner et al. (1995) under the assumption that the medium isalways opti-
cally thick. The analytic fit as a function of the temperature is provided by the following
formula

Kol(T) =
[

(6.147× 10−7T2.444)−2 +
(

(6.957× 104T−2.329)2 + (3.28)

+

√

(3.505× 10−4T0.755)4 + (1.043× 10−9T2.523)4
)−1]−1/2

. (3.29)

• Iron-free olivine (forsterite) (Jäger et al., 2003).
This set of optical constants are derived from transmission measurementsin the wave-
length range between 0.2 and 500µm for pure amorphous forsterite prepared in labora-
tory.

The different approaches by which the silicate optical constants are derived, affect the final
opacities, and therefore the wind dynamics.

In the upper panel of Fig. 3.7 the different data sets are plotted as a function of the wave-
length. In particular, the radiation pressure cross-section is averagedover an almost flat grain
size distribution for whichxg = 0.1, amin = 0.005,amax = 0.18µm. The only exception is the
set of data by Le Sidaner & Le Bertre (1996) in which the authors assumedthat the grains have
all the same size (0.1µm).

For this latter data set, I compute the normalization constant starting from a grainsize
distribution of Dirac delta function:

dǫsil

da
= Asilδ(a− a0), (3.30)

and finally using Eq. 3.18 I get

Ai =
3ǫk,imd,i

nk,i4πρd,ia3
0

. (3.31)
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In the lower panel of Fig. 3.7 the opacities averaged over the black body radiation energy
density are plotted against temperature, for the Planck (black) and Rosseland (red) averages.

The behaviours of the oxygen-deficient and the oxygen-rich data setsfrom Ossenkopf et al.
(1992) and Le Sidaner & Le Bertre (1996) are very similar for both the Planck and Rosseland
averages.

In the data set from Dorschner et al. (1995) the Planck opacity of olivine is similar to the
previous quoted data sets, but it diverges in the Rosseland average.

This trend can be understood by looking at the upper panel of Fig. 3.7 in which opacities
as a function of the wavelength are compared. For the three data sets of oxygen-deficient
(Ossenkopf et al., 1992) and oxygen-rich (Ossenkopf et al., 1992;Le Sidaner & Le Bertre,
1996) silicates, the behaviour of the opacity as a function of the wavelengthis very similar, and
therefore this is reflected in the final mean opacities.

On the other hand, both the data set by Dorschner et al. (1995) and Jäger et al. (2003) show
a minimum in the opacity as a function of the wavelength around 7 and 3-4µm, respectively.
These two wavelengths correspond to temperatures of∼400 K and∼700-1000 K, respectively.

In the case of the Planck mean opacities the corresponding averages arenot greatly affected
by these two minima and the resulting curves are quite similar to the other data sets. In fact,
the Planck average weights more the regions where the termκλ is high than the regions of low
absorption.

On the other hand, the correspondent Rosseland mean opacities are wellbelow the results
obtained from the other data sets. The Rosseland average, in fact, weights more the regions in
which the opacity is low than the ones of high absorption.

Finally, the fitting formula for olivine Rosseland opacity provided by GS99 is drawn with
the thick solid line. As this formula is based on the data set from Dorschner etal. (1995)
the resulting curve has the same shape as I obtain from the data but with a slightly different
normalization constant.

Some caution is necessary in the use of this fitting formula. In fact, if the opacityobtained is
used as it is given, the results can be very different from the one obtained by using the average
opacity provided by Eq. 3.26. In particular, between 1000 and 2000 K thisopacity is about
one-third with respect to the other data sets.

The usually adopted data set, that is the one I chose for the computations thatwill be
presented in the following chapters, is the oxygen-rich data set by Ossenkopf et al. (1992). This
data set is representative of the chemical composition of silicates (olivine and pyroxene) in the
CSEs of M-stars which are mostly amorphous and might include iron impurities. Moreover,
differently from the data set by Le Sidaner & Le Bertre (1996), which is limited to dust grains
of 0.1 µm, the selected data set allows the computation of the opacities in the range of sizes
adopted for the grain size distribution.
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3.5 Different opacity sets for silicates

Figure 3.7: Upper panel: opacities as a function of the wavelength computed for a grain size
distribution withxg = 0.1, amin = 0.005 andamax = 0.18 µm. The opacities are computed for
different data sets: oxygen-rich (thin-solid lines) and oxygen-deficient silicates opacities (dotted
lines) from Ossenkopf et al. (1992), from Dorschner et al. (1995) (dashed lines) and data from
Le Sidaner & Le Bertre (1996) (dot-dashed lines).Lower panel: Planck and Rosseland mean
opacities (black and red lines, respectively) as a functionof the temperature of the black body
radiation computed for the same data sets.
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Chapter 4

Dust growth

From a microscopic point of view, dust formation is an extension of the gas phase chemistry
from the first critical clusters of molecules up to fully-grown grains. The most general de-
scription of this process consists of following the network of the relevant chemical reactions
including, at the same time, molecules, clusters and dust grains.

Another kind of approach describes dust growth in relatively simpler terms based on the
fact that the proprieties of molecules and dust grains are quite different. In the molecular
domain, in fact, the chemical reactions between molecules critically depend on their size. On
the other hand, in the macroscopic regime, typical of seed nuclei and dustgrains, the description
of the reactions between molecules and grains can be treated in an approximated way.

In particular, dust formation in the expanding CSE of a TP-AGB star can bemodeled as a
two-step process. After the so-called “nucleation process” from whichthe first, most refractory,
stable compounds (seed nuclei) are formed, accretion of dust grains proceeds by addition of
other molecules from the gas phase through a given chemical reaction.

The seed nuclei are usually defined as aggregates of about 100 atoms,corresponding to
cluster sizes of 10−7 cm.

From the seeds, dust grains can grow in different ways:

• homogeneous growth of homogeneous grains. In this case in each growthprocess the
same identical monomer is added to the grain;

• growth of the grain by a variety of molecules.

Nucleation and accretion are processes that occur far from chemical equilibrium condition.
However, before describing the detailed dust growth based on non-equilibrium chemistry, it is
useful to investigate equilibrium chemistry for two reasons. First of all, the results of equilib-
rium chemistry provide an interesting insight about which are the most refractory dust species
that firstly form in CSE. Second, destruction rates are determined by considering that their
values are, by definition, equal to their growth rates, in chemical equilibriumconditions.

The equilibrium chemistry is described in the following section.

4.1 Equilibrium chemistry in Circumstellar envelopes

In the two different classes of TP-AGB stars (C- and M-type) the molecules observedin the gas
phase are very different. In C-stars, the carbon over oxygen ratio is C/O> 1 and all the oxygen
atoms are locked into the very stable CO molecules. In this condition, the most abundant free
element in the gas phase able to form molecules is usually carbon. The chemistry of C-stars
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Figure 4.1: Partial pressures of a subset of atomic and molecular species computed with the
ÆSOPUS code (Marigo & Aringer, 2009) according to the temperature-pressure stratification of a
complete envelope-atmosphere model with log(Teff) = 3.45, log(L/L⊙) = 3.7, M∗ = 2 M⊙, and
solar metallicityZ = Z⊙ = 0.0152 following the revision by Caffau et al. (2011). Two values
of the C/O ratio have been considered, i.e. C/O= 0.5 (left panel) and C/O= 1.5 (right panel).
Note the abrupt change in the molecular equilibria of the O-bearing (blue) and C-bearing (red)
molecules between the two cases, as well as the almost invariance of the abundance of the
highly stable CO molecule.

dust is therefore based on carbon chemistry and it is mainly composed of Silicon Carbide (SiC),
amorphous carbon and iron.

On the other hand, in M-stars the chemistry of dust grains is determined by thepresence of
oxygen excess in the gas phase (C/O< 1) and the dust species formed are mainly amorphous
silicates, quartz (SiO2), periclase (MgO), corundum (Al2O3) and iron.

The intermediate case of S-stars with C/O∼ 1 is not here considered as these objects are
rare and their contribution to the total dust production is very low. Thus, in this thesis I assume
that, when C/O> 1, the dust species formed are the ones typical of C-stars CSEs, whereas,
when C/O< 1, the dust species produced are the ones of M-stars CSEs.

The relative abundances of the different molecules in the gas phase in stellar atmospheres
are plotted in Fig. 4.1 where their partial pressures over the total gas pressure are shown as a
function of the temperature for two values of the C/O, 0.5 (left panel), and 1.5 (right panel).

The partial pressures correspond to the equilibrium abundances of themolecules in the
stellar atmosphere according to the temperature-pressure stratification of acomplete envelope-
atmosphere model with log(Teff) = 3.45, log(L/L⊙) = 3.7, M∗ = 2 M⊙, and solar metallicity
Z = Z⊙ = 0.0152, following the revision by Caffau et al. (2011). Of course at the highest
abundances in the atmosphere, correspond the highest values of the partial pressures in the
plot.

For M-stars in the range of temperature between 2000 and 4000 K the partial pressure of
oxygen-bearing molecules such as SiO, H2O, OH and TiO are several orders of magnitude
larger than the carbon-based molecules such as HCN, CH2 and CN. The opposite occurs for
C-stars for which CH2, CN and HCN are much more abundant than SiO, H2O and OH.

Notwithstanding the complexity of the starting molecular chemistry in the gas phase shown
in Fig. 4.1, not all the molecules are able to stick on the grain surface. The stable molecule CO
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Table 4.1: Dust formation reactions for M- and C-stars. The starting gas molecules and atoms
from which each dust species is formed are also given.

Species Reactions Molecules
M-stars dust formation
ol 2xolMg + 2(1− xol)Fe+ SiO+ 3H2O Mg, Fe, SiO, H2O

→ Mg2xol
Fe2(1−xol)SiO4(s) + 3H2

py xpyMg + (1− xpy)Fe+ SiO+ 2H2O Mg, Fe, SiO, H2O
→ Mgxpy

Fe(1−xpy)SiO3(s)+ 2H2

qu SiO+ H2O→ SiO2(s)+ H2 SiO, H2O

pe Mg+ H2O→ MgO(s)+ H2 Mg, H2O

co Al2O+ 2H2O→ Al2O3(s)+ 2H2 Al2O, H2O

Fe(s) Fe→ Fe(s) Fe
M-stars cation exchange
ol Fe2SiO4(s)+ 2Mg(g)→ Mg2SiO4(s)+ 2Fe(g) Mg, Fe

py FeSiO3(s)+Mg(g)→ MgSiO3(s)+ Fe(g) Mg, Fe
C-stars dust formation
C(s) C2H2→ 2C(s)+ H2 C2H2

SiC 2Si+ C2H2→ 2SiC(s)+ H2 C2H2, Si

Fe(s) Fe→ Fe(s) Fe

is not chemically active, as its high bond dissociation energy (1072 kJ/mol) prevents the chem-
ical reaction at the dust grain surface for which the bond breaking of the molecule is required.
In addition to that, some molecules are not abundant enough to form a considerable amount of
dust. In fact, the molecular abundances are limited by the initial atmospheric elemental abun-
dances in the stellar atmosphere and by the complexity of the molecules that might be difficult
to form.

In the dust formation scheme here adopted, only the most abundant molecules in the gas
phase are assumed to form and dust growth is assumed to proceed by addition of molecules
in the gas phase on the starting seeds through a given chemical reaction for each dust species.
The reactions of dust formation are listed in Table 4.1 and are taken from FG06, excepting for
corundum (Gail & Sedlmayr, 1998).

By definition, a reaction is in chemical equilibrium when the rate at which products are
formed equals the rate at which they are destroyed through the inverse reaction. In this status
the net variation of the products (that in the specific case is dust) is zero.

Let us consider a generic formation reaction of the solid dust species S and a gas species D
from the starting molecules and atoms A, B, C in the gas phase

aA+ bB+ cC→ sS+ dD. (4.1)

At a given temperature and pressure, the reaction considered is spontaneous if the variation
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of the free energy per mole (Gibbs energy) is negative∆Gi(p,T) < 0 (Atkins & de Paula, 2010).
The free energy changes during the reaction until a minimum value is reached. At this point,
no more reactants can be converted into products and the reaction reaches its equilibrium.

I indicate withG◦j (T) the free energy of formation of the speciesj = A, B,C,S,D formed
from their free gaseous atoms at the temperatureT in the standard state pressure ofp◦ = 1 bar:
G◦j (T) = G j(p◦,T). In other words, the quantityG◦j (T) is the free energy variation between the
free atoms and the molecule,j.

At a given temperature, for any of the speciesj the free energy changes if the pressure is
different fromp◦. At a pressure ofp, the correspondent molar free energyG j(p,T) is

G j(p,T) = G◦j (T) + RT ln p, (4.2)

whereR is the ideal gas constant. If the considered species is solid (S), as in the case of dust
formation, the variation of free energy due to the change of pressure is zero andGS(p,T) =
G◦S(T).

Finally, the variation of the free energy of formation,∆G, for the generic reaction in Eq. 4.1
at a given temperature and pressure is

∆G = sG◦S+ dG◦D + dRT ln pD +

− aG◦A − aRT ln pA − bG◦B − bRT ln pB − cG◦C − cRT ln pC, (4.3)

(4.4)

and finally,

∆G = ∆G◦ + RT ln
pd

D

pa
A pb

B pc
C

, (4.5)

where∆G◦ is the variation of free energy of the reaction at pressurep◦ and is a function
of the temperature. If the reaction is at its equilibrium point, then∆G = 0 and the relation
between the free energy of formation,∆G◦, and the equilibrium partial pressures is,

pd
D,eq

pa
A,eqpb

B,eqpc
C,eq

= exp
(

−
∆G◦

RT

)

= Kp. (4.6)

The quantityKp is the constant for the formation reaction and it is computed for each dust
speciesi by means of∆G◦i that is a function of the gas temperature.

The ratio between the product of the partial pressures of products andthe product of re-
actants is called “mass-action ratio” and it equalsKp only if the partial pressures are obtained
when the reaction is at its equilibrium.

The law of mass action says that, a system with certain initial partial pressuresdetermined
by the abundances of the gas species, reacts in such a way that the mass-action ratio tends
to approach the constant valueKp. In other words, this means that the system tends to its
equilibrium condition.

Consequently, the products of a chemical reaction are produced or destroyed if the mass-
action ratio is smaller or greater thanKP, respectively. In the former case, the system tends to
produce more products in order to enhance the mass-action ratio, while in thelatter case, the
system tends to destroy the products in favour of the reactants in order to decrease the ratio.

If some of the partial pressures of the species in the chemical reaction increase, the system
tend to re-balance in order to restore the equilibrium so that the mass-action ratio equals again
Kp. If the concentrations, and therefore the partial pressures, of the reactants increase, the
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chemical reaction moves from reactants to products (from left to right) to increase the pressures
of the products. Conversely, if the partial pressures of products increase, the chemical reaction
moves in the opposite direction, from the products to the reactants (from right to left) increasing
the pressures of the reactants.

Without taking into account for now the kinetics of the reactions, I can simply assume that
dust is produced or destroyed accordingly to the law of mass action.

For each dust speciesi the quantity∆G◦i is computed by means of the fitting formulae
provided by Sharp & Huebner (1990),

∆G◦i = αT
−1 + β + γT + δT2 + ǫT3, (4.7)

whereT is the temperature and the coefficientsα, β, γ, δ andǫ are determined by fitting the
data in JANAF table (Chase, 1986) by Duschl et al. (1996). For the dust species not available
in this latter reference, I fitted the data from Barin & Platzki (1995) with Eq. 4.7 finding the
correspondent coefficients. In the range of temperatures considered the species included in my
model never undergo a phase transition and therefore the tabulated values provided by Barin &
Platzki (1995) are smooth and regular without the typical discontinuities dueto the occurrence
of a phase transition.

If the abundances of the species in the gas phase are fixed by the initial chemical composi-
tion, the correspondent partial pressures,p j , are determined byǫg, j through the relation

p j = ǫg, jNHkBT. (4.8)

The partial pressure of a given gas speciesj can be expressed in terms of the partial pressure
that the hydrogen molecules would have if they were present as free atomsin the gas phase,
PH = NHkBT:

p j = ǫ jPH. (4.9)

Assuming that the total pressure,P, is entirely provided by H2 molecules and He atoms, one
gets

PH =
2

1+ 2ǫHe
P. (4.10)

Therefore, Eq. 4.9 becomes

p j = ǫ j
2

1+ 2ǫHe
P. (4.11)

By substituting 4.11 in 4.6 I finally obtain

P =
1+ 2ǫHe

2

[

Kp
ǫaAǫ

b
Bǫ

c
C

ǫdD

]1/(d−a−b−c)

. (4.12)

This general relation provides, for each dust species, the locus of thepoints in the pressure-
temperature (P-T) diagram for which the chemical reaction of dust formation is at its equilib-
rium given the abundances,ǫ j where j = A,B,C,D. The dependence of total pressure on the
gas temperature is in the termKp.

These loci are denominated “stability curves” and divide the P-T plane in tworegions for
each chemical reaction: below the curve the dust species grows, abovethe curve the inverse
reaction is so efficient that the specific dust species cannot be formed.

The resulting curve depends on the chemical reaction considered, and gives an indication of
which dust species form first, given the formation reactions. This study isuseful, for example,
in order to investigate which species are good candidates to form the first seed nuclei.
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In the following section, I will explicitly provide the quantitiesǫ j,g, whereg refers to the
actual abundance in the gas phase. This computation takes into account thefact that the starting
abundanceǫ j is in general different from the actual abundance in the gas phaseǫ j,g as j is
progressively depleted from the gas phase to form dust. As, by definition, the condensation
fraction of an element into a certain dust species is the ratio between the condensed number of
atoms and the total initial one, then, the number of condensed atoms of the key-element,f cond

k,i ,
is

f cond
k,i = fiǫk,i . (4.13)

In order to compute how many atoms of a generic elementj are condensed into the dust species
i, f cond

j,i , one needs to multiplyf cond
k,i by the ratio between the number of atoms of the considered

element,n j,i , within a monomer of dust, and the number of atoms of the key-element in that
monomer,nk,i :

f cond
j,i =

n j,i

nk,i
f cond
k,i (4.14)

The condensation fraction is defined by Eq. 2.8. The explicit relations 4.6 and 4.12 will be also
provided for each dust species considered in M- and C-stars.

The considered molecules and atoms are listed in Table 4.1 and their abundances in the gas
phase are computed as follows.

4.1.1 M-stars

For the most abundant gas species present in the CSEs of M-stars (H2, CO, SiO, Mg, Fe, H2O,
and Al2O), I assume that:

• all the available hydrogen is present as H2 molecules;

• magnesium and iron are present in the gas phase only as free atoms;

• silicon is present in the gas phase only as SiO, and the small fraction of SiS is neglected;

• aluminium is present as Al2O;

• oxygen is present in the gas phase as CO, SiO, Al2O and H2O.

The explicit form ofǫ j,g are given in the following.

• H2

As almost all the hydrogen available is in the form of H2 I get by definition that

ǫH2 =
ǫH

2
= 0.5 (4.15)

• SiO
The abundance of SiO molecules is limited by the number of silicon atoms initially
available in the gas phase which is usually lower than the oxygen one (see, for example,
Table 2.2). In this case, from the initial abundance of silicon, I need to subtract the
number of silicon atoms locked into dust grains of Si-bearing species (olivine, pyroxene
and quartz). For these species, silicon is the key-element, and the condensed fraction is
computed through Eq. 4.13.

ǫSiO,g = (1− fol − fpy − fqu)ǫSi, (4.16)
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• Al2O
The abundance of these molecules is limited by the initial abundance of aluminium atoms
that are much less abundant than oxygen (Table 2.2). Aluminium can moreover be par-
tially condensed in corundum dust. As aluminium is the key-element for corundum, the
fraction condensed is given by Eq. 4.13. The abundance of free aluminium atoms in the
gas phase is finally converted into Al2O abundance dividing by two, as two aluminium
atoms are needed for one Al2O molecule:

ǫAl2O,g =
1
2

(1− fco)ǫAl , (4.17)

• H2O
This molecule forms from the oxygen that remains available from the formation of CO,
SiO and Al2O which are limited by the less abundant carbon, silicon and aluminium.
From the initially available abundance of oxygen atoms I first have to subtract the abun-
dances of carbon, needed to form CO, the abundance of SiO (Eq. 4.16), and, similarly,
the abundance of Al2O (Eq. 4.17) molecules. The available number of oxygen atoms
obtained can be partially condensed into the oxygen-bearing dust species. All the dust
species considered for M-stars with the exception of iron dust contain oxygen atoms.

In this regard I have that:

– For periclase: for each magnesium atom condensed, where magnesium isthe key-
element, one atom of oxygen is consumed. Therefore the total number of oxygen
atoms locked into periclase is, according to Eq. 4.14:

f cond
O,pe = fpeǫMg. (4.18)

– For corundum: for every two aluminium atoms condensed, where aluminium is the
key-element, three atoms of oxygen are consumed. The total number of oxygen
atoms locked into corundum is, from Eq. 4.14:

f cond
O,co =

3
2

fcoǫAl . (4.19)

– For olivine, pyroxene and quartz: if the key-element is silicon, for eachsilicon
atom condensed, the number of oxygen atoms condensed into olivine, pyroxene
and quartz are four, three and two, respectively. Thus, the total number of oxygen
atoms locked into olivine, pyroxene and quartz are, according to Eq. 4.14:

f cond
O,ol,py,qu = (4 fol + 3 fpy + 2 fqu)ǫSi. (4.20)

Combining Eqs. 4.18, 4.19 and 4.20 I finally get

ǫH2O,g = ǫO − ǫC −

(

1
2
− fco

)

ǫAl − fpeǫMg − (1+ 3 fol + 2 fpy + fqu)ǫSi, (4.21)

• Mg
The amount of free magnesium available in the gas phase is conditioned by thenumber
of atoms locked into olivine, pyroxene and periclase monomers.
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– For periclase: as magnesium is the key-element the number of atoms locked into
this dust species is, according to Eq. 4.13:

f cond
Mg,pe = fpeǫMg. (4.22)

– For olivine and pyroxene: for each silicon atom condensed, where silicon is the
key-element, the number of magnesium atoms condensed into olivine and pyroxene
are 2xol andxpy respectively. Thus, the total number of magnesium atoms locked
into these dust species are, according to Eq. 4.14:

f cond
Mg,ol,py,qu = (2xol fol + xpy fpy)ǫSi. (4.23)

By combining Eqs. 4.22 and 4.23, it follows that

ǫMg,g = ǫMg(1− fpe) − (2xol fol + xpy fpy)ǫSi. (4.24)

• Fe
All the iron atoms not locked into iron dust grains or olivine and pyroxene inthe form of
impurities remain in the form of free iron atoms.

– For iron dust: as iron is the key-element the number of atoms locked into this dust
species is, from Eq. 4.13:

f cond
Fe,Fe(s)= fFe(s)ǫFe. (4.25)

– For olivine and pyroxene: for each silicon atom condensed, where silicon is the
key-element, the number of iron atoms condensed into olivine and pyroxeneare
2(1− xol) and (1− xpy) respectively. Thus, the total number of magnesium atoms
locked into these dust species are, from Eq. 4.13:

f cond
Fe,ol,py = [2(1− xol) fol + (1− xpy) fpy)]ǫSi. (4.26)

From Eqs. 4.25 and 4.26 one gets,

ǫFe,g = ǫFe[(1 − fFe(s)) − 2(1− xol) fol + (1− xpy) fpy]. (4.27)

By explicitly expressing the law of mass action in Eq. 4.6 for the reactions listed inTa-
ble 4.1, I obtain the following stability curves from relation 4.12.

• Olivine

p3
H2

p2xol
Mg p2(1−xol)

Fe pSiOp3
H2O

= exp
(

−
∆G◦ol

RT

)

= Kp(ol), (4.28)

where Kp(ol) is the constant of the reaction of olivine formation and∆G◦ol is

∆G◦ol = 2xolG
◦
Mg2SiO4

+ 2(1− xol)G
◦
Fe2SiO4

+ 3G◦H2
+G◦ol,mix + (4.29)

− 2xolG
◦
Mg − 2(1− xol)G

◦
Fe−G◦SiO− 3G◦H2O,

where it is assumed that olivine can be imagined as composed of 2xol moles of forsterite
and 2(1− xol) moles of fayalite. The mixing termG◦ol,mix is added to the free energy
variation. For olivine the mixing term is

G◦ol,mix = 2RT[xol ln xol + (1− xol) ln(1− xol)], (4.30)
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because the Mg2+ and Fe2+ ions are distributed over two moles of cation sites.

From Eq. 4.12, the final P-T relation is

P =
1+ 2ǫHe

2

[

ǫ3H2

ǫ
2xol
Mg,gǫ

2(1−xol)
Fe,g ǫSiO,gǫ

3
H2O,gKp(ol)

]1/3

, (4.31)

whereǫH2, ǫMg,g, ǫFe,g, ǫSiO,g andǫH2O,g are given by Eqs. 4.15, 4.24, 4.27, 4.16 and 4.21,
respectively.

• Pyroxene
p2

H2

p
xpy

Mgp
(1−xpy)
Fe pSiOp2

H2O

= exp
(

−
∆G◦py

RT

)

= Kp(py), (4.32)

whereKp(py) is the constant of the formation reaction of pyroxene and similarly to the
previous case

∆G◦py = xpyG
◦
MgSiO3

+ (1− xpy)G
◦
FeSiO3

+ 2G◦H2
+G◦py,mix + (4.33)

− xpyG
◦
Mg − (1− xpy)G

◦
Fe−G◦SiO3

− 2G◦H2O,

where pyroxene can be imagined as formed byxpy moles of enstatite and (1− xpy) moles
of ferrosilite. Also in this case the adequate mixing term has to be added:

G◦py,mix = RT[xpy ln xpy + (1− xpy) ln(1− xpy)] (4.34)

because the Mg+ and Fe+ ions are distributed over one mole of cation sites.

The final P-T relation is

P =
1+ 2ǫHe

2

[

ǫ2H2

ǫ
xpy

Mg,gǫ
(1−xpy)
Fe,g ǫSiO,gǫ

2
H2O,gKp(py)

]1/2

, (4.35)

whereǫH2, ǫMg,g, ǫFe,g, ǫSiO,g andǫH2O,g are given by Eqs. 4.15, 4.24, 4.27, 4.16 and 4.21,
respectively.

• Quartz
pH2

pSiOpH2O
= exp

(

−
∆G◦qu

RT

)

= Kp(qu) (4.36)

whereKp(qu) is the constant of the reaction of formation for quartz and

∆G◦qu = G◦SiO2
+G◦H2

−G◦SiO−G◦H2O (4.37)

The final P-T relation is

P =
1+ 2ǫHe

2

ǫH2

ǫSiO,gǫH2O,gKp(qu)
(4.38)

whereǫH2, ǫSiO,g andǫH2O,g are given by Eqs. 4.15, 4.16 and 4.21, respectively.
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• Periclase
pH2

pMgpH2O
= exp

(

−
∆G◦pe

RT

)

= Kp(pe) (4.39)

where Kp(pe) is the constant for the formation reaction of periclase and

∆G◦pe = G◦MgO +G◦H2
−G◦H2O −G◦Mg. (4.40)

The final P-T relation is

P =
1+ 2ǫHe

2

ǫH2

ǫMg,gǫH2O,gKp(pe)
(4.41)

whereǫH2, ǫMg,g andǫH2O,g are given by Eqs. 4.15, 4.24 and 4.21, respectively.

• Corundum
p2

H2

pAl2Op2
H2O

= exp
(

−
∆G◦co

RT

)

= Kp(co) (4.42)

whereKp(co) is the constant for the formation reaction of corundum and

∆G◦co = G◦Al2O3
+ 2G◦H2

− 2G◦H2O −G◦Al2O. (4.43)

The final P-T relation is

P =
1+ 2ǫHe

2

ǫ2H2

ǫAl2O,gǫ
2
H2O,gKp(co)

(4.44)

whereǫAl2O,g andǫH2O,g are given by 4.17 and 4.21, respectively.

• Iron
1

pFe
= exp

(

−
∆◦GFe(s)

RT

)

= Kp[Fe(s)] (4.45)

whereKp[Fe(s)] is the constant of the formation reaction of iron and the correspondent
variation in the free energy is given by the transition between the vapour (v) and the solid
phase(s):

∆◦GFe(s)= G◦(Fe, s)−G◦(Fe, v). (4.46)

Finally, the P-T relation is

P =
1+ 2ǫHe

2
1

ǫFe,gKp[Fe(s)]
, (4.47)

whereǫFe,g is given by Eq. 4.27.

4.1.2 C-stars

In C-stars the gas contains carbon-rich elements and the most abundant carbon-bearing species
in the gas phase besides CO is C2H2. On the other hand, silicon atoms are bound in SiS
molecules and any excess of silicon is present in the form of free atoms. Other Si-bearing
species like SiC2 have small abundances and are neglected in this calculation.

The explicit form of the abundancesǫ j,g are listed in the following
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• Si
From the initial abundance of silicon atoms I subtract the abundance of S atoms taking
into account the formation of SiS molecules. In addition to that, silicon atoms can be
locked into SiC dust. As silicon is the key-element of SiC, the number of silicon atoms
condensed in this dust species is given by Eq. 4.13.

The final abundance of silicon in the gas phase is

ǫSi,g = (1− fSiC)ǫSi − ǫS. (4.48)

• C2H2

In this case the carbon atoms can be locked in CO molecules or in carbon and SiC dust.
The fraction of carbon condensed in amorphous carbon is given by Eq. 4.13, whereas in
SiC, for each atom of silicon condensed, a carbon atom is consumed and therefore the
fraction of condensed carbon is provided by Eq. 4.14.

The final abundance of C2H2 is obtained by dividing the abundance of the available
carbon atoms in the gas phase by the number of atoms needed to form the considered
molecule:

ǫC2H2,g =
1
2

(1− fC(s))ǫC − ǫO − fSiCǫSi. (4.49)

• Fe
Iron atoms are depleted from the gas phase only because of the formation of iron dust.
The number of condensed iron atoms is given by Eq. 4.13, and finally the abundance in
the gas phase is:

ǫFe,g = ǫFe(1− fFe(s)). (4.50)

As for M-stars, I express the explicit form for the locus of the points in theP-T diagram for
which the formation reaction of each dust species is at its equilibrium

• Amorphous carbon
The formation of carbon dust is assumed to proceed just in one direction below a certain
critical threshold temperature without considering the backward reaction.The reason
of this will be fully explained in Section 4.2. The equilibrium curve of this species is
therefore not illustrated in the P-T diagram. For the purposes of this first investigation,
it is sufficient to know that the condensation gas temperature assumed for this species is
between 1100 and 1300 K.

• For SiC I obtain pH2

p2
SipC2H2

= Kp(SiC) (4.51)

whereKp(SiC) is the constant for the formation reaction of silicon carbide and

∆G◦SiC = 2G◦SiC+G◦H2
−G◦C2H2

− 2G◦Si. (4.52)

The final P-T relation is therefore

P =
1+ 2ǫHe

2

[

ǫH2

ǫ2Si,gǫC2H2,gKp(SiC)

]1/2

, (4.53)

whereǫH2 ǫSi,g andǫC2H2,g are given by 4.15, 4.48 and 4.49, respectively.
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• For iron dust I obtain

1
pir
= exp

(

−
∆◦GFe(s)

RT

)

= Kp[Fe(s)], (4.54)

where Kp[Fe(s)] is the constant for the formation reaction of iron, and the correspondent
variation in the free energy is given by the transition between the vapour and the solid
phase:

∆◦GFe(s)= G◦[Fe(s)]−G◦[Fe(v)]. (4.55)

P =
1+ 2ǫHe

2
1

Kp[Fe(s)]ǫFe,g
, (4.56)

whereǫFe,g is given by Eq. 4.50.

4.1.3 Condensation sequence

The stability curves for M- and C-stars dust species are drawn in Fig. 4.2and define the so-
called “condensation sequence”, starting from the most refractory dust species, formed at the
highest temperatures, to the ones formed at lower temperatures. As this study is performed
when dust is not yet formed, the condensation fractions of all the dust species,fi , are set equal
to zero. Data of the abundances of the elements are taken from Anders & Grevesse (1989) and
are listed in Table 2.2. However, for SiC I assumedǫC = 2× 10−3 in order to haveǫC/2 > ǫO
as required in the computation ofǫC2H2,g computed by Eq. 4.49.

For the two different starting chemical compositions (oxygen- or carbon-rich) the results
can be summarized as follows.

• M-stars
In the considered range of pressures, corundum is the first aggregate that forms. At the
characteristic gas pressures of CSEsP ∼ 10−3−10−2 dyne cm−2, the typical temperature
is about 1500 K. This value is well above the temperatures of olivine and pyroxene,
between 900 and 1100 K, according to the fraction of iron present in the dust grain.
In particular, the higher the iron content is, the lower the typical temperatures at which
silicate dust is expected to form are. An intermediate case forxg = 0.5 is shown in
Fig. 4.2. The stability curves of olivine and pyroxene are very close because the gas
species needed for their formation are the same, and the final dust chemical compositions
are very similar.

As far as iron, periclase and quartz are concerned, their typical condensation tempera-
tures are around 1000 K, close to the condensation temperature of iron-free silicates.

• C-stars
The condensation temperature of SiC is well above the condensation temperature of
iron dust and is around 1200 K for pressures between 10−3 and 10−2 dyne cm−2. The
formation of SiC is expected to occur before the formation of carbon dust ifthis latter
species condenses at 1100 K. On the other hand, the condensation sequence is reversed
for these two species if the condensation of amorphous carbon is assumedto happen at
1300 K.
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Figure 4.2: Stability curves for the various dust species. The reactions of formation are listed
in Table 4.1. The curves are drawn when the condensation fraction is still zero for all the dust
compounds (fi = 0).

4.2 Seed nuclei

As already anticipated, the growth of dust grains is assumed to proceed through the addition of
molecules and atoms from the gas phase on the first aggregates.

The theoretical treatment of the initial cluster formation requires data about the thermody-
namic and the energetic properties of the chemical reactions involved. For this purpose, some
fundamental pieces of information are the Gibbs free energy of formation and the binding
energies of the clusters in the gas phase that are often not provided by experimental data.

There have been several attempts to model the formation of these first aggregates in order
to determine both their chemical composition and their initial number.

In spite of these attempts the nucleation process remains still unknown and there is a general
agreement on the fact that the first seed nuclei should be formed at hightemperatures and need
to be made up of elements abundant enough to form a certain number of initial clusters.

Thus, because of the uncertainties that affect the computations of the nucleation process
(Goumans & Bromley, 2012), it is reasonable to keep the number of seeds as an adjustable
parameter.

In the following I summarize the current picture for M- and C-stars.

4.2.1 M-stars

In M-stars, the formation of critical clusters occurs at a high supersaturation, defined as the ratio
between the growth and destruction rates,S >> 1, whereas the accretion proceeds already at
S > 1.
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Figure 4.3: Left panel: a) graphite with SiC positions indicated (white dots) and inset of faceted
SiCs; b) graphite with small internal SiC; and c) graphite showing twinned TiC and SiC (white
arrows indicate separate twin domains). The figure is taken from Hynes et al. (2007).Right
panel: images of ultrathin sections of selected circumstellar graphite spherules with internal
crystals. (a) Spherule with a large (100 nm) central iron-rich crystal (iron or iron carbide).
(b) Spherule, with a central cluster of 4 (Ti, Zr, Mo)C crystals. (c) Spherule with a 50 nm
noncentral TiC crystal with minor Zr and Mo, and a core of nanocrystalline carbon just interior
to this crystal; this spherule section contains nine other smaller crystals that are not visible
in this orientation. (d) Spherule with two noncentral Ru-, Zr-, and Mo-bearing TiC internal
crystals. The figure is taken from Bernatowicz et al. (1996).
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According to the elemental abundances in CSEs and to the expected condensation temper-
atures, possible seed candidates are SiO, SiO2, MgO, Fe, Al2O3, TiO, and TiO2.

For silicates, a rough estimate of the abundance of seeds can be obtained integrating Eq. 3.16,
assuming the number of seeds to be equal to the number of fully-grown grains needed to re-
produce the observed local ISM extinction.

Adopting an exponentxg = 3.5, logAol = −15.21, suitable for olivine (Mathis et al., 1977),
and integrating betweenamin = 0.005µm andamax = 0.25µm, one gets

ǫs =

∫ amax

amin

Aola
−3.5da∼ 10−10. (4.57)

In preliminary investigations, made adopting this initial number of seeds, I obtaingrain
sizes of abouta ∼0.01µm, never succeeding in reproducing the largest observed grain size
a ≥ 0.1µm (Sargent et al., 2010; Norris et al., 2012).

On the other hand, assuming that the number of seeds is the number of fully-grown grains
needed to reproduce the total dust mass observed (Eq. 3.17), I get:

ǫs =
Mi

mg

1
NH
∼ 10−13, (4.58)

where the fully-grown grains have typical sizea = 0.1 µm and massmg = (4/3)πa3ρd

(Jones & Merrill, 1976).
The quantityMi/NH = Mol/NH is derived assumingρd,ol = 3.75 g cm−3, nSi,ol = 1, ǫSi,ol =

3.55 · 10−5 (Table 2.2), andmd,ol = 172.23mH

The seeds abundance obtained is much lower than that of Eq. 4.57, and it isthe same as
the one assumed by GS99. This value appears also to be consistent with detailed nucleation
computations by Jeong et al. (2003), as well as in very good agreement with the value inferred
by Knapp (1985) for a sample of Galactic M-giants. Adoptingǫs = 10−13 in the models, the
grains reach typical sizes of∼0.15µm, in agreement with the observations and consistent with
the value of the grain size used to compute the seed number.

At varying metallicity it is natural to expect that the number of seeds dependson the abun-
dance of the elements forming them. Because of the uncertainties on the process of seed
formation I assume that in M-giants the number of seeds scales with the gas metallicity:

ǫs,M = ǫs
( Z
ZISM

)

, (4.59)

whereZISM = 0.017 is the local metallicity of the ISM.

4.2.2 C-stars

As far as C-stars are concerned, the formation of the first aggregateshas been extensively
studied by Cherchneff (2000). In this scenario the formation of carbonaceous dust starts with
the formation of the polycyclic aromatic hydrocarbons (PAHs) from the abundant acetylene,
C2H2, which is able to react with hydrogen atoms and start an active hydrocarbon chemistry.

In particular, the growth of aromatic rings needed to form PAHs is described by three reac-
tions: addition of acetylene, H abstraction to form a radical and second addition of acetylene
followed by the ring closure (Cherchneff et al., 1992).

This chain of reactions is efficient at gas temperatures between 900 and 1100 K and nu-
cleation is active in this temperature window. The further growth of the amorphous carbon
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dust grain therefore proceeds through the subsequent deposition ofcarbon atoms via acetylene
surface reaction and the coagulation of PAH products.

Assuming that the mentioned process is the one through which carbon seedsare formed, I
compute the number of seeds for C-stars in analogy of M-stars, scaling their number with the
abundance of carbon not locked into CO molecules,ǫ(C−O) = ǫC − ǫO (Cherchneff, 2006)

ǫs,C = ǫs
[ ǫ(C−O)

ǫ(C−O)ISM

]

. (4.60)

The present value ofǫ(C−O)ISM is less than one (Table 2.2), but now an extinction that is
produced by carbon grains is observed. Therefore, I can conclude thatǫ(C−O)ISM > 0 when
carbon grains formed.

The value ofǫ(C−O)ISM at the moment of carbon grains formation is evaluated from Eq. 3.20.
The obtained value gives the C-excess that formed the total mass of carbon grains, needed to
reproduce the extinction now observed.

For this computation I assume logAC(s) = −15.24 (Mathis et al., 1977),ρd,C(s) = 2.2 g
cm−3, md,C(s) = 12.011mH, xg=3.5 andamin = 0.005µm, amax = 0.25 µm. Note thatρd,C(s)

needs to be converted from g cm−3 to g µm−3 because the grain sizes are given inµm. The
value obtained is

ǫ(C−O)ISM ∼ 3.8× 10−4. (4.61)

This value is very similar to the solar abundance presently observedǫC = 3.63·10−4 (Table 2.2).
The quantityǫs is estimated, similarly to the M-stars case, from Eq. 3.17 whereMi/NH =

MC(s)/NH, with nk,C(s) = 1 andǫk,C(s) = ǫ(C−O)ISM . The value ofǫs,C is finally ǫs ∼ 10−13, very
close to the one obtained for M-stars and in agreement with the value adoptedby FG06.

On the other hand, the study of pre-solar graphitic spherules, whose origin is attributed to
C-stars in the TP-AGB, can give important insight about the condensationprocess of amor-
phous carbon dust. One fraction of the studied pre-solar graphitic contains internal crystals of
metal carbides with composition from nearly pure TiC to nearly pure Zr-Mo carbide (Berna-
towicz et al., 1996) and only rarely SiC (Hynes et al., 2007). An image of pre-solar grains is
shown in Fig. 4.3.

These carbides, with the exception of SiC that is assumed to condense separately, might
have served as heterogeneous nucleation centers for condensation of carbon, opening an alter-
native path with respect to the homogeneous accretion described above (Croat et al., 2005).

In this scenario, the number of seeds is estimated in a different way.
Let us first assume that the typical seed observed in pre-solar grains ismade up with TiC

monomers and that it has a typical size of aboutas = 50 · 10−7 cm. If Ms is the correspondent
mass of the seed nuclei and mTiC=59.88mH is the mass of one monomer of TiC, the number
of monomers in the seed nuclei is

nTiC =
Ms

mTiC
= 1.67× 104, (4.62)

where the mass of the monomer is given byMs = 4π/3a3
sρTiC andρTiC = 0.08 g cm−3.

For solar abundances partition and solar metallicity, the abundance of the titanium atoms
overNH is ǫTi = 9.77×10−8 (Table 2.2). Therefore, the number of seed nuclei given this initial
elemental abundance is

ǫs =
ǫTi

nTiC
∼ 6× 10−12. (4.63)

Since this is just a rough estimation and the observed value ofas for metal carbides is in
the range 5− 200· 10−7 cm, I consider values of the number of seeds between 10−13 and 10−11
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at solar metallicity. However, preliminary analysis with different values ofǫs shows that the
produced final grain size reaches values above 0.1 µm only forǫs < 10−13 which is the standard
adopted value. This value has to be scaled with the metallicity in analogy to M-stars

ǫs,C,TiC = ǫs
( Z
ZISM

)

. (4.64)

In this thesis I will consider the homogeneous growth as the main mechanism forcarbon
dust formation.

4.3 Accretion of dust grains

The second step considered in the process of dust formation is the additionof molecules and
atoms from the gas phase to the dust grain.

The particles impinging onto a solid surface may experience chemical bond formation
called chemisorption (Ertl, 2010). This bond formation may keep the molecular entity in-
tact (nondissociative chemisorption) or it may be associated with bond breaking and separation
of the fragments on the surface (dissociative chemisorption). The inverse process is called
desorption.

The addition of the molecules and atoms from the gas phase goes through the chemical
reactions listed in Table 4.1. They provide important pieces of information about how the dust
formation proceeds (i.e. how many molecules or atoms from the gas phase areneeded to form
one monomer of dust).

The computation of the variation of the grain size is performed by explicitly evaluating the
sticking rate of molecules or atoms impinging on the grain surface and their evaporation rate
due to the destruction processes.

The accretion of dust grains, and their final sizes, depends on the CSEconditions such as
the density and the temperature profile, and on the adopted assumptions in the dust grow model
(e.g. the evaporation process at work).

It is possible to define a generic equation describing the variation of the grain size. The in-
crease or decrease of the dust sizes occur, respectively, when accretion or destruction processes
dominate.

The differential equation governing the variation of the grain volume per unit time can be
written as

1
V0,i

d
dt

4πa3
i

3
= 4πa2

i (Jgr
i − Jdec

i ), (4.65)

hereV0,i is the volume of the monomer in the solid,ai is the size of the grain of speciesi
andJgr

i ,Jdec
i are the growth and destruction rates, respectively.V0,i can be expressed in terms

of the atomic weight of the monomerAi and of the mass density of the dust speciesi, ρd,i .

V0,i =
AimH

ρd,i
. (4.66)

The quantityJgr
i is derived as described in Section 4.3.1, whereasJdec

i depends on the
dominant destruction processed described in the following sections.

The variation of the the grain sizeai comes naturally by differentiating Eq. 4.65

dai

dt
= V0,i(J

gr
i − Jdec

i ). (4.67)
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4.3 Accretion of dust grains

In the context of TP-AGB stars, I am interested in the dust growth process. At the beginning,
the condition in the CSE prevents dust from growing, because the destruction term remains
dominant within few stellar radii (depending on the destruction process assumed to be at work).
Therefore, the numerical integration of Eq. 4.67 starts when the condition (Jgr

i − Jdec
i ) > 0 is

satisfied, whereas the derivative is kept equal to zero whenJdec
i dominates.

The dust condensation radiusRC,i is the distance from the star at which the condition
dai/dt > 0 is verified. The dust condensation radius is in general different for the different
dust speciesi, and depends on the decomposition process assumed to be at work.

In the following section I will describe how the growth term,Jgr
i , is derived.

4.3.1 The growth rate

The rate at which the reaction proceeds is determined by the flux of moleculesor atoms in the
gas phase per unit time, able to stick on the dust grain. Each dust grain is considered to be at
rest and the flux of incident particles collides on its surface.

The total rate of collisions of each gas species is given by the product between their number
density, given by Eq. 2.21, and their mean thermal velocity,vth, j(Tgas), where the gas tempera-
tureTgas is given by Eq. 2.13. More specifically, the quantityvth, j(Tgas) is the mean velocity of
the particles moving towards the grain surface and it is given by

vth, j =

√

kBTgas

2πmj
, (4.68)

wherekB is the Boltzmann constant, andmj the mass of the particle in the gas phase.
The final rate of molecules or atoms that are adsorbed by the dust grain is computed by

multiplying the flux of particles per unit time by the so-called “sticking coefficient”. This
quantity, generally provided by experimental determinations, is by definition the ratio between
the number of the particles adsorbed by the grain surface,Jad, over the total number of incident
particles,Jin (MacNaught et al., 1997)

αi =
Jad

Jin
. (4.69)

Finally, the rate of the sticking particles,Jgr
i, j , for each of the gas speciesj, is

Jgr
i, j = αin j,gvth, j(Tgas). (4.70)

The sticking coefficient, αi , is assumed to be the same for all the particles forming the
dust speciesi. This quantity is a function of surface temperature (dust temperature), surface
coverage and structural details. The sticking coefficient provides an indirect measure of the
degree of the kinetic barrier or the efficiency of condensation. Its value is between 0 to 1,
zero implying infinite kinetic barrier and no condensation, and unity representing no kinetic
barrier where all the impinging gas atoms or molecules are incorporated into thesolid (see also
Chapter 5).

The quantityJgr
i, j is expected to decrease along the CSE. First of all, the gas density de-

creases asr−2 and is even more diluted because of the outflow acceleration. Second,n j,g is
depleted from the gas phase because of dust condensation.

Once the rate of effective collisions for all the gas speciesj involved in the formation
reaction is given by Eq. 4.70, it is possible to derive the growth rate of the dust grain by taking
into account the following considerations:
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4 Dust growth

• In order to formsi monomers of the dust speciesi, the number of gas particles that should
stick on the grain surface is equal to their stoichiometric coefficient sj . The values ofsi

andsj are given by the specific formation reaction.

• The rate at which new monomers of dust are formed, and therefore the rateat which the
dust grain is accreted, is determined by the rate at which the particlesj stick on the dust
grain,Jgr

i, j and on the stoichiometric coefficient,sj . For each dust speciesi, the gas species

for which the quantityJgr
i, j/sj is the lowest determines how fast the chemical reaction

of dust accretion proceeds. This computation relies on the assumption that, when the
slowest step of the chemical reaction occurs, the number of the other gas species that have
stuck on the grain is already equal to their ownsj . The atom or molecule determining
the slowest step in the dust formation reaction is called “rate-determining species”.

• If the addition ofsj molecules or atoms of the rate-determining species formssi monomers
of dust (withsi > 1) the growth rate needs to be multiplied bysi .

The growth rate for each dust species,Jgr
i , therefore reads

Jgr
i = min

{ si

sj
Jgr

i, j

}

. (4.71)

The gas species corresponding to this minimum is, by definition, the rate-determining
species. It could change during the dust formation process within the CSE, as the abundances
of the starting molecules and atoms change along the CSE.

The growth rate of the dust species listed in Table 4.1 are explicitly given in thefollowing.

4.3.2 M-stars

• Olivine
In order to form one monomer of olivine, two atoms of either magnesium or iron, one of
SiO and three of H2O are needed.

Jgr
ol = min

{1
2

(

Jgr
ol,Mg + Jgr

ol,Fe

)

,
1
3

Jgr
ol,H2O, J

gr
ol,SiO

}

(4.72)

Since olivine can be conceived as an ideal solution of forsterite (Mg2SiO4) and fayalite
(Fe2SiO4), each site for a cation can either be occupied by an Fe2+ or Mg2+ ion. For this
reason the growth rates of iron and magnesium atoms are added, rather than considered
separately in the computation of the growth.

• Pyroxene
One monomer of pyroxene needs one atom of either magnesium or iron, oneof SiO and
two of H2O.

Jgr
py = min

{

Jgr
py,Mg + Jgr

py,Fe,
1
2

Jgr
py,H2O, J

gr
py,SiO

}

. (4.73)

Analogously to olivine dust, pyroxene can be considered as an ideal solution of enstatite
(MgSiO3) and ferrosilite (FeSiO3). Each cation site can either be occupied by an Fe+ or
Mg+ ion.

• Quartz
To form one monomer of quartz dust, one molecule of SiO and one of H2O are needed.

Jgr
qu = min

{

Jgr
qu,H2O, J

gr
qu,SiO

}

. (4.74)
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4.3 Accretion of dust grains

• Periclase
To form one monomer of periclase, one atom of magnesium and one molecule of H2O
are needed.

Jgr
pe = min

{

Jgr
pe,Mg, J

gr
pe,H2O

}

. (4.75)

• Corundum
For one monomer of corundum, one molecule of Al2O and two of H2O need to be added.

Jgr
co = min

{

Jgr
co,Al2O,

1
2

Jgr
co,H2O

}

. (4.76)

• Iron
Iron dust directly condenses from the gas phase. Therefore one monomer of dust, corre-
sponds to one atom of iron.

Jgr
Fe(s)= Jgr

Fe(s),Fe (4.77)

4.3.3 C-stars

• Amorphous carbon
For this dust species, just one molecule of acetylene, C2H2, is needed to produce two
monomers of dust.

Jgr
C(s) = 2Jgr

C(s),C2H2
. (4.78)

• Silicon carbide
In order to form two monomers of SiC, two atoms of silicon and one molecule of C2H2

are needed

Jgr
SiC = min

{1
2

Jgr
SiC,Si, J

gr
SiC,C2H2

}

. (4.79)

• Iron
The formation of iron dust is treated with the same formalism of M-stars.

4.3.4 The destruction rate

As already mentioned, the dust grain growth is calculated from the balance between the growth
and the destruction rates in Eq. 4.67. The destruction process goes through the inverse process
of the molecules or atom absorption namely the desorption. As for any reactions, also des-
orption is characterized by its own activation energy. This is particularly important in order to
determine which destruction processes are efficient in the typical conditions of CSE and it will
be treated extensively in Chapter 5.

In the typical conditions of CSEs two main destruction mechanisms can be distinguished:
pure sublimation, due to dust heating by stellar radiation and, for dust species that can react
with H2 molecules, such as olivine and pyroxene, the inverse reaction of the formation ones,
listed in Table 4.1, occurring at the grain surface (Helling & Woitke, 2006).

The latter process is a reduction reaction and it is sometimes named chemisputtering (GS99).
In the former case the desorption reaction is activated by the energy provided by the stellar

heating and depends on the equilibrium temperature reached by the dust grain surface (see
Eq. 4.83). On the other hand, as far as chemisputtering is concerned, thereaction can be
triggered by the kinetic energy of H2 molecules, if they are energetic enough to break the bond
Si-O or Mg-O. In this kind of reaction, H2 molecules destroy the structure of an oxide to form
H2O molecules that are released in the gas phase (Nagahara & Ozawa, 1996).
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4 Dust growth

The total destruction rate is given by the sum the two contributions

Jdec
i = Jsub

i + Jcs
i . (4.80)

The two destruction mechanisms are separately discussed in the following.

• Destruction by sublimation
Sublimation is the natural evaporation process of molecules from the surface of the dust
grain. The evaporation rate is a function of the temperature reached by thegrain surface.

It is also known that the sublimation process does not always work in a simpleway. In
the case of silicate dust the nominal molecule that evaporates does not existas a single
entity in the gas phase and does not vaporize in the usual sense. Insteadthe dust grain
decomposes into molecules that exist in the gas phase (incongruent evaporation) (Duschl
et al., 1996). The way in which the molecules desorb determines the rapidity ofthe grain
decomposition.

The evaporation rate,Jsub
i , is determined by considering that, in chemical equilibrium,

it must equal the growth rate. Then, since the sublimation process dependsonly on the
specific properties of the grain under consideration, the rate determined inthis way must
hold also outside equilibrium. I thus obtain from Eq. 4.70, after eliminatingn j,g with the
partial pressure and the temperature,

Jsub
i = αvth, j(Tdust)

p(Tdust)
kBTdust

, (4.81)

whereTdust is the dust equilibrium temperature (see Eq. 4.83),vth, j(Tdust) is the ther-
mal velocity of the molecule ejected from the grain surface. The quantityp(Tdust) is
the saturated vapour pressure at the dust temperature, that can be expressed with the
Clausius-Clapeyron equation

p(Tdust) = exp
(

−
c1

Tdust
+ c2

)

, (4.82)

wherec1 andc2 are sublimation constants, characteristics of the species under consid-
eration. The constantc1 contains the latent heat of sublimation of the dust species and
the constantc2 actually is slightly dependent on the temperature. Both quantities may be
obtained either directly from thermodynamical data (Duschl et al., 1996), or by fitting
with Eq. 4.82 the results of sublimation experiments (Kimura et al., 2002; Kobayashi
et al., 2009, 2011).

The dust equilibrium temperature in Eq. 4.81 is evaluated in the following way. The
radiation field is able to heat the dust up to a certain equilibrium temperature at any
distances from the photosphere. Absorption and re-emission of photonsby the dust
particles is proportional to the absorption coefficient Qabs, defined in Chapter 3, which
in turn is a function of the grain size and of the wavelength of the incident radiation.

Initially, when dust is not yet formed or the opacity is negligible, the medium canbe
approximated as optically thin and the equation describing the energy balancebetween
the radiation absorbed by the dust grains and the one which is re-irradiated is

T4
dustQabs,P(a,Tdust) = Teff

4Qabs,P(a,Teff)W(r). (4.83)
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4.3 Accretion of dust grains

Qabs,P is the Planck averaged absorption coefficient, computed analogously to Eq. 3.22.
This quantity is explicitly expressed as a function of the temperature and grainsize, and
the dilution factorW(r) is defined in Eq. 2.14. The dust equilibrium temperature depends
on optical properties and, therefore, on the chemical composition.

The dust condensation temperature,Tcond, is defined as the dust equilibrium temperature
at the point where dust of a given type effectively condenses. The dust equilibrium
temperature,Tdust, computed through Eq. 4.83 is only a virtual quantity, i.e. it is the
temperature that the dust would have if it could begin to form at a given radial distance.

• Destruction by chemisputtering
The H2 molecules in the gas phase may be adsorbed by the solid surface and may accel-
erate the evaporation with respect to pure sublimation. In particular, the presence of H2
molecules changes the destruction reaction with respect to free evaporation by means of
a process that, as already anticipated, is given by the inverse reaction withrespect to the
formation one (Table 4.1).

The chemisputtering destruction rate,Jcs
i , is determined in an analogous way, assuming

that the growth and destruction rates at equilibrium must balance, and usingthe law of
mass action to determine the partial equilibrium pressure of the rate-determining species,
p j,eq (Eq. 4.85), determined as described in Duschl et al. (1996). In analogy to Eq. 4.67
the destruction rate is finally expressed by

Jcs
i = si

αvth, j(Tgas)

sj

p j,ieq

kBTgas
. (4.84)

where j is the rate-determining species of each dust speciesi. Note that I replaced
n j,ivth, j = p j,i/kBTgas(for the equilibrium abundances).

In Section 4.3.1 the partial pressure of the rate-determining species is uniquely deter-
mined by the partial pressures of the other species in the gas phase. The partial pressures
change along the CSE according to the variations ofn j,i (Eqs. from 4.16 to 4.27 for M-
stars and from 4.48 to 4.50 for C-stars). If the rate determining species is the gas species
A, I obtain that the correspondent equilibrium partial pressure is

pA,eq =

[

pd
D

pb
B pc

C

exp
( ∆G◦

RTgas

)

]1/a

. (4.85)

The thermodynamical data for the computation of chemisputtering rates are taken from
Sharp & Huebner (1990) with the exception of FeSiO3 and SiC for which I adopt the
data taken by Barin & Platzki (1995).

The explicit form of the termpA,eq, for the different dust species, is provided as follows.

4.3.5 M-stars

• Olivine: assuming that the rate-determining species of olivine is SiO, I obtain

pSiO,eq =
p3

H2

p2xol
Mg p2(1−xol)

Fe p3
H2OKp(ol)

, (4.86)
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4 Dust growth

• Pyroxene: assuming that its rate-determining species to be SiO, I finally have

pSiO,eq =
p2

H2

p
xpy

Mgp
(1−xpy)
Fe p2

H2OKp(py)
, (4.87)

• Quartz: analogously to the previous two cases,

pSiO,eq =
pH2

pH2OKp(qu)
(4.88)

• Periclase: if its rate-determining species is magnesium

pMg,eq =
pH2

pH2OKp(pe)
(4.89)

• Corundum. If the rate-determining species is Al2O the correspondent partial pressure is

pAl2O,eq =

[ p2
H2

p2
H2OKp(co)

]1/2

(4.90)

• Iron. As this species is directly formed from iron atoms I get

pFe,eq = Kp[Fe(s)]−1 (4.91)

4.3.6 C-stars

Analogously to M-stars, I list in the following the explicit forms of the partial pressures of the
rate-determining species of C-stars.

• Amorphous carbon. As already mentioned, for this species I do not take into account the
backward reaction because carbon dust is assumed to form below a threshold temperature
(1100 or 1300 K according to the model adopted in Section 5).

• Silicon carbide. If the rate determining species is Si one has

pSi,eq =
( pH2

pC2H2Kp(SiC)

)1/2
(4.92)

• Iron. This dust species is treated with the same formalism adopted for M-stars.

4.3.7 Modification in the composition of Olivine and Pyroxene

In this final subsection the possible modification of the magnesium over iron plus magnusium
fraction of olivine and pyroxene composition is discussed.

Following FG06, the probabilityx that a surface site for a magnesium or iron atom during
particle growth is occupied by magnesium is given by the ratio of the depositionrates from the
gas phase (wherei = ol,py)

xg,i =
Jgr

i,Mg

Jgr
i,Mg + Jgr

i,Fe

. (4.93)
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4.3 Accretion of dust grains

xg,i is in general different from the abundance in the grain.
Following GS99 I will denote withNSi the number of silicon atoms within a silicate grain,

and withM the number of sites occupied by Mg2+ (for olivine) and Mg+ (for pyroxene). The
aim is to study how the fraction

xi = Mg/(Mg + Fe), (4.94)

changes in the grain. IfNSi sites are occupied by silicon atoms, a number equal toNol = 2NSi

andNpy = NSi sites will be occupied by Mg+Fe atoms, for olivine and pyroxene, respectively.
The change of the quantityxi is

dxi

dt
=

d
dt

M
N
= (4.95)

= −
M

N2

dN
dt
+

1
N

dM
dt
, (4.96)

(4.97)

and finally by means of the definition given by Eq. 4.94:

dxi

dt
= −

xi

N
dN
dt
+

1
N

dM
dt

(4.98)

The termdM/dt, is given by the sum of two terms. One describes the variation of the
number of sites occupied by magnesium atoms, newly created in the growth process,dMgd,i/dt.
The other, describes the variation ofM due to a possible exchange between a magnesium atom,
in the grain, and a iron atom, in the gas phase,dMex,i/dt (cation exchange):

dM
dt
=

dMgd,i

dt
+

dMex,i

dt
. (4.99)

The quantitydN/dt is the variation of the total number of sites newly created in the growth
process, that can be occupied by either magnesium or iron.

I will consider the termsdN/dt anddM/dt separately.

4.3.8 Variation of the total number sites N=Mg+Fe

The number of silicon sites NSi changes with time because of the dust growth. Considering
that in each monomer of silicate dust there is one silicon atom, the number variationof NSi is

dNSi

dt
=

d
dt

4πa3
i

3V0,i
=

4πa2
i

V0,i

dai

dt
. (4.100)

By means of Eq. 4.67 one finally gets

dNSi

dt
= 4πa2

i (Jgr
i − Jdec

i ). (4.101)

Moreover, the volume of a grain of radiusai can be expressed as a function ofV0,i as

4πa3
i ρd,i

3
= NSiV0,i , (4.102)

so that

4πa2 = NSi
3V0,i

ai
, (4.103)

therefore, by eliminating from Eq. 4.101 the term 4πa3
i through 4.103, one gets

dNSi

dt
= NSi

3V0,i

ai
(Jgr

i − Jdec
i ). (4.104)
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4.3.9 Variation of sites occupied by magnesium

As already mentioned, the variation ofM can occur through two processes. On the other hand,
a newly created site can be occupied by magnesium with a certain probability, on the other
hand, some direct exchanges between magnesium on the grain and iron atoms in the gas can
occur. This process is described through a chemical reaction given in Table 4.1. This means
that if a magnesium atom collides on the surface of a grain at a site which is occupied by an iron
cation, the particles may exchange. This process is regulated by the energetics of the exchange
reaction, as it will be outlined in the following.

The variation ofM due to the first mechanism is expressed by

dMgd,i

dt
= 4πa2

i si,Mg(xg,i J
gr
i − xi J

dec
i ). (4.105)

This relation takes into account the fact that for each monomer of dust formed, a number
equal tosi,Mg of magnesium atoms are added to the grain.

In analogy to Eq. 4.101 one gets

dMgd,i

dt
= NSi

3V0,i

ai
(xg,i J

gr
i − xi J

dec
i ), (4.106)

The cation exchange is expressed by an analogous equation:

dMex,i

dt
= NSi

3V0,i

ai
(Jex
+ − Jex

− ), (4.107)

whereJex
+ is the rate of exchange between an iron atom in the grain and a magnesium atom

in the gas, andJex
− is the correspondent rate of exchange between a magnesium atom in the

grain and an iron atom in the gas and will be specified later. Therefore, byinserting Eqs. 4.101,
4.106 and 4.107, whereNSi = Nol/2, for olivine, and withNSi = Npy, one gets

• Olivine.

dxol

dt
=

3V0,ol

a
[(xg − xol)J

gr
ol +

1
2

(Jex
+,ol − Jex

−,ol)], (4.108)

• Pyroxene.

dxpy

dt
=

3V0,py

apy
[(xg − xpy)J

gr
py + (Jex

+,py − Jex
−,py)]. (4.109)

While the termJgr
i has already been defined, the termsJex

+,i andJex
−,i need to be specified.

The rate of collisions of magnesium atoms is defined similarly to the growth rate (Eq. 4.71).
The flux of the colliding magnesium atoms that succeed in the exchange with a corresponding
iron atom is given, per unit time, by

Jex
+,i = αi,exnMg,gvth,Mg, (4.110)

where the coefficientαi,ex is the probability of exchange of a magnesium atom with an iron
one.

The rate of the inverse reaction,Jex
− , is given by the iron atoms able to exchange with a

magnesium one. Therefore one has that

Jex
−,i = βi,exnFe,gvth,Fe (4.111)

63



4.3 Accretion of dust grains

whereβi,ex is the probability of exchange of an iron atom with a magnesium one.
The coefficientβi,ex is related toαi,ex. This relation can be determined by considering the

cation exchange reactions at their chemical equilibrium. For a given partialpressure of iron
atoms, determined by its abundance, the correspondent Mg partial pressure at the equilibrium
is determined, by the law of mass action, in analogy to Eq. 4.85

pMg,eq = [psFe
FeKp(T, xi)]

1/sMg , (4.112)

where sMg and sFe are the stoichiometric coefficients of magnesium and iron, respectively,
andKp(T, xi) is the constant of the exchange reaction. In particular, at the chemical equilibrium
Jex
+,i = Jex

−,i , and thus

βol,ex = αol,ex
vth,Mg

vth,Fe

nMg,eq

nFe
(4.113)

Through Eq. 4.113 it is possible to expressJex
−,i in Eq. 4.111 as

Jex
−,i = αi,exnMg,eqvth,Mg, (4.114)

and therefore, after eliminating the partial pressures in Eq. 4.112,

Jex
−,i = αi,ex[n

sFe
FeKp(T, xi)]

1/sMgvth,Mg, (4.115)

The rate of exchange of cations in Eqs. 4.108 and 4.109 is therefore

Jex
+,i − Jex

−,i = vth,Mgαex,i [nMg,eq− nFeKp(T, xi)
1/sMg ] (4.116)

According to the reactions listed in Table 4.1, the constants of the reactions for olivine and
pyroxene are computed as follows

• Olivine

Kp(ol) = exp

[

−
∆G◦fa − ∆G◦fo

2RT
−

G◦ol,mix

2(1− xol)RT

]

(4.117)

∆G◦fa and∆G◦fo are the free energies of formation of fayalite and forsterite from the free
atoms, andG◦ol,mix is the entropy of mixing for two moles of cations specified in Eq. 4.30.

• Pyroxene

Kp(py) = exp

[

−
∆G◦en− ∆G◦fer

RT
−

G◦py,mix

(1− xpy)RT

]

(4.118)

∆G◦en and∆G◦fer are the free energies of formation of enstatite and ferrosilite, respectively,
from the free atoms andG◦py,mix is the entropy of mixing for one mole of cations specified
in Eq. 4.34.
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Chapter 5

Circumstellar Envelopes Models

In this Chapter I present the basic assumptions underlying the dust growthschemes. Section 5.1
is devoted to the case of M-stars while, in Section 5.2 I consider the case of C-stars. In Sec-
tion 5.3, I outline the effects brought by changing the main assumptions of the dust growth
schemes by comparing a few models of both M-giant CSEs and C-star CSEs.

5.1 M-stars CSE models

In Chapter 4 I discussed how the growth of silicate dust grains is determinedby the balance
between their accretion and their destruction rates. Two destruction processes can be at work:
pure sublimation and chemisputtering. From the standard computations, basedon the calcu-
lation of the Gibbs energies, it follows that chemisputtering rates are much larger than the
sublimation ones. Therefore, many authors assume that the former process is the one that
inhibits the growth of dust grains (GS99, FG06).

However, these computations are only based on energetics considerations and miss the
important role of the activation energies in chemical reactions. This is the aim of chemical
kinetics that should be preferred in the analysis of the chemisputtering efficiency.

In this respect experimental studies are fundamental to quantify the kineticsof reactions.
Indeed, experimental measurements of the evaporation rates in presenceof H2 molecules pro-
vide important results in order to determine if, at the typical conditions of pressure and temper-
ature characterizing the CSEs, chemisputtering is efficient.

Some basic definitions of chemical kinetics are briefly recalled in Section 5.1.1,to help
the reader to interpret the experimental results outlined in Section 5.1.2. Directcondensation
experiments are briefly reviewed in Section 5.1.3. The comparison between the condensation
temperatures obtained when chemisputtering is included and the ones derived when only pure
sublimation is at work, is performed in Section 5.1.4.

5.1.1 Chemical kinetics

Given the simple reaction
A → B, (5.1)

an infinitesimal increase in the productB = dξ corresponds to a decrease in the reactantA =
−dξ. The quantityξ is know as “extent of reaction”.

For a more general chemical reaction,

sAA + sBB→ sCC+ sDD, (5.2)
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5.1 M-stars CSE models

the extent of reaction is defined in such a way that, if it changes by∆ξ, then the change in
the amount of any species, j= A,B,C,D, is sj∆ξ, for the products, and−sj∆ξ for the reactants.

It is now possible to define the “rate of reaction”,ν, as the rate of change of the extent of
reaction

ν =
dξ
dt
. (5.3)

The quantityξ is related to the variation of the amount of the substances involved in the
reaction. Ifd j is the infinitesimal variation of the speciesj, one gets by definition that

sjdξ = d j. (5.4)

Therefore, by differentiating, from Eq. 5.3 it follows that

ν =
1
sj

d j
dt
. (5.5)

The rate of reaction is often found to be proportional to the concentrationsof the reactants
raised to a certain power. Considering reactions of the form 5.2 one has that

ν = k[A]a[B]b, (5.6)

where the square brackets indicate the molar concentration of the species and k is called
“rate constant” of the reaction. The rate constant does not depend on the concentrations, but is
a function of the temperature, whereasa andb are experimentally determined for the specific
reaction considered. Equation 5.6 is called “rate law” of the reaction. The power at which the
concentration of a species is raised in the rate law is theorder of the reaction with respect to
that species. Theoverall orderof a reaction is the sum of the individual orders (a+ b). The
rate constant is governed by the Arrhenius equation

k = k0 exp
(

−
Ea

RT

)

, (5.7)

wherek0 is a constant andEa is the activation energy of the reaction. To activate the
reaction, the reactants need to have a minimum kinetic energy, equal toEa in order to form the
products. The exponential factor in Eq. 5.7 can be interpreted as the fraction of collisions with
enough kinetic energy to lead to the reaction. In fact, the number of gas particles,N j , that have
energy in excess ofEa is given by the Boltzmann distribution

N j = N exp−
( Ea

RT

)

, (5.8)

whereN is the total number of particles.
If the gas temperature is much lower than

T =
Ea

R
, (5.9)

the reaction slows down, because only a tiny fraction of the particles are more energetic
thanEa.
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Figure 5.1: Evaporation rate as a function of the total pressure at the fixed temperature of
2000 K. The figure is taken from Nagahara & Ozawa (1996).

5.1.2 Laboratory experiments of silicates evaporation

The experiments by Nagahara & Ozawa (1996) consider the evaporationof a crystal of forsterite
(Mg2SiO4) in presence of H2 at temperature of about 2000 K. The evaporation fraction is de-
fined as the difference between the initial and the final weights, divided by the initial one. The
evaporation rate is fitted by the formula

J = 1.72P1.19
tot + 9.87× 10−7[g · cm−2s−1], (5.10)

wherePtot is given in bar. The data fit is shown in Fig. 5.1. When the pressure is low, less
than 10−6 bar (1 dyne cm−2) the first term of the right hand side is negligible, the evaporation
rate is independent of the pressure and it is the same as the one measured invacuum. On the
other hand, for pressures above 10−6 bar, the evaporation rate depends linearly on the pressure.
At the typical pressure of the CSE (10−2 dyne cm−2 = 10−8 bar) the relation is independent of
the pressure and the sublimation rate is the same as in vacuum. The evaporationrate, in fact, is
almost constant for total pressures between 0.1 and 1 dyne cm−2, where the partial pressure of
H2 molecules is too low to affect the evaporation rate significantly.

From this kind of experiment the authors were also able to determine the value of the
sticking coefficient for olivineαol that varies from 0.06 (in the vacuum) up to 0.2 at pressures
of 102 dyne cm−2. This quantity is estimated by dividing the maximum theoretical evaporation
rate (obtained withαol = 1) to the measured one. This corresponds to Eq. 4.69.

Another experiment in which quartz glass (SiO2) erosion in presence of hydrogen gas is
studied, was performed by Tso & Pask (1982) in the range of temperaturebetween 1500 and
1700 K. In particular, they determined the activation energy barrier of thereaction

SiO2(s)+ H2(g)→ SiO(g)+ H2O(g), (5.11)

from the relation between the sublimation rates and the term 1/T, obtaining a value of
343±33 kJ mol−1.
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An analogous experiment was performed by Gardner (1974) for the same chemical reaction
(Section 5.11) in the range of temperatures between∼ 1400 and 1900 K finding an activation
energy barrier of about 355 kJ mol−1.

In the work of Massieon et al. (1993) the experiment of the olivine reduction by H2

molecules was performed in the range of pressure between 4.6× 104 and 1.4× 105 dyne cm−2

and for temperatures between 1070 and 1370 K. They considered two types of solid olivine,
pure fayalite (Fe2SiO4) and olivine that includes a fraction of magnesium in place of iron,
called Fa93 (Fe1.86Mg0.14SiO4). The kinetics of the reaction that was studied is

2H2 + Fe2SiO4→ 2H2O+ 2Fe+ SiO2 (5.12)

They found that the activation energy barrier of the Fa93 compound is 205 kJ mol−1 and
that of Fe2SiO4 is equal to 260 kJ mol−1.

The results of all these experiments can be interpreted in the following way.
First of all, in order to activate chemisputtering, the kinetic energy of H2 molecules has

to be high. The lowest measured value of the activation energy is the one ofFa93 compound
and is 205 kJ mol−1 (Gardner, 1974), corresponding to a kinetic temperature ofT ∼ 25000 K
(Eq. 5.9). This means that, at the temperature at which Nagahara & Ozawa (1996) performed
their experiment, 2000 K, the reaction is slowed down by a factor 105. Second, the chemis-
puttering efficiency depends on the total pressure. In fact, the decomposition rate measured by
Nagahara & Ozawa (1996) is found to be the same as in vacuum at the typical pressures found
in CSEs (10−2 dyne cm−2), while the pressure-dependent regime is forP > 102 dyne cm−2.
The increase in the decomposition rate at higher pressures, can be explained by the fact that the
fraction of particles more energetic than the activation energy increases proportionally to their
total number, according to Eq. 5.8.

In conclusion, the critical dependence of the chemisputtering on the temperature and pres-
sure and the key-role played by the chemical kinetics, indicate that the chemisputtering de-
struction rate cannot be simply evaluated on the basis of energetic requirements because the
chemisputtering reaction rate is likely to be highly suppressed in the typical conditions of the
CSEs.

5.1.3 Laboratory experiments of silicates condensation

In another important experiment, Nagahara et al. (2009) performed a laboratory study of the
inverse process of evaporation: condensation. The insights derivedby this study, as for instance
the typical condensation temperature of silicates, are of great importance for the purposes of
this thesis.

The experiments were performed in an evacuated tube in which a gas source and a substrate
are set up. The gas source is a synthesized single crystal of forsterite(Mg2SiO4), which is
heated from the outside. Forsterite evaporates to generate gas species of Mg, SiO, and O with
the ratio of 2:1:3. The species in the gas phase move downward along the tube, finally hitting
the substrate surface.

The substrate is either Al2O3 or Mo, both of which are highly refractory, and no reaction
between impinging gas is expected at any temperature. The heating system that controls the
temperature of the substrate is independent of the one that generates atomsand molecules.

In this particular case, the substrate temperature is lower than the gas one. This condition
is of particular interest because it resembles the conditions of dust grainsin CSEs. While
the temperature of the substrate changes, different dust species can form from the initial gas
composition. In this way, the condensation temperature can be controlled by changing that of
the substrate, because the gas particles instantaneously acquire that temperature.
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Figure 5.2: Mg/(Mg+Si) ratio as a function of the condensation temperature. Thefigure is
taken from Nagahara et al. (2009).

Mutual interactions among gas atoms and molecules are negligible because theirmean free
path is larger than the size of the tube.

Two types of experiments were performed, that differ only in the final flux of gas particles
hitting the substrate surface.

The so called “type 1 experiments” were performed in a silica glass tube. Theinner wall is
characterized by a temperature lower than that of the gas particles. For thisreason, the particles
that hit the tube surface remain attached to it and there is no reflection. The net effect of this
process is that the particle flux hitting the substrate is much lower than the initial flux coming
from the source. The pressure during experiments is as low as 10−4 dyne cm−2.

On the other hand, the so-called “type 2 experiment” was performed in a vacuum chamber
with a vertical alumina tube in the center. The gas source is set at the bottom ofthe tube, and the
substrate is inserted from the top. In this experimental set up, a fraction ofgas particles directly
arrives at the substrate, whereas the fraction that collides with the alumina tube can either be
reflected and thus attach to the substrate, or can react with alumina to form MgAl2O4 (spinel)
due to the high temperature of the tube. The formation of spinel results in chemical fraction-
ation of gas. The condensation flux of gas onto the substrate is calculated tobe Mg:Si=1:1.
The main difference with respect to type 1 experiment is that the gas atoms and molecules that
collide with the tube can be reflected maintaining approximately the original flux. The pressure
measured at a port attached to the vacuum chamber is about 10−3-10−2 dyne cm−2.

As shown in Fig. 5.2, the results of the two experiments can be summarized as follows.
In type 1 experiment dust does not condense above 1270 K, whereasat lower temperatures

(720 K), amorphous Mg-silicates are formed. The chemical composition of the silicates ob-
tained is Mg:Si=1:1 which means that about one half of magnesium was lost from the bulk
source composition (Mg:Si=2:1).

During type 2 experiment the gas flow was fractionated from forsterite-likecomposition
(Mg:Si =2:1) to close to enstatite-like composition (Mg:Si=1:1) due to the reaction with the

69



5.1 M-stars CSE models

alumina tube.
The highest condensation temperature is found for crystalline forsterite at 1450 K, while

the condensation of amorphous forsterite and enstatite is around 1320 K.
A significant difference between type 1 and type 2 experiments is that in the latter case the

gas pressure is higher and with a larger flux than the former. Thus, this result is an indication
of the fact that the final condensation temperature of amorphous silicates,expected to be the
most abundant one in the CSEs of M-stars, depends on the flux of the particles. This fact can
be interpreted thinking about the condensation process in terms of the competition between
the growth and destruction rates and that at sufficiently high growth rates condensation tem-
peratures of silicates can be as high asT ∼ 1400 K. This will be discussed in the following
section.

5.1.4 Evaluation of the condensation temperature of silicates in CSEs

The condensation temperature is defined to be the temperature at which the conditiondai/dt =
0 is met. From Eq. 2.19 this means that at this point (dai/dt)gr = (dai/dt)dec. In particular, from
Eq. 4.80, it follows that, if chemisputtering is at work,Jgr

i = Jcs
i and the condensation temper-

atureTcond refers to thegas temperature; on the other hand, if only sublimation is included,
Jgr

i = Jsub
i and the condensation temperature refers to thedusttemperature.

The condensation temperatures of silicates is here studied as a function of (dai/dt)gr and the
destruction by sublimation and chemisputtering are considered separately. The condensation
temperatures are shown in Fig. 5.3. The solid and dotted lines refer to the case of the olivine and
pyroxene, respectively, withJsub

i computed following the method by Kimura et al. (2002) (see
also Kobayashi et al., 2011). For olivine, Kimura et al. (2002) determine, from experimental
results,c1 = 6.56 × 104 K and exp(c2) = 6.72 × 1014 dyne cm−2. With these values I obtain
condensation temperatures between 1200 K and 1400 K.

The olivine curve obtained with this approach can be compared with that derived for
forsterite (dashed line) using, instead, the analytical fits to theoretical calculations ofc1 andc2

provided by Duschl et al. (1996), from calculations of decomposition equilibria. The two meth-
ods give comparable condensation temperatures for olivine-type silicates. The values shown
in the figure are also consistent with those derived by Kobayashi et al. (2009) and Kobayashi
et al. (2011), in the different context of sublimation of dust grains in comets.

Furthermore, this method provides condensation temperature for olivine in very good agree-
ment with the recent experimental values by Nagahara et al. (2009), whohave foundTcond from
∼1350 K (amorphous silicates) toTcond∼1450 K (crystalline silicates).

For the evaporation of pyroxene some authors have considered that thepreferential mode is
through SiO2 molecules (Tachibana et al., 2002) and have empirically derivedc1 =6.99× 104 K
and exp(c2)=3.13× 1011 dyne cm−2. With these values I obtain condensation temperatures that
lie between 1500 K and 1600 K. However, the result for pyroxene is notvery reliable and must
be considered only as un upper limit for the following reason. It is assumedthat pyroxene
evaporates preferentially incongruently through SiO2 but without taking into account that this
incongruent sublimation is followed by the production of forsterite (Tachibana et al., 2002)
which, at these temperatures, immediately evaporates. Moreover, as pointed out in the work by
Nagahara et al. (2009), forsterite is the phase that condenses first from gas at a wide range of
Mg/Si ratios different from 1.

Thus, in the following, I will consider the condensation temperature of the olivine as rep-
resentative of all other silicates, when just sublimation is considered.

The condensation temperatures derived if just pure sublimation is at work,Tcond, are com-
pared with the gas temperatures at which olivine and pyroxene are expected to form when
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Figure 5.3: Condensation temperatures of olivine and pyroxene as a function of the growth
rate given by Eq. 2.19 withJdec

i = 0. For the pure sublimation case (Jcs
i = 0) the curves for

olivine (black solid and dashed lines) are obtained from themodels of Kimura et al. (2002)
and Duschl et al. (1996) respectively, while pyroxene curveis from Kimura et al. (2002) (black
dotted line). For the pure chemisputtering case (Jsub

i = 0) the curves from olivine (red solid
line) and pyroxene (red dotted line) are obtained from Eqs. 4.28 and 4.32 respectively, for the
abundances given by Anders & Grevesse (1989).
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chemisputtering is included (red lines). These latter temperatures are very close to each other,
and are significantly lower (by about 200 K) than the condensation temperatures,Tcond, ob-
tained when only sublimation is considered. In fact, silicate destruction by chemisputtering
is very efficient aboveTgas ∼1100 K (see also Fig. 4.2), also in agreement with other authors
(Gail & Sedlmayr, 1999; Helling & Woitke, 2006; Gail, 2010). Note that this latter value
refers to thegastemperature, and it is improperly referred by some authors as the condensa-
tion temperature of silicates, that, on the other hand, regards thedusttemperature (Tcond). The
corresponding value ofTcond when chemisputtering is included can be significantly lower than
the gas temperature,Tcond∼900 K.

In conclusion, the experimental measurements of the high activation energyrequired for
chemisputtering reaction support a scenario in which this mechanism is completely inhibited
in the conditions of pressure and temperatures characterizing the CSEs. Afurther support of
this scenario, comes from the determination of the condensation temperaturesof silicates, that
are in agreement with the ones found in condensation experiments when chemisputtering is
neglected and only sublimation is at work.

For these reasons, two classes of models are presented in the following sections. In the
first one chemisputtering is included, as normally considered in the models of GS99 and FG06,
in the second, chemisputtering is neglected, and only pure sublimation due to dust heating is
taken into account.

5.1.5 M-star models with efficient chemisputtering

From the analysis of experimental results by Nagahara & Ozawa (1996),Gail & Sedlmayr
(1999) concluded that the chemisputtering process should be fully efficient within the CSEs of
TP-AGB stars. They have shown that, in this case, the destruction rate by chemisputtering is
always much larger than that of sublimation, so that one can assume thatJdec

i = Jcs
i . The term

Jcs
i is given by Eq. 4.84.

I thus assume that chemisputtering is fully efficient for the species that can react with
hydrogen molecules. For the species that do not react with hydrogen molecules, such as iron, I
consider only the sublimation rate.

In the following I will refer to this scheme aslow-condensation temperature (LCT) scheme,
because, as already pointed out in Section 5.1.4 the condensation temperature of silicates is
lower than the one obtained by only including pure sublimation.

5.1.6 M-star models with inhibited chemisputtering

In this class of models chemisputtering is completely inhibited for silicates and sublimation is
the only destruction process at work. For the computation of these models some approxima-
tions are needed.

First of all, in these models I neglect the chemisputtering process at any pressure (Kobayashi
et al., 2011) on the basis of the discussion in Section 5.1.4. Thus, the evolution of the grain
size is described by Eq. 2.19, with the destruction rate given only by the sublimation term,
Jdec

i = Jsub
i , computed from Eq. 4.81.

Second, the condensation temperature found by this method for olivine is considered to be
representative also for pyroxene, for which the condensation temperature computed is affected
by uncertainties (Section 5.1.4).

Third, the sublimation rate depends on the dust equilibrium temperatureTdust (Eq. 4.83)
which assumes that the medium is optically thin. In principle, one should take into account
that, if different dust species form at different radial distances, Eq. 4.83 should hold only for
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that species which forms first because thereafter the medium might be no more optically thin.
However, this approximation is applied only to the silicate dust, that is by far the most important
opacity source in the CSEs of M-stars and for which it has been assumed that the condensation
temperature is independent of composition (olivine or pyroxene).

Thus, instead of integrating the full Eq. 2.19, I first determine the condensation point within
the CSE by comparing the growth rate with the maximum sublimation rate, i.e. the sublimation
rate obtained by settingαi = 1 in Eq. 4.81. This point is defined by the conditionJgr

i = Jdec
i,max

and provides also the condensation temperature. Beyond this point, I compute the evolution
of the grain size by assuming that the sublimation process is negligible in the right-hand side
of Eq. 2.19. In this way, the condensation temperature depends, on the one hand, on the dust
species which determinesJdec

i,max and, on the other, on the physical conditions of the CSE, which
determineJgr

i . Since the real sublimation rate is onlyαi times the maximum sublimation rate,
the above condition implies that condensation begins when the growth rate is∼ 1/αi (∼10
for silicates) the real sublimation rate. The corresponding super-saturation ratio is also∼1/αi

(∼10 for silicates). Considering also that, beyond the condensation point, thesublimation
rate decreases almost exponentially with the temperature, retaining only the growth term in
Eq. 2.19 does not affect the accuracy of the results. This method is similar to the procedure
usually followed in the literature, but for the fact that, instead of assuming a fixed condensation
temperature, I derive it from the comparison of the growth and destructionrates.

In the following I will refer to this scheme ashigh-condensation temperature (HCT) mod-
els.

5.2 C-stars CSE models

5.2.1 Low temperature models

For amorphous carbon, I take into account that its growth can initially proceed through com-
plex reactions of C2H2 addition, forming isolated chains that subsequently coalesce into larger
cores. Further growth of carbon mantles on these initial seeds can continue through vapor
condensation (GS99). This homogeneous accretion is consistent with the microanalyses of
pre-solar graphitic spherules extracted from meteorites, revealing the presence of nanocrys-
talline carbon cores consisting of randomly oriented graphene sheets, from PAH-sized units up
to sheets 3-4 nm in diameter (Bernatowicz et al., 1996). According to Cherchneff et al. (1992),
the chain of C2H2 addition reactions have a bottleneck in the formation of the benzene because
it becomes effective only when thegastemperature is belowTgas=1100 K. Therefore, while the
sublimation temperature of solid carbon can exceed∼1600 K, its growth should be inhibited
aboveTgas=1100 K. Thus, following FG06, I do not consider any destruction reaction in the
case of amorphous carbon, but I assume that it can grow only whenTgas≤1100 K.

In analogy to the case of M-star models with efficient chemisputtering, I will also refer to
these C-star models aslow-condensation temperature (LCT) models.

5.2.2 C-star models with modified condensation temperature

For the amorphous carbon I have already explained that the growth is notregulated by its
sublimation temperature (∼1500 K), but by the gas temperature window (900–1100 K) that
allows an efficient chain of C2H2 addition reactions (Cherchneff et al., 1992). However, recent
hydrodynamical investigations indicate that, during a pulsation cycle, gas that is initially at
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temperatures well above 1100 K, after being shocked may cool down andremain inside the ef-
fective temperature window long enough to enhance the rate of addition reactions (Cherchneff,
2011). In the detailed model of IRC+10216 this process allows the formation of amorphous
carbon in inner regions of the CSE where the pre-shock gas temperatureis significantly above
the effective window,Tgas = 1300 K (Cherchneff, 2012). As a consequence, the growth rate
of amorphous carbon can be significantly enhanced. To investigate the impact on the predicted
ejecta of carbon dust, I explore the case of a higher temperature window,following the de-
tailed results of Cherchneff (2012). In this case I simply assume that the amorphous carbon
can condense belowTgas= 1300 K, which should set a fairly upper limit to the growth rate of
amorphous carbon.

In the following I will refer to this scheme ashigh-condensation temperature (HCT) mod-
els.

5.3 Comparisons between selected models

5.3.1 M-stars

As already discussed in Chapter 2 the CSE structure, i.e. density, temperature and velocity
profiles, is tightly coupled with the input parameters provided by the TP-AGB evolutionary
models. In this section I compare some selected models for different choices of the input
parameters (M∗, L∗, Ṁ, Teff, ǫSi,ol−py) that change simultaneously during the TP-AGB phase.
The models are selected in different phases along the TP-AGB track. The results are for both
the LCT and the HCT models, and for M- and C-stars.

The input parameters of the selected models are summarized in Table 5.1 and are discussed
below.

• Model 1(M1).
This model is at the beginning of the TP-AGB of a star with an initial mass of 1.7 M⊙ and
Z = 0.02. Therefore, its stellar mass is close to its initial value. The low mass-loss rate
is characteristic of this initial phase, as the highest mass-loss rates are typically reached
during the final phase of the TP-AGB.

• Model 2(M2).
With respect to M1, M2 is characterized by an intermediate value of the mass-loss rate.
The actual stellar mass is slightly lower but it is still close to the starting value.

• Model 3(M3).
This model is representative of the final phase of the TP-AGB of the same star. The
actual stellar mass is only 40% of the initial stellar mass because almost all the stellar
envelope has been ejected. The mass-loss rate is high as expected in thesefinal stages.
Note that the effective temperature of this model is higher than the ones in M1 and M2
because, at this stage, the star has already lost part of its envelope, showing regions at
higher temperature.

The CSE structure of the above models (M1 to M3 from the left to the right) areshown in
Fig. 5.4, 5.5 and 5.6.

In the three top panels of Fig. 5.4 I plot the condensation degrees of all thedust species that
are formed in the CSE of M-stars. In the second row the contributions to the dust opacities due
to the different dust species are illustrated. The opacity of each species is givenby the product
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Figure 5.4: Some of the quantities characterizing M-star CSEs defined inChapter 2 and 3
computed for the two different formalisms: HCT (red) and LCT (black). From left to right I
consider from M1 to M3 listed in Table 5.1.First row: condensation fractions of the various
dust species formed in M-star CSEs (Eq. 2.8). The different dust species are plotted with
different linestyles specified in the plot.Second row: Rosseland (solid thick) and Planck (solid
thin) opacities for the same dust species (Eqs. 3.23 and 3.22). The total average opacity for
each model is computed according to Eq. 2.9 (dash-dotted).Third row: Γ (solid), expansion
velocity (dotted) and escape velocity (dashed) profiles (Eqs. 2.3, 2.4 and 2.6).Fourth row: τ
(solid) andτd (dotted) profiles (Eq. 2.15 and 2.10). 75
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Figure 5.5: Some of the quantities characterizing M-star CSEs defined inChapter 2 computed
for the two different formalisms: HCT (red) and LCT (black). From left to right I consider from
M1 to M3 listed in Table 5.1.First row: sizes of the various dust species formed in M-star CSEs
(Eq. 2.19). The different dust species are plotted with different linestyles specified in the plot.
Second row: gas (solid) and silicate dust (dotted) temperature profiles (Eq. 2.13 and 4.83). The
condensation radii of silicates are indicated with a cross.Third row: variation of the fractional
abundance of magnesium within olivine (solid) and pyroxene(dotted) (Eq. 2.22 and 2.23).
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Figure 5.6: Number density profiles of the various molecules and atoms inthe gas phase in-
volved in the formation of the various dust species, listed in Table 2.1 (Eq. 2.21). Different
colours are used for the two different schemes: HCT (red) and LCT (black). From left to right
I plot from M1 to M3 listed in Table 5.1. The different gas species are plotted with different
linestyles specified in the plot. The condensation radii of the different dust species are also
indicated with different symbols.

Table 5.1: Input parameters M-stars CSE models.

Model M∗,i [M⊙] Z M∗ [M⊙] L∗ [L⊙] Ṁ [M⊙ yr−1] Teff [K] ǫSi,ol−py

1 1.7 0.02 1.62 5.9× 103 4× 10−7 2900 5.1× 10−5

2 1.7 0.02 1.45 6.15× 103 1.5× 10−6 2800 5.1× 10−5

3 1.7 0.02 0.63 7.65× 103 10−5 3100 5.1× 10−5
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between its condensation fraction and its opacity computed as if all the availablekey-element
is locked into that dust species. The opacities are plotted both for the Planckaverage (thin
lines) and for the Rosseland one (thick lines). In the third row I plot the quantity Γ, the velocity
profiles and the escape velocity, given by Eq. 2.6. In the fourth line the quantitiesτ andτd are
shown.

In Fig. 5.5 I plot, for the same models, the radius of the different dust species (first row),
the dust and gas temperatures profiles (second row), the variation of olivine and pyroxene
compositions,xol andxpy (third row) and finally the density profiles (fourth row).

In Fig. 5.6 I show the number density profiles of the molecules and atoms needed to form
the dust species. The condensation radii at which the various species form are indicated with
different symbols. I remind that the condensation radius is defined, for eachdust species, as the
radius for whichdai/dt = 0, and depends on the destruction processes assumed to be at work.

From these figures I can sketch the following picture.

• Condensation fractions.
In HCT scheme the only two relevant species able to condense are silicates for all the
models listed in 5.1. The values of the condensation fractions,∼ 60%, is the same for all
the models. The silicate condensations show a rapid increase around 2-3 R∗. For M3 the
condensation fraction of silicates obtained with the LCT scheme is lower than theones
obtained in M1 and M2. The reason why this happens is that in M3 the acceleration of
the outflow is slighly higher than in the previous cases and, as a consequence, the density
drops faster inhibiting the condensation.

In LCT models, the bulk of the condensation for silicates occurs at larger radii (∼7-8 R∗)
than in the HCT models whereas corundum dust is able to condense alreadybetween∼1-
2 R∗. In agreement with the discussion in Chapter 4 this dust species is highly refractory
and it is able to condense already around 1500 K (see Fig. 4.2).

• Opacities.
In all models considered, the contribution to the total opacity of both HCT and LCT
models, is essentially provided by silicates. Even for the case with a high condensation
fraction of corundum, this dust species is too transparent to stellar radiation to provide
an essential contribution to the total opacity.

By construction the weighted opacities are between the Planck and Rosseland average.

I remind that in Chapter 3 the Rosseland mean opacity is computed at the local gas
temperature, which, at each radius, is given by Eq. 2.13. On the other hand, the Planck
mean opacity is always computed at the stellar effective temperature,Teff.

As shown in the plots, the Planck average, after the first strong rise, remains constant
throughout the CSE, because theTeff is fixed for a given TP-AGB model. On the other
hand, the Rosseland opacity changes as a function of the distance from the photosphere
because of the change in the local temperature.

In the HCT scheme, the condensation fractions of silicates are almost the samein the
different models, but the Rosseland mean opacity at the condensation radius increases
from M1 to M3. The reason of this is that the gas temperature at the condensation radius
increases from M1 to M3. The gas temperature at the condensation radiusis plotted in
the second row of Fig. 5.5, whereas the opacity as a function of the temperature is shown
in Fig. 3.7.
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In the LCT scheme, the situation is complicated by the slightly different condensation
fractions and radii of the models and the differences between the Rosseland opacities
from M1 to M3, are due to the combination of these two effects.

Within a single model, the differences between LCT and HCT for the Planck mean opaci-
ties are determined only by the different condensation fractions of silicates, asTeff is fixed
by the TP-AGB model considered. For the Rosseland mean opacity the most important
difference between the LCT and HCT schemes is given by the different gas temperatures
at the condensation radius. The latter value is much lower in the LCT case, ascan be
seen in the temperature profiles.

The weighted opacities tend to reach a maximum value when the silicates are formed,
and then they decrease. In fact, the rapid formation of silicate dust increases the value of
τd and, when it reaches values around 1, the opacity approaches the Rosseland average
according to Eq. 2.9. This behaviour is particularly evident in M3 for the HCT case and
it is due to the larger value (above 1) reached byτd, than in the other models considered.

The quantityτd is integrated, according to Eq. 2.10 from the condensation radius of the
first species formed, outwards. As can be seen from this equation,τd is proportional to
the density and to the opacity. As a consequence, this quantity increases assoon as the
most opaque dust species are formed, and then tend to stabilize around a constant value.

For a fixed opacity, the higher the gas density at the condensation radius is, the higher
will be the value ofτd. As a consequence, within the same scheme (either LCT or HCT),
and with comparable silicate condensation fractions,τd tends to increase from M1 to M3
because of the increasing values of the mass-loss rates (from 4×10−7 to∼ 10−5 M⊙ yr−1).
The correspondingτd are, 0.25, 0.55 and 1.23, for the LCT case, and 0.33, 0.64 and 1.83,
for the HCT one.

The values ofτd reached in the HCT scheme tend to be slightly higher than those ob-
tained adopting the LCT scheme. The integration in the two schemes starts almost at
the same radius (and therefore density), as the condensation of corundum in the LCT
scheme occurs almost at the same radius of silicates in the HCT one. However, in the
former case the opacity of corundum dust is much lower with respect to the silicates one.

As the values ofτd are similar in the LCT and HCT models, the corresponding opacities
behave very similarly when silicates are condensed.

• Wind dynamics.
The first general consideration regarding all the models is that, as the totalopacity in-
creases,Γ increases as well, as expected from Eq. 2.3, and the outflow is accelerated
according to Eq. 2.4. As expected, the termΓ presents the same functional shape asκ on
which it depends linearly according to Eq. 2.3.

– Comparison between HCT and LCT models.
In all the models considered, silicates condense at about the same radial distances
that is around∼2-3 R∗ for HCT models and∼7-8 R∗ for LCT ones. The earlier
condensation in HCT models directly affects the outflow velocity because of the
r−2 dependence of the acceleration in Eq. 2.4.

Condensation of silicate dust occurs at a distance that is a factor 2.5 less than when
chemisputtering is included (r ∼ R∗) and consequently the acceleration term is
larger in HCT models, mainly because of the larger local acceleration of gravity in
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the inner regions. This produces final velocities in HCT models which are more
than twice the terminal velocities reached in the LCT scheme.

As a consequence of the larger acceleration in the HCT models, the expansion
velocities reach the escape velocity closer to the stellar photosphere than in the cor-
responding LCT models.

– Comparison between models at different evolutionary stages (from M1 to M3).
Γ is proportional to the stellar luminosity,L∗, and inversely proportional to the cur-
rent stellar mass,M∗. Therefore, it naturally follows that the quantityΓ tend to
reach higher and higher values from M1 to M3, both for the effect of the higher
opacity and because of the increasing value of the luminosity coupled with a de-
creasing value of the current stellar mass.

Therefore, from M1 to M3, I find increasing expansion velocities.

The escape velocity profiles show the behaviour,vesc∝ r−1, but are systematically
shifted toward lower escape velocities from M1 to M3. This is due to the fact that
the escape velocity is proportional to the actual value of the stellar mass that inM3
is about half the value it has in M1.

In all the models considered, the expansion velocity finally exceeds the escape
velocity, but at different distances from the stellar atmosphere.

M3 is the most favourable case for a dust-driven wind.

• Densities.
The number density of molecules and atoms in the gas phase is particularly important
because it directly affects the growth rate of the different dust species (see Chapter 4).

The initial density increases from M1 to M3, according to the fact that this quantity is
directly proportional to the mass-loss rate (Eq. 2.11), and I assume a constant initial
velocity independent of the mass.

The acceleration of the outflow affects the density profile of the CSE, as expected from
Eq. 2.11. As can be seen from the plots in the fourth row of Fig. 5.5, the gasdensity first
decreases with the radius according to ther−2 law and then it drops when the velocity
increases.

The number densities of the molecules and atoms in the gas phase decrease proportion-
ally. The ability of different dust species to condense at different distances from the
photosphere, combined with this drop of the density is what mostly determines therel-
ative final condensation fractions of the various species. The furtherdepletion of the
molecules and atoms from the gas phase due to dust condensation is a secondary effect,
as shown in Fig. 5.6.

As a consequence, when a certain dust species is able to form, the numberdensity of the
molecules or atoms necessary to build it might be already too low if the wind acceleration
has already occurred.

In particular, because silicates form earlier in HCT models than in the LCT ones, dust
species different from olivine and pyroxene cannot condense. On the other hand, in the
LCT scheme, various dust species can form. For example, in M1, iron dust is able to con-
dense partially. In the LCT scheme, as quartz forms from the same molecules (SiO and
H2O), its formation can be in competition with that of olivine and pyroxene. However,
quartz finally condenses in negligible amounts because olivine and pyroxene condense at
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slightly higher temperatures, depleting the gas from these molecules. Analogously, per-
iclase is not condensed because the species required for its formation (Mg and H2O) are
depleted from the gas phase because of the formation of silicates at highertemperature.

• Temperature.
In the second row of Fig. 5.5 I plot the gas and dust temperature profiles for the HCT and
LCT models from M1 to M3. The crosses denote the points where silicate duststarts to
condense.

In the LCT scheme dust condensation starts at agastemperature of aboutTgas∼1100 K,
(see also Helling & Woitke, 2006) and in agreement with the condensation curves drawn
in Fig. 4.2 (see also GS99). The corresponding dust condensation temperatures are be-
tweenTcond ∼ 800 K, in M3, andTcond ∼ 1000 K, in M1. As already mentioned in
Section 5.1.4 the condensation temperatures are generally lower than the gastempera-
tures.

In the HCT formalism, for M3, silicate dust begins to condense at a dust temperature of
Tcond ∼ 1350 K, well above the limit obtained with chemisputtering and in very good
agreement with experimental determinations (Nagahara et al., 2009) (see Section 5.1.3).
The corresponding gas temperature,Tgas∼ 2000 K, is comparable with the one at which
Nagahara & Ozawa (1996) performed their experiments. The corresponding gas pres-
sure is relatively low,P ∼ 5 × 10−2 dyne cm−2, and falls in the regime where the de-
composition rate measured by Nagahara & Ozawa (1996) is independent of the pressure
(Section 5.1.2).

For M1 in the HCT scheme the dust condensation temperature isTcond ∼ 1300 K,
whereas the correspondent gas temperature is around 1400 K. The correspondent to-
tal pressure is lower than in M3,P ∼ 7× 10−3 dyne cm−2, again in the regime for which
the decomposition rate can be considered as given by pure sublimation.

• Compositional variation of silicates.
The variation of the fractional magnesium content of olivine and pyroxene is followed
starting from an initial value ofxol = xpy = 0.99, i.e. assuming that silicates are initially
iron-free. This choice is made to investigate the possibility that some iron atoms can be
included in initially iron-free silicate grains through cation-exchange processes or during
the grain growth as expressed by Eqs. 4.108, for olivine, and 4.109, for pyroxene. This
assumes that the chemical composition of silicates, initially iron-free, can be rearranged
according to the energetics of the exchange reactions between magnesiumatoms, on the
grain surface, and iron atoms, in the gas phase, and according to the probability that a
newly formed monomer of dust, through the accretion process, can containiron atoms.

For all the models considered, the value ofxol andxpy stabilizes around a value of 0.8.
These simulations show that a certain amount of iron can be included in the silicates,
even if pure iron dust always condenses at temperatures lower than those of silicates.
The percentage of iron atoms included is of the same order as the one observed (Tielens
et al., 1998) and is in agreement with the adopted opacity data set (Ossenkopf et al.,
1992).

As I already discussed in Chapter 3, the inclusion of impurities in silicate dust grains
has very important effects on the opacity and on the wind dynamics. In the light of
the above results, it is worth noticing that in models that need only iron-free silicates
(Höfner, 2009), the exchange and capture processes responsible for the inclusion of iron
atoms have to be fully inhibited.
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The inclusion of iron in silicate dust can inhibit the formation of iron dust that is, how-
ever, already limited by the effects induced by the wind dynamics as the outflow is usu-
ally accelerated before iron dust is formed.

• Grain sizes.
The final grain sizes for the various dust species are determined by the initial abundances
of the key-element in the gas phase, by the number of the seed nuclei and by the wind
dynamics.

Pyroxene and olivine are the dust species that reach the highest grainsize dimensions,
around 0.1µm. The final grain sizes of pyroxene and olivine are almost independentof
the scheme adopted (LCT or HCT).

In the LCT scheme periclase and quartz dust grain are smaller than 0.02µm, whereas
iron size is between 0.04 and 0.01 from M1 to M3. These grain sizes correspond to
negligible condensation fractions.

In the HCT scheme the grain size of periclase, quartz and iron are alwaysvery small and
their fraction is negligible.

In summary, in M-stars the bulk of condensation is made of silicate dust that provides most
of the opacity needed to accelerate the outflow.

The condensation of silicate dust occurs at different distances from the atmosphere, ac-
cording to the condensation scheme adopted (LCT or HCT). In spite of that,their condensation
fractions and sizes are almost constant and do not greatly depend on thescheme adopted and
on the variation of the various input parameters as the mass-loss rate, the luminosity, the effec-
tive temperature and the actual stellar mass that, on the other hand, affect the wind dynamics.
The main reason why this happens, is that silicates are the only dust speciesable to accelerate
the outflow and therefore the number densities of the atoms and molecules needed for their
production do not drop significantly before their condensation. As soonas dust is formed, the
opacity increases, the wind is triggered and then the density drops and the dust growth stops.
This mechanism is “self-regulating” in such a way that the final condensation fraction reached
by silicates is almost constant.

On the other hand, the condensation fractions of all the other dust species do depend on the
underlying assumptions of the CSEs.

Also considering the different models, M1 M2 and M3, one sees that the condensation
fraction of silicates does not change significantly. Indeed in the cases in which the formation
of silicates initially proceeds at low rates, as in M1, silicate dust has a longer timeavailable
to grow. On the other hand, in the models in which the densities are higher (M2 and M3), the
formation of silicates is very rapid but this immediately produces a drop in densitythat self
regulates the dust growth.

An important result is that iron-free silicates are likely to modify their initial chemical
composition with the inclusion of iron atoms. This follows from the combined effects of cation
exchange reactions and direct formation of monomers with iron atoms. This has important
consequences for the opacity of the silicates and for wind dynamics as it willbe extensively
discussed in Chapter 6.

5.3.2 C-stars

In analogy to M-stars, I select a few models of C-stars to study the relevant quantities of their
CSEs. The input parameters of the selected models are summarized in Table 5.2.
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Figure 5.7: The same as in Fig. 5.4 but from M4 to M6, listed in Table 5.2.
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Figure 5.8: For the first two rows from the top: the same as in Fig. 5.5. For the third row: the
same as the fourth row of Fig. 5.5. The models considered are from M4 to M6 in Table 5.2.
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Figure 5.9: The same as in Fig. 5.4 but from M4 to M6, listed in Table 5.2.

Table 5.2: Input parameters C-stars CSE models.

Model M∗,i [M⊙] Z M∗ [M⊙] L∗ [L⊙] Ṁ [M⊙ yr−1] Teff [K] ( ǫC − ǫO)/ǫC (ǫSi − ǫS)/ǫSi

4 2 0.02 1.8 3.56× 103 ∼ 10−7 ∼ 3100 0.46 0.15
5 2 0.02 1.7 5.905× 103 ∼ 6× 10−7 ∼ 2800 0.45 0.19
6 2 0.02 0.76 7.29× 103 ∼ 10−5 ∼ 2400 0.45 0.19
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In Figs. 5.7, 5.8 and 5.9 I show the relevant quantities that characterize theCSE structure.
In the mentioned figures, the plots refers to models from M4 to M6 from the leftcolumn to the
right one.

The quantities plotted are the same as in M-stars: in Fig. 5.7 I plotted the condensation
fractions in the first row, the opacities (second row),Γ, the expansion velocities and the escape
velocities (third row) andτ, τd (fourth row).

In Fig. 5.8 I draw the grain sizes (first row), the dust and gas temperature profiles (second
row) and the density profiles (third row).

Finally in Fig. 5.9 I plot the number densities of the molecules and atoms in the gas phase.
The models are representative of different phases along the TP-AGB tracks. The models

have similar values of the carbon excess, as its variation would complicate even more the
interpretation of the results.

They are briefly described in the following.

• Model 4(M4).
This is a model at the beginning of the TP-AGB of a star of initial massM∗ = 2 M⊙ and
Z = 0.02. Therefore its stellar mass is close to its initial value. The low mass-loss rate is
characteristic of this initial phase.

• Model 5(M5).
With respect to M4, M5 is characterized by an intermediate value of the mass-loss rate.
The actual stellar mass is lower than M4 but it is still close to the starting value.

• Model 6(M6).
This model is representative of the final phase of the TP-AGB of the same star. The
actual stellar mass is only 40% of the initial stellar mass because almost all the stellar
envelope has been ejected. The mass-loss rate is high as expected in thesefinal stages.

From these plots it is possible to get to the following conclusions in analogy with the
previous discussion for M-stars.

• Condensation fractions.
With the HCT formalism, carbon dust condenses closer to the star (r ∼ 3 − 4 R∗) than
the cases of LCT (r ∼ 4− 5 R∗).

In M5 and M6, SiC shows the highest condensation fraction in both the HCT and LCT
formalisms. M4 shows a similar behaviour in the LCT formalism, but, when the HCT
formalism is adopted, amorphous carbon has the highest condensation fraction.

I remind that, by definition, the condensation fraction of a given dust species is computed
with respect to the initial abundance of the key-element, irrespective of being partially
locked into gas molecules (Eq. 2.8).

Therefore, the reason why the condensation fraction of SiC is usually higher than that of
carbon, is that, in these models, most of the carbon atoms are locked into CO molecules,
while the condensation of silicon carbide is computed with respect to the abundance of
silicon. The condensation fraction of carbon is almost constant (∼ 10%) from M4 to M6
and both in the HCT and LCT cases.

The condensation fraction of SiC is instead variable. In particular, in HCT models its
value is lower than in LCT models. This difference is due to the different wind dynamics
in the two schemes which affects the number densities of the species in the gas phase.
This will be extensively discussed in the Section dedicated to the density profiles.
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• Opacities.
In all the models considered, the opacity is essentially provided by carbon dust and
therefore the outflow is accelerated when it is formed. This is due to the factthat even if
the condensation fraction of carbon is lower than that of SiC, the former species is much
more opaque than the latter.

As discussed for M-stars, the Rosseland opacities shown for the different models, from
M4 to M6, are shaped by the temperature at the condensation radius and also depend on
the condensation fractions of carbon dust. The higher is the condensation temperature,
the higher tends to be the Rosseland opacity, if the condensation fractions are kept fixed.

As the effective temperature is constant within a single model, the differences between
LCT and HCT in the Planck opacities for a given dust species are just dueto the small
variation in the condensation fractions. The differences in the Rosseland opacities be-
tween LCT and HCT schemes at the condensation radius are primarily due to the dif-
ferent gas local temperatures more than the differences in the condensation fractions. In
fact, the two curves get closer when the local gas temperature becomes similar.

The weighted opacities increase when amorphous carbon is formed and, whenτd reach
values around 1, the opacities tend to approach the Rosseland mean (Eq. 2.9). The value
of τd is higher when condensation happens in regions of higherρ. In M6 and with the
HCT formalism, this characteristic trend of the opacity is particularly pronounced: after
a peak the opacity decreases. The sudden increase in the opacity caused by the carbon
formation, in fact, is followed by an increase ofτd that reaches values that are higher
than those of all the other models.

In M5 and M6 the values ofτd reached in the LCT scheme, encompass the ones reached
in the HCT case. This can be explained by the higher contribution by SiC dustin the
former class of models than in the latter. In fact, in the HCT case the condensed fraction
of SiC is highly reduced.

Moreover, from M4 to M6 the values reached byτd are higher because of the larger gas
densities at the condensation radius due to the increasing value of the mass-loss rate.

From M4 to M6 the values ofτd are 0.37 , 0.51 and 2.18, for the LCT, and 0.25, 0.35
and 1.71 for the HCT.

Once carbon dust is formed, the opacity shows similar behaviour in HCT andLCT
schemes. In fact, in both formalisms, the models reach very similar condensation frac-
tions and, consequently,τd.

• Wind dynamics.
The comparison between the models obtained assuming the HCT or the LCT schemes
shows that in the former case the outflow velocities are higher. SinceΓ reaches compa-
rable values in the two cases, it is possible to conclude that the difference in the velocity
profiles is mainly due to the higher local acceleration of gravity in the inner regions,
according to Eq. 2.4.

Similarly to the M-stars models, from M4 to M6Γ increases because of the combined
effects of larger values of the opacityκ and of the decreasing values of the current stellar
mass, coupled with higher luminosities (see Eq. 2.3).

At the same time, the variation of the input parameters during the TP-AGB phase, has
the effect of decreasing systematically the curves of the escape velocities from M4 to M6
according to Eq. 2.6.
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From M4 to M6, for both formalisms, the outflows are finally accelerated up to expan-
sion velocities that exceed the correspondent escape velocities. In particular, the most
favourable case of an efficient dust-driven wind is M6.

• Densities.
The density profiles behave as expected from Eq. 2.11. After the initialr−2 they suddenly
drop as a consequence of the outflow acceleration.

The number densities of the molecules and atoms in the gas phase decrease propor-
tionally. This drop affects the final condensation degrees of the various dust species
according to their condensation radii.

In LCT models carbon dust condenses after SiC and the number density ofC2H2 and of
silicon atoms remain high for long enough to form SiC. On the other hand, in the HCT
models the condensation of SiC occurs after the acceleration of the outflow,preventing
SiC from condensing in large fractions. The gap in the condensation fractions of SiC
between HCT and LCT is particularly exacerbated for low mass-loss rates.In the HCT
model, the condensation fraction of SiC in M4 is lower than the ones obtained in M5 and
M6 because of the lower number densities of silicon atoms and C2H2. Finally, iron dust
is never formed because it condenses when the number density of iron atoms is already
much lower than the initial one.

• Temperature.
In C-stars carbon dust reaches temperatures higher than the gas onesbecause of the
high absorption capacity of carbon grains. However, the maximum dust temperature
reached by carbon grains after the condensation radius is always below its sublimation
temperature that is about 1500 K.

• Grain sizes.
The highest value of the grain sizes is reached by amorphous carbon both in LCT and
HCT schemes and has the same value from M4 to M6 around 0.1µm.

In the LCT scheme, the size of SiC dust is constant from M4 to M6 and its valueis around
0.1 µm. In the HCT scheme SiC grain sizes are generally smaller than those obtained
adopting the LCT scheme. In the former formalism, in fact, the wind acceleratesjust
before SiC can form. The only exception in HCT models is for M6 in which SiC dust is
formed just before carbon dust (and therefore wind acceleration).

Carbon dust has larger grain sizes than SiC, but the condensation fraction of SiC is
larger than the carbon one. The low condensation fraction of carbon is due to the fact
that the key-element of carbon dust is C that is mostly condensed into CO molecules
and the fraction of carbon initially available is only (ǫC − ǫO)/ǫC. On the other hand,
the key-element of SiC is silicon and therefore the fraction of silicon availableis higher,
(ǫSi − ǫS)/ǫSi. The values are shown in Table 5.2

Finally, the grain sizes reached by iron dust grains change from model to model and are
different in LCT and HCT formalisms within the same model. This again is an effect of
the wind dynamics.

In conclusion, in C-stars the carbon condensation fraction depends onthe available carbon
not locked into CO molecules. In the cases investigated, its condensation fraction is usually
below the one of SiC.
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However, carbon dust is the species that provides the needed opacity toaccelerate the
outflow.

The different temperatures assumed in the HCT and LCT schemes naturally imply that
the carbon condensation radii are different in the two classes of models. In LCT models the
typical condensation radius for carbon dust is between 4-5 R∗, whereas for HCT computations
it is between 3-4 R∗. The different choice of the condensation temperature affects the wind
dynamics (larger expansion velocities) and the condensation fractions ofSiC and iron dust.

As previously noticed for M-stars, the condensation fractions and sizesfor carbon dust are
almost constant also for the different schemes adopted and it is always around 0.1µm.

Finally I remark that, for C-stars, the HCT scheme has been included only to test the
possible effects of a higher gas condensation temperature and it will not be assumed asthe
preferred dust formation scheme.
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Chapter 6

AGB dust formation from low to solar
metallicity

With the formalism outlined in Chapter 5 I follow the growth and evolution of dust inthe CSEs
of selected evolutionary TP-AGB tracks, extracted from the set of Marigo et al. (2013). This
chapter is based on the paper by Nanni et al. (2013).

I consider three values of the initial metallicity,Z = 0.001, 0.008, 0.02, which are repre-
sentative of low, intermediate and solar metallicity, respectively, and a few selected values of
the initial stellar mass, between 1 M⊙ and 6 M⊙, as listed in Table 6.4.

I exclude from the calculations the models for mass-loss rates below 10−8 M⊙ yr−1, because
dust formation is already negligible at those values (FG06).

The opacities adopted are listed in Table 6.1 and are computed as described inChapter 3.
For some dust species I use the fitting formula provided by GS99 (indicated as “fit” in the table).
I remind that these species are very transparent to the stellar radiation andcondensed in very
low fractions (see Chapter 5) and therefore do not affect the wind dynamics. The references
are also shown in the table.

The properties of dust adopted in the computations of dust growth and variation in the
chemistry of silicates (Eqs. 2.19, 4.108 and 4.109), i.e. the mass number,Ai , the dust density,
ρd,i , the sticking coefficients,αi , and the cation exchange coefficients,αex,i , are are specified in
Table 6.2.

Table 6.1: Data for the opacity and dust temperature calculations.

species opacity
M-stars
olivine O-rich (Ossenkopf et al., 1992)
pyroxene O-rich (Ossenkopf et al., 1992)
iron (Leksina & Penkina, 1967)
periclase GS99 (fit)
quartz GS99 (fit)
corundum (Begemann et al., 1997)
C-stars
carbon (Hanner, 1988)
SiC (Ṕegouríe, 1988)
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Table 6.2: Data used in the calculation of growth and vaporization rates A andρd,i are taken
from Lide (1995).

species Ai ρd,i αi αex,i

M-stars
corundum 101.961 3.97 1.0 (Nanni et al., 2013)

iron 55.845 7.87 1.0 (Landolt-B̈ornstein, 1968)
quartz 60.085 2.196 0.01 (Landolt-Börnstein, 1968), 0.1 (FG06)
olivine 172.23 3.75 0.1 [LCT] (Nagahara & Ozawa, 1996), 0.1-0.2 [HCT] 0.06 (GS99,FG06)

pyroxene 116.16 3.58 0.1 [LCT] (FG06), 0.1-0.2 [HCT] 0.06 (FG06)
periclase 40.304 3.6 0.2 (FG06)
C-stars
carbon 12.011 2.2 1.0 (FG06)

SiC 40.097 3.16 1.0 (R̊aback, 1999)

Table 6.3: Data for the opacity and condensation temperature calculations for the LCT and
HCT schemes in M-stars.

ǫs 10−13 Eq. 4.58, Ch. 4
v0 [km s−1] 0.5 Eq. 2.4, Ch. 2
xg 3.5 [LCT], 0.1 [HCT] Eq. 3.16, Ch. 3
amin [µm] 0.005 Ch. 3
amax [µm] 0.25 [LCT], 0.18 [HCT] Ch. 3
a0 [µm] 10−3 Eq. 2.19, Ch. 2
xol 0.99 Eq. 2.22, Ch. 2
xpy 0.99 Eq. 2.23, Ch. 2
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The values of the sticking coefficients are taken from laboratory measurements, when avail-
able, or theoretical computations. For some of the dust species considered it is not possible to
rely on experimental measurements of the sticking coefficient and some assumption are needed.
For pyroxene I adopt the same value as that used for olivine. For corundum the maximum pos-
sible value, i.e.αco = 1 was chosen. Finally, for amorphous carbon the usual assumption is
to adoptαC = 1 because, once the C2H2 addition reactions are activated, the gas temperature
Tgas∼ 1100 K is so much below the typical sublimation temperature∼ 1600 K of carbon, that
the latter is supposed to grow at the maximum efficiency (Gail & Sedlmayr, 1988; Cherchneff
et al., 1992; Krueger et al., 1996). I thus adopt the standard assumptionαC = 1, but I also check
the effects of adopting a lower sticking coefficientαC = 0.5 andαC = 0.1. All the references
are also indicated in the table.

Finally the initial data, i.e. initial velocity,v0, abundance of seedsǫs, slope of the grain
size distributionxg, minimum and maximum grain dimension,amin andamax, initial grain size,
a0, and the fractions of magnesium over magnesium plus iron atoms,xol andxpy, are provided
in Table 6.3. For these latter quantities I also recall the corresponding equations and chapters
(“Ch.” in the table) in which they are first mentioned. Different assumptions have been made
for the two schemes (LCT or HCT). In the LCT case, the values adopted are the same as in
FG06, Ventura et al. (2012a) and Ventura et al. (2012b). This choiceallows a comparison with
the results of these authors, in which the standard LCT scheme is adopted. In the HCT case, I
assume an almost flat grain size distribution, in a range more suitable for the typical final sizes
obtained in the computations, that predict a maximum grain size of about 0.15µm.

6.1 Expansion velocities

A straightforward quantity predicted by these models is the terminal velocity of the expanding
envelope. that can be compared with the observed values. Contrary to more sophisticated hy-
drodynamical models, the presented model does not provide the mass-lossrate, which must be
assumed. The meaning of this comparison is thus to check whether, given thestellar parameters
and the corresponding mass-loss rates, the model is able to reproduce theterminal velocities of
the wind, over the entire range of observational data.

6.1.1 M-stars

For Galactic M-type TP-AGB stars the comparison is shown in Fig. 6.1. Mass-loss rates and
expansion velocities are taken from Loup et al. (1993) (black triangles), Gonźalez Delgado
et al. (2003) (black pentagons) and Schöier et al. (2013) (black squares). Data from Loup et al.
(1993) and Scḧoier et al. (2013) are derived from observations of12CO and HCN rotational
transitions, whereas González Delgado et al. (2003) obtained their values from the interpreta-
tion of SiO rotational transition lines. The mass-loss rates range from∼10−7 M⊙yr−1 to a few
10−5 M⊙yr−1, including also dust-enshrouded TP-AGB stars, while the wind velocities range
from a few km s−1 to 20 km s−1. For the models I adopt an initial metallicityZ = 0.02, as-
sumed to be typical of the solar environment (Lambert et al., 1986). I remindthat, though the
current solar metallicity is estimated to beZ⊙ ≈0.0154 (Caffau et al., 2011) and its derived
initial metallicity is Z⊙ ≈0.017 (Bressan et al., 2012), Lambert et al. (1986) compared their
observations with model atmospheres based on the old (Lambert, 1978) solarabundances for
which Z⊙ ≈ 0.021. In Fig. 6.1, as well as in Figs. from 6.2 to 6.4 where I compare predictions
with observations, the evolutionary tracks of TP-AGB stars of various masses are represented
with a discrete number of points, selected from a randomly generated uniform distribution of
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6.1 Expansion velocities

Figure 6.1: Expansion velocities of circumstellar outflows against mass-loss rates of variable
M-stars. Observations of Galactic M-stars by Loup et al. (1993) (black triangles), González
Delgado et al. (2003) (black pentagons) and Schöier et al. (2013) (black squares) are compared
with predicted expansion velocities for a few selected TP-AGB tracks with Z= 0.02 for the
values of initial stellar masses listed in upper left of eachfigure. Left panel: comparison with
simulations that assume fully efficient chemisputtering.Right panel: comparison with HCT
models.

ages that samples the entire TP-AGB phase of each star. The number of points is not set equal
to the total number of observed objects because the aim of this comparison is only to highlight
the regions where TP-AGB stars are expected to spend most of their evolutionary time, and not
that of performing a population synthesis analysis. This latter investigation would require the
convolution with the initial mass function and the star formation rate, which is beyond the goal
of this thesis.

In the left panel of Fig. 6.1 I compare the data with the results obtained from adopting
the LCT scheme while, in the right panel, I adopted the HCT scheme (see Chapter 5). From
this comparison, it immediately follows that the models with efficient chemisputtering cannot
reproduce the observed velocities. Indeed, the predicted velocities never exceed 10 km s−1,
and, after an initial rise, they saturate or even decrease at increasing mass-loss rate, failing to
reproduce the observed trend. This long-standing discrepancy has challenged many theoretical
investigations (Ireland & Scholz, 2006; Woitke, 2006, e.g.). As also discussed by FG06 this
problem is largely insensitive to the adopted opacities. Indeed, even usingdifferent opacity data
set, (Jones & Merrill, 1976; Ossenkopf et al., 1992; Dorschner et al.,1995) I cannot reproduce
the observed relation.

Recently a solution to this discrepancy has been advanced by Höfner (2008a). In this model
the condensation temperature of silicates is fixed,Tcond = 1000 K, which implies that dirty
silicates condense at aboutr ∼ 5 R∗. In this case, the acceleration term (Eq. 2.2) is not large
enough to reproduce the observed expansion velocities. The solution adopted to overcome this
impasse is to assume that large iron-free silicates are produced. Indeed,as already discussed in
Chapter 3, at the typical wavelengths at which stellar emission peaks, iron-free silicate grains
are characterized by lower absorption efficiency than dirty silicate ones. This implies that, at a
given distance from the photosphere, the former species reaches lower equilibrium temperature,
Tdust, than the latter, and thus iron-free dust grains become thermally stable in inner regions of
the CSE (r ∼ 2 R∗). However, the opacity of iron-free silicates becomes comparable to the
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Figure 6.2: The same as in Fig. 6.1, but using HCT models and large iron-free grains (∼0.3µm)
obtained by decreasing the number of seeds toǫs = 10−14.

dirty silicates ones for grain sizes above 0.1 µm. In particular, in Ḧofner (2008a) the grain
size needed to produce the opacity required to accelerate the outflow is∼ 0.3 µm (Bladh et al.,
2013). A high sticking coefficient (αsil = 1) is also assumed in this model.

An alternative explanation of the discrepancy between observed and predicted terminal
velocities is naturally provided by the HCT scheme, as can be seen in the rightpanel of Fig. 6.1.
With a higher condensation temperature for silicates, dust formation can takeplace in inner
regions of the CSE, where the acceleration term is larger, without the needof assuming that
only iron-free grains are formed. The observed trend of velocity with mass-loss rate is now
satisfactorily reproduced, with the predicted values only slightly lower than observations. In
order to further improve the comparison, other important input parameters could be varied such
as, the average dust size and the sticking coefficients. Moreover, the computations performed
in Chapter 5 indicate that iron can be included in silicates and therefore it is reasonable to adopt
the dirty silicates opacities.

In order to investigate the effects of adopting large grains in the HCT scheme, I compute
a few models decreasing the number of seeds toǫs = 10−14 for which the final grain size is
around 0.3 µm. In these runs I adopt opacities suitable for iron-free silicates (forsterite and
enstatite) taken from Jäger et al. (2003). With a lower number of seeds I obtain grain sizes
larger than∼ 0.3 µm. The models are plotted in Fig. 6.2. The comparison with the observed
velocities is clearly improved with respect to the results shown in the right panel of Fig. 6.1.

The effects of changing only the sticking coefficient are shown in Fig. 6.3. Here I use HCT
models with standard sizes and opacity but with a modest variation of the stickingcoefficient,
from 0.1 to 0.2. This variation is reasonable given that the sticking coefficients for circumstellar
conditions are not experimentally well constrained (Nagahara et al., 2009). The agreement
with the data is also good, indicating that with a larger condensation temperatureit may not be
necessary to invoke iron-free grains.
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Figure 6.3: The same as in Fig. 6.1, but using HCT models and a sticking coefficient of silicates
of 0.2.

Figure 6.4: Expansion velocities of circumstellar outflows against mass-loss rates of variable
C-stars. Observations of Galactic C-stars by Loup et al. (1993) (black triangles) and Schöier
et al. (2013) (black squares) are compared with predicted expansion velocities for a few selected
TP-AGB tracks of different initial metallicity,Z = 0.02,Z = 0.017 andZ = 0.014. The adopted
sticking coefficient of amorphous carbon dust is specified in each panel.
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Figure 6.5: Impact of different laws of mass-loss rate on the expansion velocities of CSEs of
C-stars. Observations of Galactic C-stars by Loup et al. (1993) (black triangles) and Schöier
et al. (2013) (black squares) are compared with those predicted by models ofZ = 0.02 for two
other different mass-loss rate recipes.Left panel: the Vassiliadis & Wood (1993) mass-loss
law in its original formulation.Right panel: the Vassiliadis & Wood (1993) mass-loss law but
delaying the onset of the super-wind to a pulsation periodP = 800 days (Kamath et al., 2011).

6.1.2 C-stars

The comparison with C-stars is shown in Fig. 6.4. Observed terminal velocitiesand mass-
loss rates of Galactic C-giants are taken from Loup et al. (1993) (black triangles) and Scḧoier
et al. (2013) (filled black squares). The observed velocities range from a few km s−1 to about
35 km s−1 for mass-loss rates between∼10−7 M⊙yr−1 and∼10−5 M⊙yr−1. The results obtained
by adopting the LCT scheme of C-stars with initial mass between 2 M⊙ and 3 M⊙, Z = 0.02,
and sticking coefficient of amorphous carbonαC = 1 (top left panel) reproduce fairly well the
observed diagram. This result is already known because the opacity of amorphous carbon is by
far larger than that of silicate dust (Chapter 3).

The other two upper panels in Fig. 6.4 show the effects of lowering the initial metallicity
from Z = 0.02 toZ = 0.017 and toZ = 0.014. At a given mass-loss rate, the predicted terminal
velocities increase at decreasing metallicity and while forZ = 0.02 the models perform fairly
well, at lower metallicity there is a tendency to run above the region occupied bythe bulk of
the data.

In particular, forZ = 0.014 many models fall in a region with detectable mass-loss rates but
with velocities significantly higher than observed. This effect can be explained by considering
that, as shown in Figs. 1.6, 1.7 and 1.8, at decreasing metallicity C-stars of thesame mass
not only reach a higher C/O ratio, but also a larger carbon excess,ǫC-ǫO. Indeed, for the
metallicities considered in Fig. 6.4, the maximum C/O attained in the models of 2 M⊙ and
3 M⊙ are C/O= 1.24 and 1.46 forZ = 0.02, C/O= 1.52 and 1.70 forZ = 0.017, C/O= 1.95
and 2.06 forZ = 0.014, while the maximum carbon excess is 1.92× 10−4 and 3.52× 10−4

for Z = 0.02, 3.63× 10−4 and 4.57× 10−4 for Z = 0.017 and 5.39× 10−4 and 5.58× 10−4

for Z = 0.014, respectively. With a larger carbon excess, the amount of amorphous carbon
that can be produced in the adopted scheme is also larger and the wind experiences a higher
acceleration. To see how this result depends on the adopted value of the sticking coefficient
of the amorphous carbon I have recomputed the above dust evolution sequences with both
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αC = 0.5 andαC = 0.1. With the latter value I could not reproduce realistic expansion velocities
in the range of C/O ratios expected to accelerate the outflow (Mattsson et al., 2008, 2010).
With the intermediate valueαC = 0.5 one can still get a good agreement with the data, as
shown by the lower panels of Fig. 6.4. WithαC = 0.5 the best agreement between data and
simulations is achieved forZ = 0.017 and, as in the case with sticking coefficient αC = 1,
Z = 0.014 seems to be a too low metallicity for the Galactic C-stars. Clearly, there is a
degeneracy between the carbon excess and the sticking coefficient, so that I expect that even
for Z = 0.014 there will be a value of the sticking coefficient, 0.1 < αC < 0.5, that is able
to reproduce the observed data. Nevertheless, given that a metallicity betweenZ = 0.02 and
Z = 0.017 is fairly representative of the possible values for C-stars of the Galactic disk and
in absence of more accurate experimental determinations, I consider 0.5 ≤ αC ≤ 1 the most
plausible range for the sticking coefficient of amorphous carbon.

It is also interesting to see the effects of adopting different mass-loss prescriptions, but
maintaining the same prescription for the efficiency of the third dredge-up (Karakas et al.,
2002). In the left panel of Fig. 6.5 I show the effects of adopting the mass-loss rate prescription
of Vassiliadis & Wood (1993) in its original formulation, with a superwind phase starting at a
pulsation periodP = 500 days. The general agreement is satisfactory, similar to the results in
Fig. 6.4 (top panel).

Instead, delaying the onset of the superwind toP = 800 days as suggested by Kamath et al.
(2011) (right panel), I predict expansion velocities that are too high compared to the bulk of the
observed data, for 10−6 < Ṁ < 10−5 M⊙ yr−1. In this case, TP-AGB models suffer more third
dredge-up events, which lead to larger C/O ratios, i.e. 1.77 and 2.47 for the 2 M⊙ and 3 M⊙
models, respectively. Lower velocities may be obtained with models of higher metallicity, but
this would conflict with the observed oxygen abundances of the Galactic C-stars which are
slightly sub-solar. Within the adopted scheme for C-dust formation, a delayed super-wind can
still produce a reasonable agreement with observations, but invoking a lower efficiency of the
third dredge-up at the same time.

It is also worth mentioning that there is observational evidence that C-starsin the Small
Magellanic Cloud (SMC), despite having very similar molecular C2H2 and HCN NIR band
strengths compared to C-stars in the Large Magellanic Cloud (LMC), show alower intrinsic
dust attenuation (van Loon et al., 2008). This would confirm earlier suggestions that also for
C-stars the dust-to-gas ratio should decrease with the initial metallicity, and this would directly
affect the predicted velocities. In particular van Loon (2000), combining scaling laws provided
by spherically symmetric stationary dusty winds with other observational evidence, derived a
linear relation between the dust-to-gas ratio and the initial metallicity of C-stars. While in M-
giants a correlation with metallicity is naturally explained by the secondary natureof the dust
key-elements such as silicon and magnesium, for C-stars this would mean that the efficiency
of converting C-molecules into C-grains decreases with the initial metallicity (vanLoon et al.,
2008).

In summary, I can draw the following conclusions: expansion velocities of C-stars depend
on the interplay between mass-loss and third dredge-up, and are affected by the uncertainties
in the sticking coefficients and the details of the underlying nucleation process. As a result,
some degree of degeneracy affects the predictions. At the same time, the observed velocities
may offer a powerful tool to calibrate the above processes, provided that other independent
observational constraints are considered jointly (e.g. measurements of C/O ratios, effective
temperatures, mass-loss rates, lifetimes from star counts, etc.).
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6.2 Dust mass-loss rates, condensation fractions and sizes

Figures 6.6, 6.7 and 6.8 show the evolution of the dust mass-loss rates, the dust sizes, the dust-
to-gas mass ratios and the condensation fractions of the three different metallicities considered
and of several initial masses. I only show the results of the HCT scheme computed withαsil =

0.2, which provides the best agreement with observations in terms of expansion velocities
for M-stars. For sake of simplicity, the mass-loss rates and the dust-to-gasratios are shown
only for silicates, amorphous carbon and SiC. As for grain sizes and condensation fractions, I
distinguish between pyroxene and olivine.

Referring back to Figs. 1.6, 1.7 and 1.8, it is clear that all these quantities are modulated
by the thermal pulse cycles, over which significant changes inL∗, Teff, andṀ are expected to
take place. The chemical type of the main dust species (either silicates of carbonaceous dust)
is essentially controlled by the C/O ratio, hence it depends on the interplay between the third
dredge-up, which tends to increase the carbon excess, and HBB, thatconverts carbon, and even
oxygen at lower metallicities, into nitrogen. Stars with massM∗ ≤ 1.5− 2 M⊙, corresponding
to item a) in Chapter 1, will produce mainly olivine and pyroxene.

At the lower metallicity the condensation fractions are very low and these starsare able
to give rise to a dust driven wind only during the peak luminosity associated with the thermal
pulses. At increasing metallicity, the condensation fractions become larger and the stars are
able to produce a dust driven wind also during the inter-pulse phase. The dust composition of
the stars with masses of∼ 2− 3 M⊙, whose evolution has been described in item b) in section
Chapter 1, is initially that of an M-giant, i.e. mainly composed of silicates. During this phase
the C/O ratio increases because of the third dredge-up, while remaining below unity. Therefore,
the excess of oxygen (ǫO − ǫC), available to be locked into silicates progressively decreases.
However, since the key-element is silicon, the dust-to-gas ratio is not affected by this variation
until eventually C/O∼1. At this stage there is a visible drop in silicate production. Once the
C/O ratio becomes larger than 1, carbonaceous dust is produced, initially in the form of SiC.
In fact, SiC condenses at a higher gas temperature than amorphous carbon, but its abundance
is limited either by the silicon abundance or by the carbon excess ifǫC-ǫO ≤ ǫSi. When this
latter condition is fulfilled, almost all the carbon available condenses into SiC, as it can be seen
at the first thermal pulse of the C-star phase of the 2 M⊙ and 3 M⊙ models at solar metallicity.
As soon asǫC − ǫO > ǫSi, amorphous carbon becomes the dominant species as the abundance
of the SiC is now controlled by the abundance of silicon. Note that the mass-loss rate during
the C-star phase is about two orders of magnitude larger than in the previous M-star phase, so
that the integrated dust ejecta are mainly in the form of amorphous carbon. The dust evolution
of the more massive stars at low and intermediate metallicity is similar to the previous case
but, because of the very efficient HBB, there is a rapid initial decrease of the C/O ratio. Since
the key-element of silicate dust is silicon, the dust-to-gas ratio is unaffected by this variation.
The stars evolve at higher luminosities and cooler effective temperatures and the mass-loss
rates, in both gas and dust, increase significantly. In the case of intermediate metallicity the
star becomes carbon-rich in its last evolutionary stages when HBB is extinguished. Since at
this stage only few more third dredge-up episodes may still take place, the contribution of
carbonaceous dust to the integrated ejecta is negligible compared to that of silicates. In the
case of the model ofM∗ = 5 M⊙ andZ = 0.001, that may be considered representative of
the more massive TP-AGB stars of low metallicity corresponding to item c) in Chapter 1, the
HBB is so efficient that also the ON cycle is active, causing the partial conversion of oxygen
into nitrogen. Thus, after an initial drop of both C and O, the C/O ratio quickly becomes larger
than unity. As a consequence, silicate dust production is negligible and the main product is
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Figure 6.6: Dust properties of selected models of initial metallicityZ = 0.001, for various
initial masses, as shown in the upper panels. From top to bottom I depict the dust mass-loss rates
in M⊙yr−1, the dust sizes inµm, the dust-to-gas ratiosδ, and the dust condensation fractionsf ,
respectively. The main dust species are silicates (blue lines), amorphous carbon (red lines) and
SiC (green lines). In some panels silicates are separated into olivine type dust (blue lines) and
pyroxene type dust (black lines) as indicated in the insets.

amorphous carbon. SiC dust is also minor in this model. Finally the model withM∗ = 4 M⊙
andZ = 0.001 presents several characteristics at a time. It begins as an M-giant but its silicate
condensation fraction is not high enough to power a dust driven wind. It then becomes a C-star,
item b), but, after a while, the HBB is efficient enough to convert it back again into an M-giant,
this time with a dust driven wind, item d) in Chapter 1. After this stage its dust evolution is
characterized by the quasi-periodic transitions across C/O= 1 from both directions, caused
by the alternating effects of the third dredge-up (C/O ↑) and HBB (C/O ↓), corresponding to
item e). Accordingly, the main characteristics of this star are the concomitant presence of both
silicate and carbonaceous dust in the same thermal pulse cycle, because the two crossings are
experienced within the same cycle. During the C-star phase the main productis amorphous
carbon even if C/O∼1, because of the very low silicon abundance.

In summary, on the basis of the above results, the emerging picture concerning dust pro-
duction in single stars is as follows. AtZ = 0.001 silicates dominate dust production only at
the lowest masses (M∗ ∼ 1 M⊙) where the third dredge-up process is absent. However the
corresponding dust mass-loss rates are very low. At larger masses, amorphous carbon is the
main dust species, though its amount may change depending on the relative efficiencies of the
third dredge-up and HBB. At increasing metallicity, the third dredge-up andHBB combine in
such a way that the mass range for carbon dust production becomes narrower. At Z = 0.02,
carbon dust is produced between 2 M⊙ and 4 M⊙ whereas, in all other masses, silicate dust is
the main product. This result is almost independent of whether chemisputtering is included or
not but, obviously, in the case without chemisputtering, silicates tend to condense more effi-
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Figure 6.7: The same as in Fig. 6.6, but for initial metallicityZ = 0.008.

Figure 6.8: The same as in Fig. 6.6, but for initial metallicityZ = 0.02.
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ciently. The differences between the condensation fractions of silicates computed by the LCT
and the HCT schemes are more pronounced at mass-loss rates below 10−6 M⊙ yr−1 while, at
higher mass-loss rates, the models reach approximately the same condensation degrees. These
are also the phases that dominate the total dust production.

The sizesa of dust grains span a wide range of values during the TP-AGB evolution,from a
few hundredths of a micron up to a maximum, typically around 0.15µm, for all stellar masses
and metallicities, as shown in Figs. 6.6, 6.7 and 6.8. The broad range ofa spanned during
the TP-AGB phase depends mainly on the efficiency of mass-loss, as this latter determines the
volume density of the key-elements which, in turn, regulate the growth rates. Interestingly, the
maximum value of the size is almost independent from the metallicity of the star. Thisis due
to the fact that both the initial number of seeds and the total amount of dust that may condense,
scale linearly with the metallicity or with the carbon excess (Eqs. 4.59 and 4.60).Indeed, by
decreasing the number of seeds toǫs = 10−14 in a few test models, I obtain a maximum size
≥ 0.3 µm, as expected from the above simple scaling.

6.3 Dust-to-gas ratios and composition

The lower panels in Figs. 6.6, 6.7 and 6.8 show the dust-to-gas ratiosδ, and the condensation
fractions f , respectively. The dust-to-gas ratios of CSE models can be compared withobser-
vations when independent data exist for both the dust mass-loss and the gas mass-loss rates.
Unfortunately, the dust-to-gas ratio is difficult to measure mainly due to the difficulties of ob-
taining accurate measurements of the gas mass-loss rates. For example, forthe extragalactic
C-stars, for which CO observations are challenging, the dust-gas-ratiois almost always as-
sumed and used to derive the total mass-loss rate from MIR observations.An important issue
is whether and how this ratio depends on metallicity and chemistry. There are indications that
for M-giants it decreases almost linearly with the metallicity (Marshall et al., 2004), while for
the C-stars the situation is more intriguing because carbon is enhanced by thethird dredge-up,
and so dust production may not reflect the initial metallicity as in M- giants. If also carbon
formed from heterogenous nucleation on metal carbides, as suggested by some recent obser-
vations (van Loon et al., 2008), then a behaviour similar to that shown by M-giants should
be expected. If a significant fraction of carbon formed from homogeneous growth, as sug-
gested by the absence of metallic seeds in the nuclei of several meteoritic graphite spherules
(Bernatowicz et al., 1996), then the behaviour of the dust-to-gas ratio maybe more dependent
on the evolution along the TP-AGB. Typical values assumed for the CSE dust-to-gas ratios
are 1/200 for the Galaxy, 1/500 for the LMC and 1/1000 for the SMC (Groenewegen et al.,
1998; van Loon et al., 2005). Dust-to-gas ratios twice the quoted values are also quite common
(Groenewegen et al., 2009; Woods et al., 2012).

A noticeable effect that can be already seen in Figs. 6.6, 6.7 and 6.8 is that in M-giants the
dust-to-gas ratio (δ) shows only a mild dependence on the evolutionary status of the star. Of
course, there are strong variations near the peak luminosity after each thermal pulse but, during
the inter-pulse phase, its value is almost constant. In contrast, in the case ofC-stars,δ generally
increases during the evolution both at the peak luminosity and at each inter-pulse cycle. This
may be an effect of the choice of adopting a homogeneous growth process for carbon. The
comparison with Galactic M-giants (right panel) and with LMC data (left panel)is shown in
Fig. 6.9. For Galactic M-stars I use the sample by Knapp (1985) providing both dust and gas
mass-loss rates. For LMC M-stars there exist only very few data in the literature that can be
used to determineδ. From OH observations of a small sample of M-giants by Marshall et al.
(2004), I derive the gas mass-loss rates using the prescription presented by van der Veen &
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Figure 6.9: Observed and predicted dust-to-gas ratios of Galactic and LMC M-stars. Left
panel: LMC data from Marshall et al. (2004) are compared with models of Z = 0.008 and
initial masses of 1, 1.25, 5 M⊙. The dashed line indicates the median value of the data (1/194),
whereas the dotted line represents the usually assumed value of the dust-to-gas ratio 1/500 (van
Loon et al., 2005).Right panel: comparison between models ofZ = 0.02 and initial masses of
1, 1.25, 1.7 M⊙ with Galactic data from Knapp (1985). The dashed line indicates the median
value of the data (1/135), whereas the dotted line represents the usually assumed value of the
dust-to-gas ratio 1/200 (Groenewegen & de Jong, 1998). See text for details.

Rugers (1989)
Ṁ = fOH/ fOH⊙ × 1.8× 10−7

√

FOHvexpD (6.1)

whereD is the distance in kpc, assumedD = 50 for the LMC, FOH is the OH 1612-MHz maser
peak intensity in Jy and vexp is the wind expansion velocity in km s−1. The latter two quantities
are provided by Marshall et al. (2004) while the factorfOH, representing the conversion factor
from OH to H2 abundances, is scaled with the metallicity, i.e.fOH= 0.02/0.008× fOH⊙ ( fOH⊙ =

1.6 × 10−4) in Eq. 6.1. The dust mass-loss rates are derived from the total mass-loss rates
provided by van Loon et al. (2005) for common stars, which are based on MIR spectral fitting.
I re-normalize the values to the velocities by Marshall et al. (2004) and multiplyby the dust-
to-gas ratio assumed by van Loon et al. (2005),δ = 1/500. These data are compared with
selected HCT models withZ = 0.02 andZ = 0.008 and initial stellar masses of 1, 1.25, 1.7
and 5 M⊙, the latter only for the lower metallicity. Like in the comparison with the velocities,
the models are drawn from a uniform randomly generated set of TP-AGB ages, for each mass.
Furthermore, I also take into account that the H2 abundance in the TP-AGB models considered
is ≈75% of the total gas mass and, accordingly, I multiply the total mass-loss rates by the
same factor. The dashed line in the right panel of Fig. 6.9 represents the median value for the
Knapp (1985) data,δ = 1/135. I adopt the median value of the data since, in the case of such a
range of values covering about one order of magnitude because of different physical conditions,
the mean value would be biased toward the highest values (δ = 1/106). The resulting value
is larger than that usually assumed,δ = 1/200 shown by the dotted line. The models cluster
aroundδ = 1/200 and systematically underestimate the observed median value by≈50%. Note
that in these models the total fraction of silicon that is condensed into dust is already high,
typically ∼0.7 (see also lower panels of Figs. 6.6, 6.7 and 6.8) and that, in order to reproduce
the observed values at solar metallicity, all the silicon should be locked into silicate dust, as
already noticed by Knapp (1985), unless the adopted metallicity is too low. Furthermore,
as already anticipated, the models show only a small dependence on the evolutionary phase
along the TP-AGB, represented here by the value of the total mass-loss rate. Concerning the
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Figure 6.10: Observed and predicted dust-to-gas ratios of C-stars.Upper panels: comparison
between models withZ = 0.001 and 0.008 and initial masses of 1.25, 1.5, 2, 3, 4 M⊙ with
thick disk C-stars (filled triangles) and Galactic Halo C-stars (filled circles) from Lagadec et al.
(2012). Empty thick triangles are obtained adopting an H2/CO factor four times larger than
that used by Lagadec et al. (2012) for Halo C-stars. In the left panel the dashed line represents
δ = 1/4000. In the right panel, the dotted line representsδ = 1/200 and the dashed line is the
median value of stars.Lower panels: comparison between models ofZ = 0.014 andZ = 0.02
and initial masses of 2 and 3 M⊙ with Galactic data from Knapp (1985) (open triangles) by
Groenewegen et al. (1998) (filled boxes) and Bergeat & Chevallier (2005) (small dots). In these
panels the lines are best fits to the logarithmic values ofδ and mass-loss rates. Short-dashed
line represents the fit for Groenewegen et al. (1998), dot-dashed line is for Knapp (1985) and
long-dashed line for Bergeat & Chevallier (2005).
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Figure 6.11: Predicted expansion velocities of C-stars at low and intermediate metallicities for
selected models withZ = 0.001 andZ = 0.008 and initial masses of 1.25, 1.5, 2, 3, 4 M⊙.
Data for thick disk stars (filled triangles) and Galactic Halo stars (filled circles), are taken from
Lagadec et al. (2012). At the lower metallicity I show the effect of accounting for a H2/CO
conversion factor equal to four times that used by Lagadec etal. (2012) for the Halo stars. See
text for more details.

LMC (left panel), the median value of the data (δ = 1/194, dashed line) is∼40% lower than
that of Galactic M-giants. On the other hand, the presented models cluster aroundδ = 1/500
(dotted line), the value usually adopted for the LMC. Marshall et al. (2004) already noticed that,
in order to reproduce the total mass-loss rates derived from infrared observations assuming
δ = 1/500 (van Loon et al., 2005), they had to use a conversion factor for theLMC stars
fOH/ fOH⊙ = 5. Had I used this higher conversion factor, the median of the data would have
been very near to∼ 1/500. However, unless the adopted metallicities for the Galactic and LMC
stars are grossly in error, my scaling seems more robust because oxygen is a very good tracer
of the metallicity, even for non standard elemental partition. I finally notice that the models
do not reproduce the highest observed mass-loss rates, in both Galacticand LMC M-giants. In
the latter case, the mismatch is more evident because the observations are likelybiased toward
the highest mass-loss rates. Because also at this metallicity the trend with the totalmass-loss
rate (if any) is modest, pushing the models toward higher mass-loss rates would not solve the
discrepancy with the observed dust-to-gas ratios.

Predicted dust-to-gas ratios for C-stars are compared with the observeddata in Fig. 6.10.
Data for Galactic C-stars are shown in the lower two panels of Fig. 6.10. Open triangles refer
to the data by Knapp (1985) (median value 1/693, logδ = −2.84), filled boxes to Groenewegen
et al. (1998) (median value 1/370, logδ = −2.57), and small dots to the revised compilation
by Bergeat & Chevallier (2005) (median value 1/909, logδ = −2.96). C-stars LCT models
with initial masses of 2 and 3 M⊙ are shown in the lower right panel forZ = 0.02 and in
the lower left panel forZ = 0.014, respectively. In contrast with M-giants, the models show
a clear trend of increasing dust-to-gas ratio with mass-loss rate, that becomes more evident
at decreasing metallicity. In order to judge whether this trend is real I have fitted with a least
square routine the logarithmic values ofδ and mass-loss rates. Only the data from Groenewegen
et al. (1998) (short-dashed line) show a similar trend while in both the sample from Knapp
(1985) (dot-dashed line) and in that from Bergeat & Chevallier (2005)(long-dashed line) this
trend is not observed. Overall the models are in fairly good agreement withthe observations of
Galactic C-stars though they cannot reproduce the highest observed ratios. The predictions of
the models at intermediate and low metallicities are shown in the upper right and leftpanels of
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Fig. 6.10, respectively. At metallicities lower than those of the Galactic disk, thecomparison
with observations is challenged by the lack of gas mass-loss observations intypical subsolar
environments rich in C-stars, such as the Magellanic Clouds. I plot in Fig. 6.10 only the recent
observations of a few metal poor C-stars toward the Galactic Halo by Lagadec et al. (2012).
From radial velocities, distances and Galactic coordinates (Lagadec et al., 2012) place their
memberships in the thick disk (filled triangles in Fig. 6.10) or in the Halo (filled circles). The
nature of the Halo stars is still a matter of debate. In low metallicity models the minimum mass
for a star to become C-star isM∗ ∼ 1.2 M⊙, while the typical turn-off mass for an old metal
poor population like that of the Halo isM∗ ∼0.9 M⊙. Since the lack of an efficient third dredge-
up at low masses is a common feature of all the models of C-stars and assuming that they are
correct, these stars do not belong to the Halo population and they could have formed either in
the thick disk or outside the Galaxy (e.g. in the Sagittarius dSph Galaxy). Furthermore, the
Halo stars show strong C2H2 molecular absorption bands, typical of low metallicity stars (van
Loon et al., 2008) and strong SiC emission, characteristic of more metal rich stars. Since the
metallicity of these stars cannot be firmly constrained, I compare their dust-to-gas ratios with
the predictions of both the intermediate and low metallicity models. The median value oftheir
dust-to-gas ratios,δ = 1/456 (logδ = −2.66), is very similar to that assumed for intermediate
metallicity stars,δ = 1/500, which I show as a dashed line in the upper right panel. In the
same panel the dotted line representsδ = 1/200, typical of solar metallicity but sometimes
taken as reference also for intermediate metallicities. ForZ = 0.008 I plot the models of initial
masses 1.5, 2, 3 and 4 M⊙. For Z = 0.001 the dashed line representsδ = 1/4000, obtained
by scaling theZ = 0.008 usual reference value linearly with the metallicity. ForZ = 0.001 I
plot the models of 1.25, 2, 3 and 4 M⊙. At these metallicities the trend of increasingδ with
increasing mass-loss rate becomes more evident. Notice also that, at decreasing metallicity, the
dust-to-gas ratios at low mass-loss rates decreases while the maximum value,reached at the
highest mass-loss rates, increases with a global spread of about one order of magnitude. Thus
a constant dust-to-gas ratio is not supported by the presented models.

Furthermore the simple random selection process adopted, indicates that atlow metallicity
lower values ofδ are preferred, but these values are still significantly higher than those pre-
dicted by a linear scaling with the metallicity. I also recall that at the lowest metallicity the
most massive TP-AGB stars undergo a very efficient HBB which inhibits the growth of the
carbon excess to large values. This explains why, atZ = 0.001, the maximum value reached by
the model of 4 M⊙ is significantly lower than those of less massive stars. If I assume an inter-
mediate metallicity for C-stars by Lagadec et al. (2012), I find that their dust-to-gas ratios can
be fairly well reproduced by the models though, for most of them, there is a significant degen-
eracy with the initial mass. However at this same metallicity I cannot reproduce thevelocities
of the Halo stars, while thick disk stars could be compatible with the model ofM∗ = 1.5 M⊙, as
shown in Fig. 6.11. Halo stars expansion velocities can be reproduced atthe lower metallicity
only by those models in which the HBB is very efficient, such as that withM∗ = 4 M⊙. At
this metallicity one should also correct for a H2/CO conversion factor higher than that used by
Lagadec et al. (2012). This would shift the data toward higher gas mass-loss rates and lower
values ofδ as shown by the empty thick triangles in Figs. 6.10 and 6.11, obtained adopting
an H2/CO factor four times larger than that used by Lagadec et al. (2012). Notice that with
this correction the Halo stars are fully compatible, in dust-to-gas ratio, velocities and mass-loss
rates, with low metallicity models where the growth of carbon excess is inhibited byan efficient
HBB. Whether this is a real effect or if it mimics a more general need of reducing the efficiency
of carbon dust formation at low metallicity, as suggested by other authors, must be analyzed by
means of models that take fully into account the heterogeneous growth of amorphous carbon
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on metal seeds (van Loon et al., 2008).

The dust composition of the models can be derived from the condensation fractions plotted
in the lower panel of Figs. 6.6, 6.7 and 6.8. For amorphous silicates, the mostabundant dust
species in M-giants, I consider the two main components, olivine and pyroxene. Crystalline
silicates have also been detected from their MIR features but their abundances are by far less
than the corresponding amorphous phase. Though the condensation fractions are plotted sep-
arately for olivine and pyroxene, it is not yet possible to quantify their relative abundances
observationally.

On the contrary, in the case of C-stars it is possible to derive the relative abundances of the
two different main components, SiC an amorphous carbon. Fig. 6.12 shows the comparison
between existing observations of the SiC/C mass ratio and the predictions of models, for dif-
ferent metallicities. I plot the data for Galactic stars (filled squares) from Groenewegen et al.
(1998) together with the models atZ = 0.02 in the lower right panel and atZ = 0.014 in the
lower left panel, respectively. Data for LMC C-stars (filled small dots) from Groenewegen
et al. (2007) are compared with models atZ = 0.008 in the upper right panel. Finally, the data
from Lagadec et al. (2012) (filled triangles for the Halo memberships and large filled dots for
the thick disk memberships) are compared with models of low and intermediate metallicityin
the upper left and upper right panels, respectively. As can be seen from the figure the models
overestimate the observed SiC/C ratios at solar metallicity. Galactic data are mostly concen-
trated around 0.05-0.1 while the models may reach also SiC/C=1, as shown by the dust-to-gas
ratios in Figs. 6.6, 1.7 and 6.8. Though the comparison improves if I considera slightly lower
metallicity for the Galactic data,Z = 0.014, there is an evident over-production of SiC. At
Z = 0.008 the agreement with the observations is only partially better. The majority of the
stars have SiC/C = 0.02 but also a high uncertainty (Groenewegen et al., 2007). These data
are consistent with TP-AGB stars with initial massM∗ ∼2 M⊙. On the other hand data with
values larger than 0.02 are well reproduced by all the other models. In particular the putative
thick disk members in the sample from Lagadec et al. (2012) (large filled dots)are well repro-
duced by stars with initial massM∗ = 1.5 M⊙. At the lowest metallicity considered here the
predicted SiC/C ratios become negligibly small. A decreasing SiC/C ratio with metallicity is
indeed observed through the measure of the strength of the SiC spectral features at 11.3µm.
This feature decreases going from the Galaxy to the LMC and to the SMC andother metal poor
galaxies of the Local Group (Sloan et al., 2009). In this respect the location of the Halo stars
in theZ = 0.001 panel are surprising, as already noticed by Lagadec et al. (2012).

A noticeable feature emerging from the Galactic sample is that, at increasing mass-loss
rates, the SiC/C ratios decrease. This trend is also shown by the models. Their inspection also
highlights that while carbon dust-to-gas ratio,δC, continuously increases with the mass-loss
rate,δSiC initially increases and then it remains constant or even decreases. Furthermore, the
maximum value reached by the models decreases with the metallicity. While the latter effect
is expected if silicon is the key element for the formation of SiC, the global decrease with
the mass-loss rate is rather an effect of the internal structure and wind dynamics of the CSE.
This is even more evident if I increase the temperature of carbon dust. Forthe HCT models,
where carbon condenses atTgas=1300 K, the picture becomes quite different, as can be seen in
Fig. 6.13. At low mass-loss rates the predicted SiC/C ratios are significantly lower than those of
LCT models while at high mass-loss rates the value remains almost unchanged.This behaviour
is due to the fact that, at low mass-loss rates, the condensation process is very sensitive to
the details of the internal structure, because the overall density is lower. Indeed, the large
opacity rise due to the condensation of carbon is always accompanied by astrong acceleration
of the wind and thus by a significant temperature and a density drop. At lower mass-loss
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Figure 6.12: Observed and predicted SiC/C ratios as a function of the metallicity.Lower
panels: data for Galactic stars (filled squares), from Groenewegenet al. (1998), are compared
to models of 2 and 3 M⊙ for Z = 0.02 (right) andZ = 0.014 (left), respectively.Upper-right
panel: LMC C-stars (filled small dots), from Groenewegen et al. (2007), and Halo stars (filled
triangles) and thick disk stars (large filled dots), from Lagadec et al. (2012), are compared with
of Z = 0.008 and masses of of 1.5, 2, 3 and 4 M⊙. Upper-left panel: models of 1.25, 2, 3 and
4 M⊙ andZ = 0.001 are compared with the data from Lagadec et al. (2012).

rates the global density is lower and an earlier condensation of carbon is enough to inhibit the
formation of SiC. On the contrary at high mass-loss rates the structure is self-regulating and
less dependent on the details of the condensation process. In this case an increase of the carbon
condensation temperature has an almost negligible impact on the SiC/C ratios.

6.4 Dust ejecta

By integrating the dust mass-loss rate along the entire TP-AGB phase I compute dust ejecta for
the different masses and metallicities. The ejecta refer to individual stars and they may not be
representative of the corresponding dust yields obtained after convolving with the initial mass
function. They are provided in Table 6.4 for both the LCT models and for theHCT models
(Chapter 5). The above integration is performed irrespective of the abilityof dust to drive or
not the stellar wind. In fact, as already discussed, in M-stars, and in particular in models with
chemisputtering, dust cannot always drive an outflow consistent with theadopted mass-loss
rate. In these cases I must assume that there exist other possible ways to accelerate the wind,
that may finally deliver the material into the ISM (Harper, 1996). However,these phases are
characterized by a low dust mass-loss rate so that they do not contribute significantly to the
total ejecta.

Figure 6.14 shows the total dust ejecta of the main condensed compounds, i.e.silicates,
amorphous carbon, iron and SiC, as a function of the initial stellar mass and for the three
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Figure 6.13: The same as in Fig. 6.12 forZ = 0.008 andZ = 0.02, but for HCT models.

metallicities considered here.
I first compare the results of models, obtained with the two different formalisms (either

LCT or HCT). I remind that, in the case of C-stars, the chemisputtering process is neglected
in both schemes (see also FG06) but, as a test case, I recompute the models with a higher
gas condensation temperature (= 1300 K instead of 1100 K) to check its effect on the total
ejecta. These models are plotted as asterisks in the figure and are referred in Table 6.4 as HCT
models. I notice also that, in the case of SiC and Fe, possible differences in the ejecta, between
LCT and HCT models, are only an indirect consequence of the variations of the condensation
temperatures of silicates and amorphous carbon, because their dust growth schemes do not
change.

As for the C-stars, the final dust ejecta mainly consist of amorphous carbon (C in Table 6.4)
and there are no significant differences between LCT and HCT models, at any metallicity. As
far as the variation ofαC is concerned, its largest effect is on the ejecta of amorphous carbon
but the maximum variation between the models computed withαC = 1 andαC = 0.5, at solar
metallicity, is only 5%.

Differently, in the case of M-stars, I find that the silicate ejecta of HCT models canbe as
much as 50% higher compared to the LCT ones. These differences tend to vanish towards the
largest mass models, since the condensation fraction of silicates is quite high inboth classes of
models, mostly due to the large mass-loss rates.

Thus I may conclude that, in spite of the differences in velocity, density and temperature
profiles brought about by the adoption of either of the two formalisms, their effect on the final
dust ejecta is, instead, rather weak.

In the same figure I also plot the results of FG06, Ventura et al. (2012a) and Ventura et
al. (2012b), that can be compared to the LCT scheme. I remark that TP-AGB models by FG06
are based on a compilation of analytic relations partly taken from Marigo et al.(1996) while,
in Ventura et al. (2012a) and Ventura et al. (2012b) full numerical calculations along the AGB
are used. The latter models also include the super-AGB stars between 6 M⊙ and 8 M⊙, that
have developed an electron-degenerate O-Ne core after the C-burning phase (Siess, 2010).

At low metallicity the results obtained are qualitatively in good agreement with thoseof
FG06, since both studies predict that the bulk of dust produced by low and intermediate mass
stars is amorphous carbon. In the models presented the carbon dust production is even larger
than in FG06, by up to a factor of two in some cases.

I emphasize that the TP-AGB models computed by FG06 neglect two important aspects
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of stellar evolution, namely: the break-down of the core mass-luminosity relation due to HBB
in stars with massesM∗ > 4 M⊙, and the drastic changes in molecular opacities, hence in the
effective temperatures, as soon as the C/O ratio increases above unity as a consequence of the
third dredge-up. Both factors concur to a likely overestimation of the TP-AGB lifetimes, hence
to an over-exposure of the stellar mantle to nucleosynthesis and mixing processes.

Therefore, the FG06 TP-AGB models are, by construction, quite different from the most
recent ones of Marigo et al. (2013). The latter models are based on accurate numerical inte-
grations of a complete envelope model in which the HBB energetics and nucleosynthesis are
properly taken into account, the initial conditions at the first thermal pulse are extracted from
the stellar evolutionary tracks (Bressan et al., 2012), and more importantly,they use new and
accurate equation of state and molecular opacities that account for the continuous changes in
the surface chemical composition (Marigo et al., 2013).

In the models of Ventura et al. (2012a) atZ = 0.001, the dust production is about ten times
less than in the presented models. Furthermore, while Ventura et al. (2012a) predict that the
dust ejecta are dominated by silicates for stars withM∗ > 3 M⊙, in the presented models the
main dust species is amorphous carbon. This latter difference is likely due, from one side, to a
more efficient third dredge-up in the adopted TP-AGB models, and, on the other hand, to the
higher mass-loss rate in the models by Ventura et al. (2012a), where the C-star phase is highly
reduced with respect Marigo et al. (2013) models.

At Z = 0.008 I am again in qualitatively good agreement with FG06 because both studies
predict that stars with mass below 1.5 M⊙ produce silicate dust, while at higher masses the
main dust species is amorphous carbon.

However, while in FG06 models for stars more massive than 5 M⊙ the carbonaceous and
silicate dust ejecta are comparable, in the presented models the ejecta are dominated by sili-
cates. This difference is likely due to a more efficient HBB in the discussed models. I also note
that forM∗ > 5 M⊙, dust ejecta predicted by the presented models are roughly five times larger
than those of FG06.

The comparison with Ventura et al. (2012b) shows again that, for 1.5 < M∗ < 4 M⊙,
the presented models produce about ten times more dust. Only forM∗ ≥ 4.5 M⊙ their dust
ejecta become comparable (and sometimes slightly higher) to those of our models.In Ventura
et al. (2012b) silicate dust production becomes efficient aboveM∗ = 3.5 M⊙ whereas, in the
presented models this happens at aboutM∗ = 4.7 M⊙. At solar metallicity I can compare my
results only with those of FG06. The production of carbon dust is limited to the mass range
between 2 M⊙ and 4 M⊙, with a peak at around 3 M⊙, both in the presented models and in
those of FG06. The larger dust ejecta predicted by FG06 are probably due to the larger C/O
ratios reached by their TP-AGB models. In fact, FG06 do not account for the cooling effect of
the TP-AGB tracks (for C/O> 1), produced by the C-rich molecular opacities, with consequent
shortening of the C-star lifetimes (Marigo, 2002).

Moreover, forM∗ > 5 M⊙, silicate ejecta of the presented models are roughly a factor of
three larger than the ones obtained by FG06. This may be related to a more efficient HBB in
the former models, that lowers significantly the carbon content in the CSEs.
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Figure 6.14: Total dust ejecta as a function of the initial stellar mass and for different initial
metallicity. For low-(LCT) and high-(HCT) condensation temperature models, I use different
symbols, as indicated in the upper panel. To facilitate the comparison with other authors, the
LCT scheme are connected with solid lines while, for the models with chemisputtering by FG06
I use dashed lines and, for those of Ventura et al. (2012a) (Z = 0.001) and Ventura et al. (2012b)
(Z = 0.008), I use dotted-dashed lines. For the HCT scheme I use onlythe corresponding
symbols.
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6.4
D

ustejecta

M∗,i log (age/yr) Sil Fe Al2O3 C SiC
[M⊙] log (M/M⊙)
Z = 0.001 LCT HCT LCT HCT LCT HCT LCT HCT LCT HCT

1.00 9.7 −6.53 −5.66 −6.48 −6.63 −7.44 −7.74 - - - -
1.25 9.5 - - −8.62 −8.87 - - −3.07 −3.08 - -
1.50 9.3 - - −8.03 −8.27 - - −2.56 −2.56 - -
1.70 9.1 - - −7.69 −7.92 - - −2.22 −2.22 - -
2.00 8.9 - - −7.57 −7.80 - - −2.12 −2.12 - -
3.00 8.5 - - −7.40 −7.62 - - −1.97 −1.96 −8.94 −9.01
4.00 8.2 −6.92 −4.65 −3.18 −3.23 −6.03 −6.29 −2.89 −2.89 - −8.55
5.00 8.0 - −5.75 −3.28 −3.37 - −7.22 −2.76 −2.76 - −8.45
Z = 0.008 LCT HCT LCT HCT LCT HCT LCT HCT LCT HCT

1.00 9.9 −3.48 −3.28 −3.79 −4.01 −4.53 −5.24 - - - -
1.25 9.6 −3.23 −3.18 −3.48 −3.58 −4.28 −6.31 - - - -
1.50 9.4 −7.98 −7.34 −6.66 −7.03 −8.56 −8.74 −3.03 −3.05 −3.79 −4.00
1.70 9.3 - - −6.90 −7.64 - - −2.66 −2.67 −3.81 −4.03
2.00 9.1 - - −7.16 −7.50 - - −2.20 −2.20 −4.57 −6.99
3.00 8.6 −6.65 −5.95 −6.14 −6.37 −7.49 −7.91 −2.13 −2.14 −3.60 −3.88
4.00 8.3 −5.69 −4.66 −5.02 −5.13 −6.43 −6.60 −1.99 −2.01 −3.40 −3.66
5.00 8.0 −2.48 −2.39 −2.68 −3.24 −3.48 −5.48 −3.80 −3.75 −3.96 −4.90
5.60 7.9 −2.37 −2.32 −2.82 −3.38 −3.39 −5.73 −3.49 −3.49 −3.73 −3.91
Z = 0.02 LCT HCT LCT HCT LCT HCT LCT HCT LCT HCT

1.00 10 −2.99 −2.80 −3.68 −5.42 −4.04 −5.23 - - - -
1.25 9.7 −2.73 −2.59 −3.55 −5.60 −3.80 −5.13 - - - -
1.50 9.5 −2.63 −2.48 −3.46 −5.33 −3.69 −5.06 - - - -
1.70 9.4 −2.54 −2.42 −3.40 −5.28 −3.60 −5.03 - - - -
2.00 9.2 −6.73 −4.37 −5.06 −4.56 −7.29 −6.07 −2.89 −2.92 −3.14 −3.20
3.00 8.7 −4.07 −3.37 −3.76 −4.34 −4.75 −5.06 −2.43 −2.44 −2.92 −2.98
4.00 8.3 −3.76 −3.40 −3.60 −4.36 −4.38 −4.94 −2.33 −2.34 −2.76 −2.80
5.00 8.1 −2.11 −2.03 −2.47 −3.69 −2.94 −4.76 - - - -
6.00 7.9 −1.86 −1.86 −3.70 −6.96 −2.84 −5.12 - - - -

Table
6.4:D

ustejecta
for

LC
T

and
H

C
T

m
odels.
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Chapter 7

Dust formation at super-solar
metallicity

7.1 The TP-AGB models

I extend the formalism presented in the previous chapters to the case of super-solar metallic-
ity stars. The dust growth model (wind equations, method of solution and initialvalues) has
been already described in Chapter 2. I consider here only the results obtained with the pre-
ferred schemes of dust growth according to which in M-stars chemisputtering of silicates by
H2 molecules is neglected (HCT), whereas for C-stars the standard LCT scheme is adopted (see
Chapter 5). The initial stellar masses are the same ones used in the lower metallicitycases, as
listed in Table 7.1.

Stellar evolution from the pre-main sequence up to the first thermal pulse is calculated with
thePARSEC code (Bressan et al., 2012), while the following evolution along the the wholeTP-
AGB phase is computed with theCOLIBRI code (Marigo et al., 2013). The main features of
the stellar evolutionary tracks have been already discussed in Chapter 1.Some examples of
low- and intermediate-mass stars are shown in Figs. 7.1 and 7.2, for different choices of the
initial metallicity, Z = 0.04 and 0.06, respectively. A first important difference with respect to
the solar and sub-solar metallicity models is that, as shown in Figs. 7.3 and 7.4, only the model
of M∗ = 5 M⊙ with Z = 0.04 is able to reach a C/O ratio slightly larger than unity while, in
all other cases this ratio remains below the unity. Thus, at super-solar metallicity, the C-star
phase is practically absent and I will focus the discussion on the M-giant stars. Concerning the
M-giant stars I also notice that, as expected, their effective temperatures decrease on average,
as the metallicity increases. On the other hand their predicted mass-loss rates do not change
significantly with the metallicity.

7.1.1 The dust condensation temperature of silicates,Tcond

A noticeable difference in the physical prescription at super-solar metallicity concerns thecom-
putation of the dust equilibrium temperature of silicates (Eq. 4.83).

Preliminary computations show that silicates can form significantly closer to the star, where
gas temperatures and densities are higher than in the models of solar or lowermetallicity, de-
scribed in Chapter 6. In such conditions, the hypothesis of thermal decoupling between gas
and dust, which forms the basis of the simple treatment presented, becomes questionable and
dust heating due to collisions may become important. To account for this effect, I need to
modify Eq. 4.83, used to compute the dust equilibrium temperature, considering also a col-
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Figure 7.1: Evolutionary tracks for stars withZ = 0.04 and initial massesM∗ = 1, 1.5, 2
3, 4, 5 M⊙. The tracks are computed by means ofPARSEC code up to the TP-AGB phase, and
by means ofCOLIBRI until the entire envelope of the star is lost by stellar winds. The thermal
pulses developed when C/O<1 are plotted with blue lines. On the other hand, the thermal
pulses plotted in red correspond to C/O> 1. The He-burning phase of low-mass stars is plotted
in green color.

Figure 7.2: The same as in Fig. 7.1, but atZ = 0.06.
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7 Dust formation at super-solar metallicity

Figure 7.3: Evolution of surface C/O, carbon excessǫC − ǫO (only when positive), effective
temperature, luminosity, and mass-loss rate during the whole TP-AGB phase of a few selected
models with initial metallicityZ = 0.04, computed with theCOLIBRI code (Marigo et al.,
2013). These quantities are the key input stellar parameters for the presented dust growth model.
Time is counted from the first thermal pulse. Note that effective temperature and luminosity are
obtained from the solution of the full set of the stellar structure equations, and not from fitting
relations as usually done in synthetic TP-AGB models. The value of the C/O ratio is always
below unity. See the text for more details.
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Figure 7.4: The same as in Fig. 7.3, but for initial metallicityZ = 0.06.

lisional heating term. The heating rate is computed by considering only collisionswith H2

molecules, which are by far the most abundant species and, that at eachcollision, the amount
of energy gained by a dust grain is equal to [3/2kB(Tgas− Tdust)] (Lucy, 1976). Therefore, the
dust collisional heating rate (in erg s−1) can be expressed as

Hcollision = 4πa23
2

kB(Tgas− Tdust)NH2vth,H2 (7.1)

Correspondingly, the energy balance Eq. 4.83, becomes

σ T4
dustQabs,P(a,Tdust) = σ Teff

4Qabs,P(a,Teff)W(r) +
Hcollision

4πa2
, (7.2)

whereNH2 is the number density of H2 molecules that is approximately equal toNH/2. It is
worth to remind here that the effect of heating by collisions is different from that of chemisput-
tering by H2 molecules, because the latter involve the activation of a chemical reaction.

7.2 Results

7.2.1 Expansion velocities

Before presenting the results of super-solar metallicity stars, I discuss therole of the collision
heating term, Eq. 7.1 and 7.2, in the models of solar and of lower metallicity. In particular,
to check whether this effect is important also at lower metallicity, I compute two sets of the
TP-AGB tracks ofZ = 0.02, one neglecting and the other taking into account the collisional
heating. The corresponding expansion velocities are plotted against the mass-loss rates in
Fig. 7.5. The case in which collisional heating is neglected is shown in the left panel, while the
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Figure 7.5: Expansion velocities of circumstellar outflows against mass-loss rates of variable
M-stars. Observations of Galactic M-stars by Loup et al. (1993) (black triangles), González
Delgado et al. (2003) (black pentagons) and Schöier et al. (2013) (black squares) are compared
with predicted expansion velocities for a few selected TP-AGB tracks withZ = 0.02 for the
values of initial stellar masses listed in upper left of eachfigure. Left panel: comparison with
simulations that do not include the heating effect due to H2 collisions.Right panel: comparison
with models that include the effect of the heating. For this metallicity the results do not not
change significantly.

case that accounts for collisional heating is presented in the right panel. In both cases I show
TP-AGB tracks of massesM∗ = 1, 1.25, 1.5, 1.7 M⊙, represented with a discrete number of
points selected from a randomly generated uniform distribution of ages thatsamples the entire
TP-AGB phase. The models are compared with the velocities observed in Galactic M-type TP-
AGB stars. Mass-loss rates and expansion velocities are taken from Loup et al. (1993) (black
triangles), Gonźalez Delgado et al. (2003) (black pentagons) and Schöier et al. (2013) (black
squares), as in Chapter 6. As can be seen, the effects of collisions become important only
at the highest mass-loss rates, where the expansion velocities decreaseby about 10%. Thus,
neglecting the collisional heating term at solar and sub-solar metallicity can be considered a
fair approximation.

On the contrary, at super-solar metallicities, the models obtained neglecting collisional
heating are often characterized by too large initial optical depths, inconsistent with the gray
atmosphere models adopted, and the corresponding results cannot be considered reliable. As
already anticipated, this is related to the condensation radii of these models which, at these
high metallicities, are too close to the photospheres. This is likely caused by the larger growth
rates that characterize more metal rich CSEs at the same mass-loss rates and, at the same time,
by the lower dust radiation heating due to the lower effective temperatures of more metal rich
M-giants. At these radii, the collisional heating rates turn out to be important, and including
this term into the energy balance equation rises the dust equilibrium temperature and the cor-
responding sublimation rate, at a given radius. As a consequence, the condensation points shift
outwards, at radii comparable to those of less metal rich stars of the same mass-loss rates.

We stress that this term does not affect significantly the dust condensation temperature,
which I obtain through the energy balance, but the radius at which this condensation tempera-
ture is reached.

The expansion velocities of the super-metal rich models are plotted in Fig. 7.6,with the
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7.2 Results

Figure 7.6: The same as right panel of Fig. 7.5 forZ = 0.04 andZ = 0.06.
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7 Dust formation at super-solar metallicity

Figure 7.7: Dust properties of selected models of initial metallicityZ = 0.04, for various initial
masses, as shown in the upper panels. From top to bottom I depict the dust mass-loss rates in
M⊙yr−1, the dust sizes inµm, the dust-to-gas ratiosδ, and the dust condensation fractionsf ,
respectively. The main dust species are silicates (blue lines). ForM∗ = 5 M⊙ amorphous carbon
(red lines) and SiC (green lines) are also produced. In some panels silicates are separated into
olivine type dust (blue lines) and pyroxene type dust (blacklines) as indicated in the insets.

same method adopted for Fig. 7.5. At increasing metallicity the velocity at a givenmass-loss
rate are higher as a result of the larger opacity of the medium in CSEs (see Chapter 3). A few
observed M-type TP-AGB stars, along the highest envelope of the data,could be compatible
with low mass super-metal rich stars (Z ∼ 0.04).

7.2.2 Condensation fractions, composition, dust sizes anddust mass-loss rates

As already mentioned, super metal rich stars are dominated by silicate dust production as shown
in Fig. 7.7, forZ = 0.04, and in Fig. 7.8, forZ = 0.06.

The sizes of dust grains are typically betweena = 0.1µm anda = 0.15µm, for all the stellar
masses and metallicities. These values are similar to those obtained at solar metallicityand,
because of the assumptions of the presented models, the maximum value of the size remains
almost independent from the metallicity of the star up to the most metal rich case considered.
The reason is that both the initial number of seeds, given by Eq. 4.59, andthe total amount of
dust that may condense, scale linearly with the metallicity.

Old super metal rich stars of this kind could populate the nuclear regions of passively
evolved elliptical galaxies (Bertola et al., 1995) and it is interesting to notice that at a typical
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Figure 7.8: The same as in Fig. 7.7, but for initial metallicityZ = 0.06.
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7 Dust formation at super-solar metallicity

age of 10 Gyr, the turn-off mass is slightly larger thanM∗ = 1.1 M⊙ (see Table 7.1). These
stars can reach high dust mass-loss rates ejecting silicate dust, which couldbe responsible of
the 9.7µm silicate features discovered by Spitzer in the nuclear regions of nearbyelliptical
galaxies (Bressan et al., 2006). The observed MIR spectral features are quite broad and could
be consistent with a size distribution peaked toward large grains, as the ones shown in Figs. 7.7
and 7.8.

The lower panels in Figs. 7.7 and 7.8 show the dust-to-gas ratiosδ, and the condensation
fractions f , respectively. As discussed in Chapter 6, typical values of the silicate dust-to-gas
ratios in the models of solar metallicity are aroundδ ∼1/200-1/300 while, atZ = 0.04,δ ≤1/200
and, atZ = 0.06, δ ≤1/100. Thus the predicted dust-to-gas ratios do not increase linearly
with the metallicity. In agreement with this results, the condensation fractions, plotted in the
lowest panels of the figures, decreases at increasing metallicity. Considering for comparison
theM∗ = 1 M⊙ model, the condensation fraction of olivine decreases fromfol ∼ 0.45−0.55, at
Z = 0.02, to fol ∼ 0.3− 0.4, atZ = 0.04, and tofol ∼ 0.2− 0.4, atZ = 0.06. A similar decrease
at increasingZ occurs for the condensation fraction of the pyroxene. This is likely due tothe
larger expansion velocity, at a given mass-loss rate, reached by the more metal rich envelopes,
as a consequence of an initially larger dust opacity. For comparison, I remind that the average
value assumed for the CSE dust-to-gas ratios in Galactic M-giants isδ ∼1/200 (Groenewegen
et al., 1998; van Loon et al., 2005), but in some M-giants, it can exceed the value of 1/100.

7.3 Dust ejecta

The integrated ejecta along the entire TP-AGB phase of the main condensed compounds, i.e.
silicates, amorphous carbon, iron and SiC, are plotted in Fig. 7.9 for the different masses and
metallicities, and are provided in Table 7.1. They refer to individual stars and they may not be
representative of the corresponding dust yields obtained after convolving with the initial mass
function.

I remind that the integration is performed irrespectively of the ability of dust todrive or
not the stellar wind, similarly to Chapter 6, but, at super-solar metallicity, only in afew models
the dust-driven wind is not efficient. For comparison, I plot in the same figure also the results
obtained in Chapter 6 forZ = 0.02. At a given mass, the dust ejecta increase with the metal-
licity, albeit not linearly but proportionally toZ0.7 on average. The silicate ejecta at a given
metallicity increase with the mass, but tend to saturate at high masses or even decrease for the
case ofM∗ = 5 M⊙ atZ = 0.04. In the latter case the decrease is due to a C/O ratio that reaches
unity toward the end of the evolution (see Fig. 7.7).

The models presented here and in Chapter 6, make it possible to draw a consistent picture
of how dust production evolves over a wide range of metallicities. Particularly useful are the
ratios between the total dust ejecta and the gas ejecta, which, after being convolved with the
stellar initial mass function and the star formation rate, outline the theoretical picture of galactic
dust evolution (Dwek et al., 2007; Valiante et al., 2009; Dwek & Cherchneff, 2011). Often, in
such models the dust-to-mass ratio is scaled with the metallicity, i.e.δ(Z)/δ⊙ = Z/Z⊙, skipping
all the details of the dust production processes.

Different values ofδ⊙ can be found in the literature but the most common one isδ⊙=1/200.
A valueδ⊙ = Z⊙ is sometimes assumed as an extreme case, where all the metals are supposed
to condense into dust,δ(Z) = Z.

In Fig. 7.10 I compare the predictions of the integrated dust-to-gas ratios, i.e. the ratios
between the total dust and gas ejectaMd/Mg after integration along the TP-AGB tracks of
several stellar masses, as a function of the metallicity. I show separately the sum of the silicates
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7.3 Dust ejecta

Z 0.04 0.06
M∗,i Age Sil Fe Al2O3 C SiC Age Sil Fe Al2O3

[M⊙] log (yr) log (M/M⊙) log (yr) log (M/M⊙)
1.00 10.136 −2.59 −6.41 −4.21 - - 10.095 −2.46 −7.08 −4.82
1.25 9.793 −2.39 −6.43 −4.13 - - 9.765 −2.25 −6.87 −4.62
1.50 9.551 −2.27 −6.26 −4.03 - - 9.528 −2.11 −6.69 −4.05
1.70 9.392 −2.19 −6.00 −3.94 - - 9.372 −2.07 −6.74 −3.87
2.00 9.226 −2.09 −6.20 −3.84 - - 9.188 −1.96 −6.63 −3.71
3.00 8.697 −1.92 −6.40 −3.75 - - 8.647 −1.71 −6.36 −3.89
4.00 8.323 −1.81 −6.05 −3.77 - - 8.273 −1.58 −6.23 −4.06
5.00 8.057 −2.17 −2.67 −3.72 −6.06 −2.77 8.001 −1.50 −6.09 −3.82

Table 7.1: Dust ejecta atZ = 0.04 andZ = 0.06.

plus the iron ejecta, and the sum of these ejecta plus the carbon ejecta (the global ejecta), all
normalized to the gas ejecta. This codification allows one to recognize at oncethe overall dust
contribution and the main dust species. In the figure, the solid line represents the extreme case,
for which δ⊙ = Z⊙ while, the dotted line, represents the standard assumptionδ⊙=1/200.

A striking impression from this figure is that the global dust-to-gas ejecta aremuch less
dependent from the metallicity than what is usually assumed. There is of course a modulation
with the initial mass but, considering for example the cases of the models ofM∗ = 1.5, 2, 3 M⊙,
one can see that the ratiosMd/Mg, at super-solar metallicity are mainly composed by silicates
and that, after an initial decrease at decreasing metallicity, they rise again due to the over-
production of carbon at lower metallicities. The models ofM∗ = 1, 4, 5 M⊙ show a simi-
lar behaviour down toZ = 0.008 and they thereafter decline. In any case, in the models of
M∗ = 4, 5 M⊙ at the lowest metallicity considered,Z = 0.001, the ratios are slightly larger
than the extreme caseδ(Z) = Z.

In summary, I can conclude that, at the lowest metallicity, the global dust-to-gas ejecta
may reach, or even encompass by an order of magnitude, the extreme ratioδ(Z) = Z, due to the
efficient carbon dust production while, at the highest metallicities, the ratios saturate, possibly
due to the abrupt decrease in density produced by the large accelerations of the dust-driven
winds.
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7 Dust formation at super-solar metallicity

Figure 7.9: Total dust ejecta as a function of the initial stellar mass and for different initial
metallicity, Z = 0.06 (dashed lines),Z = 0.04 (dotted lines) and, for comparison,Z = 0.02
from Nanni et al. (2013) (solid lines).

Figure 7.10: Dust-to-gas ejecta ratios as a function of the initial stellar mass and initial metal-
licity.
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Chapter 8

Conclusions

In this thesis I investigate the evolution and mineralogy of the dust grains that are expected
to form in the outflows of TP-AGB stars. For this purpose a dust-growth model coupled to a
simplified description of the wind dynamics, is applied to a large set of TP-AGB evolutionary
tracks computed by Marigo et al. (2013). These TP-AGB tracks rely on an accurate treatment
of the molecular chemistry and opacities across the stellar envelope and the atmosphere, which
are consistently linked to the changes in the chemical abundances caused by the third dredge-up
and HBB nucleosynthesis.

Using the formalism developed by FG06, I find that the models of M-giants failto re-
produce the measured expansion velocities of the CSEs around Galactic M-stars, and their
correlations with the mass-loss rates.

The above discrepancy is independent of the adopted opacity set (Chapters 3) because the
cause lies in the inability of iron-rich silicates to form and remain thermally stable in the inner
regions of the CSE, so that the acceleration imparted to the gas only starts at larger distances
and it is insufficient to account for the observed expansion velocities. The discrepancy between
predicted and measured expansion velocities for M-stars is a well-known fact, and it stems
from a more dramatic issue, inherent to the severe inability of detailed dynamical wind models
to even generate an outflow from O-rich TP-AGB stars, i.e. to reach dustradiative accelerations
larger than the gravitational one (Woitke, 2006).

This challenging problem has been more recently tackled by Höfner (2008b) and Bladh
et al. (2013). These studies point out that the only possible way to produce a wind in M-stars
relies on photon scattering by large iron-free silicate grains. Since these grains are transparent
to radiation at shorter wavelengths, they can survive in the inner zones of CSE, where they give
an efficient boost to the gas thanks to their high scattering opacity (Chapters 3 and6).

From all these indications, it is clear that in any case, i.e. for any model, the critical process
that should be inhibited is dust destruction in the inner regions of the CSE.

Guided by this premise, I have revisited the two mechanisms that are able to efficiently de-
stroy dust grains, i.e. in order of importance, chemisputtering by H2 molecules and sublimation
(Gail & Sedlmayr, 1999).

Concerning chemisputtering, I take into account the suggestion of several authors that, con-
sidering the activation energy barrier of the reduction reaction of silicatesby H2 (Gardner 1974;
Tso & Pask 1982; Massieon et al. 1993; Tielens, private communication) the process could be
strongly inhibited at the temperatures and pressures of the regions wheredust is predicted to
form (Chapter 5).

There is also experimental evidence that, at the pressures typical of a CSE (P ≤ 10−2 dyne
cm−2), chemisputtering may not be efficient (Nagahara & Ozawa, 1996; Tachibana et al., 2002).
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Furthermore, in recent experiments condensation temperatures of amorphous silicates as high
as 1350 K have been measured (Nagahara et al., 2009).

Therefore, I consider it instructive examining the case in which the evolution of dust grains
is only determined by growth and free sublimation, hence switching chemisputtering off. The
rate of sublimation in vacuum, computed following Kobayashi et al. (2011), isused to deter-
mine the critical temperature below which dust can grow, as explained in Chapter 5. In this
way, I am able to follow the evolution of the condensation temperature in response to changes
in the physical properties of the CSEs.

A key point is that, without chemisputtering, the sublimation rates of silicates exceed their
growth rates at dust equilibrium temperatures significantly higher than previously assumed. I
find that the condensation temperature of silicates is always between 1200 Kand 1400 K and
the corresponding gas pressure is always betweenP ∼10−4dyne cm−2 andP ∼10−2dyne cm−2

(Chapter 5). These values are in very good agreement with the recent experimental measure-
ments by Nagahara et al. (2009). Moreover the value of the pressure corresponds to the condi-
tions where chemisputtering should not be efficient (Nagahara & Ozawa, 1996).

In Chapter 6 I compared the predictions of the models with the measured expansion ve-
locities and the dust-to-gas ratios of the expanding CSEs around Galactic M-stars, and their
observed correlations with the mass-loss rates.

By neglecting chemisputtering and including a consistent determination of the condensa-
tion temperature, I find that, even assuming an opacity typical of dirty silicates,grains can
form and survive in the inner regions of the CSEs (r ∼2 R∗). In these regions the grains quickly
grow to large sizes, and provide the gas with the needed acceleration. Themodels computed
adopting the HCT scheme are able to reproduce fairly well the trend of the velocity with the
mass-loss rate observed in Galactic M-giants (Fig. 6.1).

At the lower mass-loss rates, a small mismatch remains that may require further investi-
gation. A possibility is that those measured in laboratory evaporation experiments may not
represent the effective sticking coefficients that regulate the dust growth in CSEs. For in-
stance, Nagahara & Ozawa (1996) noticed that the measured sticking coefficients refer to the
crystalline structure used in the experiments, and that different structures could have different
energy barriers for the formation reactions, implying different values of the sticking coefficient.
Other authors have investigated the effects of increasing this coefficient up to 0.5 (Ventura et
al. 2012a) for pyroxene, or even 1.0 for olivine (Höfner, 2008a). I find that just increasing the
sticking coefficient of silicates to 0.2 is enough to eliminate the residual discrepancy between
observed and predicted terminal velocities of M-giants. Another possibility could be that of
decreasing the number of initial seeds in order to reach larger grain sizesthat provide a higher
opacity. Lowering the seed number from 10−13 to 10−14, the maximum grain sizes increase
from 0.1µm to 0.3µm, succeeding in reproducing the observed terminal velocities also for
iron-free silicates, as shown in Fig. 6.2.

The predicted dust-to-gas ratios of M-giants are within the observed range. However,
though the models cluster aroundδ = 1/200, which is the value usually adopted for Galac-
tic TP-AGB stars, the observed sample has a median value about 50% larger, δ = 1/135.
Furthermore the presented models never reach the highest measured values. They also follow
the usual linear scaling at decreasing metallicity, clustering aroundδ = 1/500 forZ = 0.008 but
again, the few direct data available for LMC M-giants, indicate that their dust content is more
than twice that the ones obtained from the models.

As far as C-star models are concerned, they reproduce fairly well the observed expansion
velocities of Galactic C-stars. In the homogeneous growth scheme, at the basis of the adopted
carbon dust formation model, the key role is played by the carbon over oxygen excessǫC − ǫO
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(Mattsson et al., 2010). This parameter is mainly determined by the complex interplay between
mass-loss, third dredge-up and HBB. For example, I have shown that delaying the super-wind
phase without suitably lowering the efficiency of the third dredge-up, the carbon enrichment at
the surface would be larger, and consequently the terminal velocities wouldbe higher. I have
also shown that varying the sticking coefficient of carbon can induce some degeneracy with
the metallicity but, unless one assumes a very low value (∼0.1), the velocities of Galactic C-
stars can be well reproduced. I compare the dust-to-gas ratios of the C-star models with three
different Galactic samples. Contrary to those of M-giant models which show little dependence
on the mass-loss rates, those of C-stars increase at increasing mass-loss rates. This trend is
present only in one of the three samples (Groenewegen et al., 1998) whileit is absent in the
other two. At low mass-loss rates the median values of the three samples are similar and they
are reproduced by models. At the high mass-loss rates the models are not able to reproduce
the largest observed values. I also notice that the maximum mass-loss rate obtained in the
presented models is about 2-3 times lower than the maximum observed one.

The coupling of the homogeneous growth scheme to TP-AGB models gives rise to the
following trends with decreasing metallicity. The velocities at a given mass-lossrate increase,
the dependence of the dust-to-gas ratios on the mass-loss rate becomes stronger, but their values
at low mass-loss rates decrease. Unfortunately, in spite of the huge literature on C-stars at
metallicities lower than solar, there is a severe lack ofdirectmeasurements of dust-to-gas ratio
and terminal velocities. The velocities of six C-stars toward the Galactic Halo (Lagadec et al.,
2012) are clearly significantly lower than those of the bulk of the models atZ = 0.001 and even
at Z = 0.008. However, for the three objects likely belonging to the thick disk, I reproduce
dust-to-gas ratios and velocities with C-stars ofZ = 0.008 andM∗ = 1.5 M⊙. For the other
three stars, that were classified as Halo members, the data can be reconciled with models with
Z = 0.001 andM∗ ∼4 M⊙, where the carbon excess is lowered by an efficient HBB. This value
for the mass is somewhat higher than that estimated by Lagadec et al. (2012), on the basis of
their luminosity (M∗ ∼2-3 M⊙). Furthermore, and perhaps more important, the particularly
strong equivalent width of their 7.5µm C2H2 feature is difficult to reconcile with a relatively
lower carbon excess. This could be an indication that the efficiency of carbon dust formation
decreases at decreasing metallicity as suggested by van Loon et al. (2008).

For C-stars I also compared the predicted abundance ratios of SiC relative to carbon, with
the observations. At solar metallicity, the LCT scheme predicts values that aresignificantly
higher than those observed among Galactic C-stars while at intermediate metallicitythe agree-
ment is fairly good. The three Halo stars at low metallicity have measured SiC/C ratios that
are too high compared to the ones obtained in the models. But this is more likely an intriguing
problem related to their origin because the mid infrared SiC feature is observed to decrease
significantly at decreasing metallicity. In any case the SiC/C ratio may depend on effects other
than the global metallicity or the carbon excess. For example, I have shown that increasing
the condensation temperature of carbon, lowers significantly the SiC/C ratios of models with
moderate and low mass-loss rates.

The models presented provide a powerful check of the internal processes that regulate the
evolution of TP-AGB stars, that should be added to all other existing observable tests used to
calibrate this important phase of stellar evolution.

In Chapter 7 I applied the HCT scheme to the study of dust formation at super-solar metal-
licities, Z = 0.04, 0.06. In these models, it is necessary to take into account the coupling
between dust and gas particles when computing the dust equilibrium temperature. In fact, at
these metallicities, dust can form in regions where the temperature and densityare so high that
the collisional heating of dust grains produced by H2 molecules can significantly affect the
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dust equilibrium temperature. At these high metallicities the expansion velocities are larger
than those predicted by the models presented in Chapter 6. However, I notice that some of the
Galactic stars with the largest observed velocities could be consistent with theones obtained
from the super metal-rich models.

In this thesis I also present dust ejecta of TP-AGB stars, computed from low to high metal-
licities, Z = 0.001, 0.008, 0.02, 0.04, 0.06

At low metallicity, the bulk of the dust consists of amorphous carbon, whereas, at increasing
metallicity, the range of initial stellar masses producing this dust species is limited between
2 M⊙ and 4 M⊙ at Z = 0.02. Silicate dust production dominates at lower masses due to weak
or absent dredge-up and, at higher masses, because of efficient HBB. On the other hand, at
super-solar metallicity, the dust chemistry is essentially that of M-stars and thedust ejecta are
mainly in the form of silicates.

I remark that the ejecta weakly depend on the details of the adopted condensation prescrip-
tions. This is true not only for silicate dust, but also for carbon dust as demonstrated with the
aid of test calculations in which I artificially increased the gas temperature threshold for the
activation of the C2H2 chains.

At Z = 0.001, 0.008, 0.02 the predicted dust ejecta were compared with the ones found
in the literature (FG06; Ventura et al., 2012a; Ventura et al., 2012b). From this comparison it
emerged that the results do depend on the underlying TP-AGB evolutionarymodels. In par-
ticular, a sizeable discrepancy affects the predictions for the carbon dust production at low
metallicity, between Ferrarotti & Gail (2006) the results based on theCOLIBRI code on one
side, and the ones obtained by Ventura et al. (2012a), on the other side.Furthermore, silicate
ejecta computed with theCOLIBRI code are significantly larger than those of Ferrarotti & Gail
(2006) and Ventura et al. (2012a). For C-stars these differences are related to our poor under-
standing of the mass-loss and third dredge-up processes, since their ill-determined efficiency
affects dramatically the surface C/O ratio. Differences in silicate ejecta are more subtly related
also to initial metal partitions and adopted opacities, so that it is difficult to trace back their
origin.

In both full evolutionary TP-AGB models (Ventura et al., 2012a), and TP-AGB models
based on numerical envelope integrations (Marigo et al., 2013) mass-lossand third dredge-up
are described by means of suitable parameters. For mass-loss, both modelsuse empirical laws
taken from the literature, while the third dredge-up is regulated by a parameterized efficiency
of convective overshoot in full models, or directly described by its efficiency parameter in
envelope-based models. How these parameters depend on the ambient metallicity is one of the
far-reaching questions, that are crucial for the interpretation of extragalactic observations up to
high redshift.

By dividing the dust ejecta by the total mass lost by the star during the TP-AGBphase,
I obtain the total dust-to-gas ejecta ratios. The wide range of initial metallicity values, from
Z = 0.001 to 0.06, outlines the following striking picture. The total dust-to-gas ejecta of
intermediate mass stars are much less dependent on the metallicity than usually assumed. At the
lowest metallicity the total dust-to-gas ejecta may reach and even exceed the value of the initial
metallicity by even an order of magnitude, due to the efficient carbon dust production. At the
highest metallicities, the ratios saturate, possibly due to the abrupt decreasein density produced
by the large accelerations of the dusty driven winds. While I do think that thepicture at the high
metallicities is correct, I warn the reader that the issue of the large carbon dust production at the
lowest metallicities is still open and awaits for direct observational confirmations as previously
mentioned.
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8 Conclusions

Finally I stress that the major aim of this work when coupled withCOLIBRI code, is to
provide a fast and flexible tool able to put different observations inside a common interpretative
framework. In this respect, the dust formation scheme described here willbe soon applied to
study the emission properties of the circumstellar dusty envelopes.
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Scḧoier F. L., Ramstedt S., Olofsson H., Lindqvist M., Bieging J. H., Marvel K. B., 2013,
A&A, 550, A78

Schr̈oder K.-P., Cuntz M., 2005, ApJ, 630, L73

Sharp C. M., Huebner W. F., 1990, ApJS, 72, 417

Siess L., 2010, A&A, 512, A10

Sloan G. C., Matsuura M., Zijlstra A. A., Lagadec E., Groenewegen M. A. T.,Wood P. R.,
Szyszka C., Bernard-Salas J., van Loon J. T., 2009, Science, 323, 353

Sugerman B. E. K., Ercolano B., Barlow M. J., Tielens A. G. G. M., Clayton G.C., Zijlstra
A. A., Meixner M., Speck A., Gledhill T. M., Panagia N., Cohen M., Gordon K.D., Meyer
M., Fabbri J., Bowey J. E., Welch D. L., Regan M. W., Kennicutt R. C., 2006, Science, 313,
196

Tachibana S., Tsuchiyama A., Nagahara H., 2002, Geochim. Cosmochim. Acta, 66, 713

Tielens A. G. G. M., Waters L. B. F. M., Molster F. J., Justtanont K., 1998, Ap&SS, 255, 415

136



BIBLIOGRAPHY

Todini P., Ferrara A., 2001, MNRAS, 325, 726

Tso S. T., Pask J. A., 1982, Journal of the American Ceramic Society, 65,457

Valiante R., Schneider R., Bianchi S., Andersen A. C., 2009, MNRAS, 397, 1661

Valiante R., Schneider R., Salvadori S., Bianchi S., 2011, MNRAS, 416, 1916

van der Veen W. E. C. J., Rugers M., 1989, A&A, 226, 183

van Loon J. T., 2000, A&A, 354, 125

van Loon J. T., Cioni M.-R. L., Zijlstra A. A., Loup C., 2005, A&A, 438, 273

van Loon J. T., Cohen M., Oliveira J. M., Matsuura M., McDonald I., Sloan G. C., Wood P. R.,
Zijlstra A. A., 2008, A&A, 487, 1055

Vassiliadis E., Wood P. R., 1993, ApJ, 413, 641

Ventura P., Criscienzo M. D., Schneider R., Carini R., Valiante R., D’AntonaF., Gallerani S.,
Maiolino R., Tornamb́e A., 2012a, MNRAS, 424, 2345

Ventura P., di Criscienzo M., Schneider R., Carini R., Valiante R., D’AntonaF., Gallerani S.,
Maiolino R., Tornamb́e A., 2012b, MNRAS, 420, 1442

Winters J. M., Le Bertre T., Jeong K. S., Helling C., Sedlmayr E., 2000, A&A, 361, 641

Woitke P., 2006, A&A, 460, L9

Wood P. R., 1990, in Cacciari C., Clementini G., eds, Confrontation BetweenStellar Pulsa-
tion and Evolution Vol. 11 of Astronomical Society of the Pacific ConferenceSeries, Mira
variables - Pulsation, mass loss and evolution. pp 355–363

Wood P. R., Zarro D. M., 1981, ApJ, 247, 247

Woods P. M., Walsh C., Cordiner M. A., Kemper F., 2012, MNRAS, 426, 2689

Yamasawa D., Habe A., Kozasa T., Nozawa T., Hirashita H., Umeda H., Nomoto K.,2011,
ApJ, 735, 44

Zhukovska S., Gail H.-P., TrieloffM., 2008, A&A, 479, 453

Zijlstra A. A., Lagadec E., Sloan G., Matsuura M., 2009, in Luttermoser D. G., Smith B. J.,
Stencel R. E., eds, The Biggest, Baddest, Coolest Stars Vol. 412 of Astronomical Society of
the Pacific Conference Series, The AGB Superwind in Nearby Galaxies.p. 65

137



BIBLIOGRAPHY

138



Acknowledgements

I would like to thank the referees, Jacco van Loon and Paolo Ventura, for carefully reading the
manuscript and for giving me very good suggestions which significantly improved it.

I thank Luigi Danese, Alexander Tielens, Hiroshi Kobayashi, IsabelleCherchneff and
Laura Agostini for the fruitful discussions.

I would like to express my deep gratitude to my advisors, Alessandro Bressan and Paola
Marigo, for their patience and for constantly following me during my entire PhD.
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