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Abstract

This thesis is based on some selected topics in open topological string theory which I

have worked on during my Ph.D. It comprises an introductory part where I have focused on

the points most needed for the later chapters, trading completeness for conciseness and clar-

ity. Then, following [12], we discuss tadpole cancellationfor topological strings where we

mainly show how its implementation is needed for ensuring the same ”odd” moduli decou-

pling encountered in the closed theory. Next we move to analyse how the open and closed

effective field theories for the B model interact writing thecomplete Lagrangian. We first

check it deriving some already known tree level amplitudes in term of target space quantities,

and then we extend the recipe to new results; later we implement open closed duality from a

target field theory perspective. This last subject is also analysed from a worldsheet point of

view extending the analysis of [13]. Some ideas for future research are briefly reported.
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Introduction

String theory was born in the late sixties as a non so well working method for explaining

string-like phenomena observed in processes involving strong interactions. Unfortunately

( or maybe not ) for its creators, QCD came as a much better explanation but the theory,

because of some interesting features, was not thrown away and was still studied for a while.

In particular it was noted the presence of a massless spin twoparticle which turned out to be a

perfect candidate for the graviton, the particle in charge for transmitting the gravitational force

at a quantum level. Having for a long time unsuccessfully looked for the quantum version

of general relativity, the discovery gave a tremendous boost to the work around the theory.

Indeed the initial enthusiasm was slowly partially replaced by a more skeptical vision, as the

intrinsic complications of the theory came out; since the seventies the string research history

has oscillated between periods of low results, where the difficulties appeared too much for our

limited ability, and fast leaps forward when it looked as if the quest was practically over, with

just a few minor points still to be settled. Nowadays what we are left with is a long developed

theory, intrinsically complicated, with a huge amount of theoretical results and predictions;

unfortunately none of them is really independent of the specific details of the model we need

to embed in the theory for being able to get in touch with our world. It is for example the

case of supersymmetry, a necessary condition for making thetheory consistent in itself and

with what we observe experimentally, or extradimensions, six in the various perturbative

descriptions we have. In both cases we know what we have to generically expect but we miss

the details, what is the amount of supersymmetry, how it is practically realized, what is the

shape of the internal manifold and so on. The time when the hope of uniqueness for string

theory was seen as plausible are far away in the past and we areforced to deal with some

general constructions whose explicit realization for describing our world is far from being

known. Clearly this situation has generated, during the years, some skepticism among the

physicists community, having to deal with something which in practice was not falsifiable or,

at least, not for the limited knowledge we have. So many criticisms have appeared claiming

for strings not to be useful that is, able to predict and contradict whatever experimental result
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may be found, relying on the numerous obscure patches whose mysterious details could be

properly adjusted in order to fit practically everything.

Present research is essentially divided into four subsectors: there are people trying to de-

velop “ brute force” phenomenological models in the string framework, looking for proper

compactifications, fluxes and brane arrangements, with the explicit goal of being able to ob-

tain, at least, something not in contradiction with the Standard Model or, better, to generate

some plausible prediction. Then there are people using string theory as a tool for more so-

phisticated and indirect checks as, for example, the Ads/CFT correspondence for describing

superconductivity, plasmas and so forth. Then we have people dealing with the issue of de-

veloping the theory in itself, understanding more deeply what we already know and clarifying

the points still obscure. And finally there are people tryingto better understand the theory but

through the analysis of easier toy models whose features canresemble, at least partially, the

ones of the “true“ theory but much easier to treat. This last one is also the case which better

fits the idea of studying topological string models on which this thesis will be focused.

Topological strings were invented by Witten at the end of theeighties, [79, 80, 81], and

they grew rapidly as it became clear that: first they were in principle ( and in some cases

also in practice ) completely solvable; second they carriedboth some peculiar and interesting

physical properties worth to be studied on their own, and at the same time others shared

with physical strings but here in some way more manifest and transparent. Third that they

were, even if a different theory, still in close contact withsuperstrings, explicitly through their

ability in computing coefficient for some F-terms of its space time effective theory [3, 4]. In

addition, because of their topological properties, every physical sensible quantity corresponds

to some topological invariant. This provides not only many interesting physical applications

for pure mathematics and, in general, a playground for geometry, but it also represents a

perfect example of how a close interaction between mathematics and physics can be fruitful

to both of them. A typical case is given by the link between Gromow-Witten invariants and A-

model amplitudes which was noticed long ago; it furnishes not only an interesting application

but also a computing procedure and possible hints for their generalization to the open case.

This thesis will be based on the attempt to develop some issues for open topological

strings, whose closed counterpart is generally already known but not easy to extend, hav-

ing to deal with additional physics and degrees of freedom. It is also true that open strings

are in some way much different from the closed ones but nevertheless strictly bound to them;

during all the work I have tried to focus on the conceptual andphysical differences arising

when you treat an open theory and compare it with the closed case: what can be generalized,

how it can be done, what needs new inputs and what they are. Fewanswers have been given,

many questions have arisen; and probably this was the best result.

2



The thesis is divided in four chapters: chapter one containsa brief review of the topics

we will mostly need later on; it is not supposed to be complete, instead I focused on specific

points and looked for a concise and simple treatment. Chapter two deals with the issue of

orientability for open strings; in particular we have applied the well known mechanism of

tadpole cancellation to the topological case finding a clearreason for its implementation,

peculiar of the topological theory. Starting from one loop computations, first on a torus and

then generalizing, both explicitly and through diagrams, we explain how tadpole cancellation

deletes the dependence from ”wrong“ target space moduli andhow the discussion can be

implemented as well for higher genus amplitudes. Hints for this mechanism had been already

present in the literature but clear computations were missing, so we tried to fill the gap. The

necessity of considering also closed amplitudes when dealing with an open computation is

clear already from simple topological reasons; tadpole cancellation itself requires the closed

sector to be present in an open theory ( which should be also unorientable ) in order to make

sense, but in the topological case there are reasons for thisopen-closed coupling to be weaker

then in usual superstring theories. A clear understanding of how the open and closed sector

interact with each other was necessary and we decided to tackle the problem from the target

space point of view in the third chapter. The natural continuation of this is a treatment of open

closed duality as the question of what happens when we integrate out the purely open degrees

of freedom in an open-closed theory. We answered in chapter four both using the effective

field theories and with worldsheet arguments explaining howa shift in the background moduli

of the closed theory can mimic the open part. Conclusions andopen issues follows.
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Chapter 1

An introduction to topological strings

1.1 Generic construction of topological quantum field theories

The standard construction for a topological quantum field theory starts from a non linear

sigma model withN = (2, 2) supersymmetry and aU(1) left and right R-symmetry current.

Standard arguments force the target space to be Kähler having in this way a splitting into

holomorphic and antiholomorphic indexes. In addition, if we want a superconformal symme-

try without anomalies, we have to require the vanishing of the first Chern class, that is in that

case the target space should be a Calabi Yau. The action we will consider is

S = t

∫

Σ

d2z

(

1

2
gIJ∂X

I ∂̄XJ + iψ ī−Dzψ
i
−gīi + iψ ī+Dz̄ψ

i
+gīi +Rīijj̄ψ

i
+ψ

ī
+ψ

j
−ψ

j̄
−

)

(1.1.1)

wheret is a coupling constant,g is the target space metric,XI is an embedding map

from the Riemann surfaceΣ to the target spaceX; I, J run over both holomorphic and an-

tiholomorphic indexes andψ+/− are worldsheet fermions respectively left (+) and right (−)

moving. In additionDz/z̄ is the covariant∂/∂̄ derivative with, as a connection for the target

space indexes, the pullback toΣ of the Levi Civita connection on the ( complexified tangent

of the ) target space itself, and finallyR is the Riemann tensor. Every field transforms appro-

priately under the four supercharges living on the worldsheet,Q−, Q̄− andQ+, Q̄+, with

corresponding fermionic coefficients,ǫ−+/− andǫ++/− which are ( inverse ) spin1/2 holomor-

phic and antiholomorphic sections onΣ; the upper index± stands for the R-charge ( scalars

X has R charge zero while fermions have respectively+ or − for ī and i indexes ). For

completeness let us give the explicit form for the transformations
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δX i = iǫ+−ψ
i
+ + iǫ++ψ

i
−

δX ī = iǫ−−ψ
ī
+ + iǫ−+ψ

ī
−

δψi+ = −ǫ−−∂X i − iǫ++ψ
j
−Γ

i
jmψ

m
+

δψ ī+ = −ǫ+−∂X ī − iǫ−+ψ
j̄
−Γ

ī
j̄m̄ψ

m̄
+ (1.1.2)

δψi− = −ǫ−+∂̄X i − iǫ+−ψ
j
+Γ

i
jmψ

m
−

δψ ī− = −ǫ++∂̄X ī − iǫ−−ψ
j̄
+Γ

ī
j̄m̄ψ

m̄
−

The point now is to introduce the topological twisting of thetheory; this procedure, that

can be justified in some different ways we will see later, consists in a redefinition of the

worldsheet energy momentum tensor involving the derivative of the R-symmetry currentJ .

Modulo a switch in the complex structure of the target space,there are two nonequivalent

twists that lead respectively to what are called the A and B model.

A−model : T (z) → T (z) +
1

2
∂J(z) T̄ (z̄) → T̄ (z̄)− 1

2
∂̄J(z̄)

B −model : T (z) → T (z) +
1

2
∂J(z) T̄ (z̄) → T̄ (z̄) +

1

2
∂̄J(z̄) (1.1.3)

The easiest way to look for the consequences of the twist is towrite down the divergent

terms in the OPEs before and after the twist. TheN = (2, 2) algebra is represented by [67] (

G± andḠ± are the currents associated to the four supercharges):

T old(z)T old(0) ∼ c

2z4
+

2

z2
T old(0) +

1

z
∂T old(0)

T old(z)G±(0) ∼ 3

2z2
G±(0) +

1

z
∂G±(0)

T old(z)J(0) ∼ 1

z2
J(0) +

1

z
∂J(0)

G+(z)G−(0) ∼ 2c

3z3
+

2

z2
J(0) +

2

z
T old(0) +

1

z
∂J(0) (1.1.4)

G+(z)G+(0) ∼ G−(z)G−(0) ∼ 0

J(z)G±(0) ∼ ±1

z
G±(0)

J(z)J(0) ∼ c

3z2

and similarly for thēz part. They become
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T (z)T (0) ∼ 2

z2
T (0) +

1

z
∂T (0)

T (z)G±(0) ∼ 3∓ 1

2z2
G±(0) +

1

z
∂G±(0)

T (z)J(0) ∼ 1

z2
J(0) +

1

z
∂J(0)− c

3z3
(1.1.5)

G+(z)G−(0) ∼ 2c

3z3
+

2

z2
J(0) +

2

z
T (0)

and for the A model

T̄ (z̄)T̄ (0) ∼ 2

z̄2
T̄ (0) +

1

z̄
∂̄T̄ (0)

T̄ (z̄)Ḡ±(0) ∼ 3± 1

2z̄2
Ḡ±(0) +

1

z̄
∂̄Ḡ±(0)

T̄ (z̄)J̄(0) ∼ 1

z̄2
J̄(0) +

1

z̄
∂̄J̄(0) +

c

3z̄3
(1.1.6)

Ḡ+(z̄)Ḡ−(0) ∼ 2c

3z̄3
+

2

z̄2
J̄(0) +

2

z̄
T̄ (0) +

2

z̄
∂̄J̄(0)

while for the B model

T̄ (z̄)T̄ (0) ∼ 2

z̄2
T̄ (0) +

1

z̄
∂̄T̄ (0)

T̄ (z̄)Ḡ±(0) ∼ 3∓ 1

2z̄2
Ḡ±(0) +

1

z̄
∂̄Ḡ±(0)

T̄ (z̄)J̄(0) ∼ 1

z̄2
J̄(0) +

1

z̄
∂̄J̄(0)− c

3z̄3

Ḡ+(z̄)Ḡ−(0) ∼ 2c

3z̄3
+

2

z̄2
J̄(0) +

2

z̄
T̄ (0)+

Three comments are in order:

• First we can easily see that the central charge has disappeared from the OPE of the

energy-momentum tensor with itself. So we will not have to add ghost in order to delete

it and, a priori, it makes sense to consider theories in everytarget space dimension. Also

the restriction that would have come in usual superstring theory from anN = (2, 2)

model to be with2 + 2 dimensions, drops out.

• Second from the1
z2

coefficient in the second OPE you can see that the currentsG± and

Ḡ± have become either spin one or spin two objects so that the corresponding charges

are either scalars or spin one ( similarly among the four fermions in the Lagrangian two

will become scalars and two one forms ).

7



• Third theT − J OPE, whenc = c̄ = 9, replies exactly the one of the ghost number

current with the energy momentum tensor in bosonic string.

Related to the third point above let us note that for anN = (2, 2) supersymmetric model

c = c̄ = 9 means three complex dimensions in the target space. If this theory ( the original

untwisted one ) had to be interpreted as the internal six dimensional theory of a ten dimen-

sional one whose 4 dimensional part is a usual superstring theory, thenc = c̄ = 9 is exactly

what you need in order to delete the complete central charge.Later we will see a third, much

more clear reason, for restricting to the three complex dimensional case.

Still the main point to analyse is the observation of the presence of two scalar charges out

of the four original spin one-half supercharges. In particular this allows us to define a globally

well defined charge over every Riemann surface defined as the sum of them. So for the two

models we have

QA = Q+ + Q̄−

QB = Q+ + Q̄+ (1.1.7)

What we do is to considerQA/B as a BRST-like operator defining as physical states only

the one in its cohomology, and asking to the vacuum to beQ-closed. It is worth to mention,

for future use, a completely equivalent way for defining the topological twist; in spite of

considering the same action with a twisted energy momentum tensor we consider the same

energy momentum tensor with a modified action. What we want todo is to change the spin

of the fields/operators depending on their R-charge, so we add a background gauge fieldA,

coupled to the R-symmetry current, with the requirement forA to be equal to1
2

the spin

connection. Signs has to be set depending on the twist:

S → S +

∫

Σ

±JĀ± J̄A (1.1.8)

In this way we can delete the spin connection for two fermionsand double it for the other

two so to obtain two scalars and two one forms.

The last point to analyse is the similarity in structure between topological string and

bosonic string. We look at the holomorphic side and considerthe+ twist in (1.1.3) ( for

the− twist it is enough to redefine the corresponding R-symmetry current as minus itself ).

If you made the correspondence between the following quantities

G+ ↔ JBRST , J ↔ Jghost, T ↔ Tghost+matter, G− ↔ b (1.1.9)

8



then the commutation relations among them are the same on both sides. Still there are two

important differences. One we have already seen, that is thevanishing of the central charge

for topological theories in every dimension, while for the bosonic string you have to work in

26. The second is a little more subtle but maybe even more important: while the cohomology

for the ghostb in bosonic string is vanishing, that is every closed state with respect tob is

also exact1, in topological string the corresponding quantity, the supercurrent of spin two,

has a charge whose cohomology is nontrivial. It is in fact theCPT conjugate of the spin

zero supercharge cohmology2. This will be fundamental in the future when we will study

the holomorphic anomaly equation. Having seen the twist we pass now to analyse the most

important properties forA andB model.

1.1.1 A-Model

The topological charge is

QA = Q+ + Q̄− (1.1.10)

and out of the four fermions in the Lagrangian two become scalars as well,ψi+ → χi, ψ ī− →
χī, and two one forms,ψi− → ρiz̄ , ψ

ī
+ → ρīz. The BRST transformations are easily obtained

keeping only thoseǫ-parameters associated to the two scalar supercharges forming our BRST

operator, renaming them simplyǫ, and fixing them to be a constant instead of a generic func-

tion. The other two will be put to zero. So we have

δX i = iǫχi

δX ī = iǫχī

δχi = 0

δρīz = −ǫ∂X ī − iǫχj̄Γīj̄m̄ρ
m̄
z (1.1.11)

δρiz̄ = −ǫ∂̄X i − iǫχjΓijmρ
m
z̄

δχī = 0

It is straightforward to see that these transformations square to zero except for terms pro-

portional to the equations of motion forρ. It is nevertheless possible to add auxiliary fields to

make it nihilpotent also off shell. Also, modulo terms againproportional to theρ-equations

of motion, we can see that the action (1.1.1), opportunely modified by the field changing due

to the twist, can be put in the form
1and this can be easily inferred from the existence of the ghost c whose commutation relations withb are{b0, c0} = 1
2and thus the quantity corresponding to the ghostc does not exist

9



SA = t

∫

Σ

d2z

(

1

2
gIJ∂X

I ∂̄XJ + iχīDzρ
i
z̄gīi + iρīzDz̄χ

igīi +Rīijj̄χ
iρīzρ

j
z̄χ

j̄

)

=

=
it

2

∫

Σ

{QA, V }+ t

2

∫

Σ

X∗(K) + (eq. of mot. for ρ) (1.1.12)

for

V = gī,j

(

ρīz∂̄X
j + ∂X īρjz̄

)

andX∗(K) the pullback of the Kähler formK = −igij̄dzidzj̄ through the mapXI . The

important consequence from this expression is that the pathintegral depends on the complex

structure of the target space only through termsQA-exact! That is, being the eventual operator

insertionsQA-closed as well as the vacuum, it is independent by the targetspace complex

structure. It is in this sense that it is called a topologicaltheory. Of course it mantains the

dependence trough the Kähler moduli so in fact it would be better to call it semi-topological.

The only issue can come from the terms proportional to the equations of motion forρ but we

can modify the topological BRST transformations in such a way to make (1.1.12) without

those terms; and not beingρ present, as we will soon see, in the local physical operatorsof

the theory, this does not effect the computations. We pass now to briefly describe the physical

local operators in the theory, that is those in the cohomology ofQA. They can be formed only

by the scalarsX andχ. The most generic form, obeyingχ the statistics of a fermion, is

OW = WI1,...,Inχ
I1 . . . χIn (1.1.13)

and, to be in the BRST cohomology, it is immediate to check that W should be in the

de Rham cohomology for the target space and vice versa. That is there is an isomorphism

between thed operator in the target space andQA.

The last point I want to focus on for the moment is about zero modes in the path integral.

Let us definep as the number of theχi andχī zero modes andq the corresponding one for

theρiz̄ andρīz ones. The Riemann Roch theorem tells us thatp − q = d(2 − 2g) whered is

the complex dimension of the target space andg the genus of the worldsheet ( presently we

will consider only closed surfaces ). For having non zero amplitudes we should soak up these

zero modes with appropriate insertions of physical operators and, being usuallyp − q > 0,

the amplitude will be nonzero only if there are enoughχ’s in the path integral insertions.

1.1.2 B-Model

The topological charge is

10



QB = Q+ + Q̄+ (1.1.14)

and the fermions split into scalars,ψ ī+ andψ ī− renamed for convenienceη ī ≡ ψ ī + ψ ī and

θi ≡ gīi
(

ψ ī − ψ ī
)

, and one forms,ψi+ → ρiz, ψ
i
− → ρiz̄. The BRST transformations will be

δX i = 0

δX ī = iǫη ī

δθi = 0

δη ī = 0 (1.1.15)

δρiz̄ = −ǫ∂̄X i

δρiz = −ǫ∂X i

Also in this case these transformations square to zero on shell ( but it is possible an off

shell formulation ). And also in this case we can rewrite the action in a more useful form

SB =
t

2

∫

Σ

d2z
1

2
gIJ∂X

I ∂̄XJ + iη ī
(

Dzρ
i
z̄ +Dz̄ρ

i
z

)

gīi + iθi
(

Dz̄ρ
i
z −Dzρ

i
z̄

)

+

+Rīijj̄ρ
i
zη
īρjz̄θmg

mj̄ =
it

2

∫

Σ

{QB, V }+ t

2

∫

Σ

W (1.1.16)

with

V = gīi

(

ρiz∂̄X
ī + ρiz̄∂X

ī
)

and

W =

∫

Σ

(

−θi
(

Dzρ
i
z̄ −Dz̄ρ

i
z

)

+Rīijj̄ρ
i
zη
īρjz̄θmg

mj̄
)

It is a little more difficult than in the A-model, but also hereit is possible to show a

semi independence by target space moduli. In particular under a change of Kähler form the

variation ofW can be shown to beQB-exact. Obviously there is dependence by the target

space complex structure as it is manifest already from (1.1.15).

In analogy with what already done for the A-model we can writedown the most generic

local operator in the cohomology ofQB:

OW = W j1...jm
ī1,...,̄in

η ī1 . . . η īnθj1 . . . θjm (1.1.17)
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with W a (0, n) form in the ∂̄-cohomology of the target space with values in∧mT 1,0X

whereX is our target space andTX its tangent space. Now it is a theorem that, in every

Calabi Yau manifold ( we will soon see that for the B-model it is required also the Calabi

Yau condition ), it exists an isomorphism between(0, n) forms with values in∧mT 1,0X,

Ω(0,n) ⊗ ∧mT 1,0X, and(d − m,n) forms, whered is the complex dimension ofX. This

isomorphism is given by the contraction with the, up to a scale factor, unique holomorphic

d form existing on the Calabi YauX. So the space of physical operators is in one to one

correspondence withHd−m,n
∂̄

(X).

If we consider the twisting procedure (1.1.3) and we specialize to the case of the1
z2

and 1
z̄2

coefficients of a Laurent expansion, we find

L0 → L0 +
1

2
J0 L̄0 → L̄0 +

1

2
J̄0

and this corresponds to the twisting of the generator of Euclidean rotations on the Riemann

surface ( the Wick rotated Lorentz group ) by the generator ofthe axial R-symmetry current.

But theU(1)A has an anomaly proportional to the first Chern class and so, while for theA-

model the Calabi Yau requirement was only for conformal invariance, here it is necessary

for the very existence of theB-model itself. Finally we have a zero mode condition for

correlation functions such that, beingpa the number ofη zero modes from the operatora and

qa the number ofθ zero modes, then

∑

a

pa =
∑

a

qa = d(1− g)

where the requirement of equal number of left-right zero modes comes from a discrete

left-right ghost number symmetry hidden by the choice of a single ǫ parameter in (1.1.15)

and the mixed scalar fermions.

1.1.3 Fixed point theorem

We want here to describe a intriguing idea due to Witten [81] for showing how the path

integral for theA andB model reduces essentially over an integral over, respectively, holo-

morphic maps and constant maps. This is usually shown starting from the two actions in the

shape (1.1.12),(1.1.16) and going to the classicalt → ∞ limit. But the following derivation

is much simpler and more elegant.

Consider some symmetryQ of a theory acting without fixed points. Then being the action

and, if any, also the operator insertionsQ-invariants, you can split the path integral on the

functional spaceS into the one over the fiber ofQ times the cosetS/Q:

12



∫

S

O1 . . . One
−S =

∫

Q

∫

S/Q

O1 . . . One
−S

The volume of the symmetry group
∫

Q
is some general prefactor but, if the symmetry is

fermionic, by definition of Grasmannian integral it is zero.So the path integral itself is zero.

If now we allow the presence of fixed points the result easily generalizes to the statement that

the path integral collapses to the integral over the fixed locus. So the only thing we have to do

is to look at the fixed locus of theQA andQB symmetries (1.1.11),(1.1.15). For theA model

this is ( other thanχI = 0 ) ∂X ī = ∂̄X i = 0 thus holomorphic maps. While for theB model

∂X i = ∂̄X i = 0 ( andη ī = 0) so constant maps!

1.1.4 Integration on the metric

Because in the following we will concentrate on theB model let us use that explicit example.

In any case, most of the things we are going to say can be translated inA model language.

Until now what we have done is a path integral over the embedding mapsXI : Σ → X;

so just a usual quantum field theory. Now we want to pass to a string theory and for doing

so we have to extend the path integral to the worldsheet metric. In bosonic string theory,

because of the symmetries of the action, the integral over the metric reduces to an integral,

with appropriate measure, over the nonequivalent complex structures of the Riemann surface

modulo, on genus zero and one, the conformal Killing vector symmetries. Because of the

similarity with the structure of the bosonic string, amplitudes in topological string are defined

in the same way, translating the bosonic string objects intothe topological ones, following

the dictionary given in (1.1.9). In particular the Beltramidifferentialsµ are now folded with

theb andb̄ ghosts topological string analogues, that is the spin two supercurrents:

3g−3
∏

k=1

∫

Σ

bµk

∫

Σ

b̄µ̄k ↔
3g−3
∏

k=1

∫

Σ

G−µk

∫

Σ

Ḡ−µ̄k (1.1.18)

We have seen that thec ghost has no analogue. So for fixing the conformal Killing vector

symmetries it will be enough to fix some positions for vertex operator insertions without the

c ghost contraction. This means that we will have to deal, as usual, with sphere three point

amplitudes etc... In quantum field theory the fact that we have to soak up zero modes can be

translated in aU(1)A anomaly statement with charge anomaly of ( on a Calabi Yau )d(2−2g).

For g > 1 surfaces there is no way to balance it with local operator insertions because they

do not contain negative R-charge fermions, theρi’s. But now, in string theory, our amplitudes

13



are defined with the insertion of (1.1.18), and bothG− andḠ− carry negative R-charge. In

particular, for the cased = 3 we can have non vanishing amplitudes at whatever genus!

1.2 Holomorphic Anomaly Equation

In this section we are going to describe a series of powerful recursive relations which should

be satisfied by topological amplitudes. Both the derivationof these constraints and the physics

involved, their actual meaning, the implications and theirinterpretation are beautiful and rich

subjects and describe, as we will see, something novel with respect to the usual string theory.

1.2.1 Deformations

We have seen what are the local operators in the cohomology ofthe topological chargeQB,

but those bring with them always some positive R-charge so, as long as we want to maintain

R-symmetry an actual symmetry, we cannot insert them in higher genus amplitudes. Still

there is a way of defining correlations functions but for non-local operators. To this goal

consider the following descent equations forO[1] andO[2], whereO[0] is a physical operator

like (1.1.17) withn = m = 1 and, in the meantime,d is the worldsheet de Rham differential:

0 = [QB, O
[0]]

dO[0] = {QB, O
[1]}

dO[1] = [QB, O
[2]]

dO[2] = 0

It should be already clear thatO[1] andO[2] are respectively a one and a two worldsheet

forms. The fact that it exist a solution for the equation relies on the topological invariance

of the theory with respect to the worldsheet metric which in turns implies independence of

the correlation functions by the positions of the local operator insertions. And this is true

because the worldsheet energy momentum tensor of the theoryis, due to the supersymmetry

algebra,QB ( QA ) exact; because a derivative with respect to the worldsheetmetric of some

correlation function means the insertion in the amplitude of an exact operator, that should

give zero3. So

3in fact after the passage to string theory, integrating overmetrics, this is no longer true because of the insertions of the Jacobians (1.1.18)

whose effect is to give contributions from the boundary of the moduli space as we will soon see. Nevertheless the following ideas can be

implemented in the quantum field theory framework where the argument is strict
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0 = d〈O[0](z, z̄) . . . 〉 implies dO[0] = {QB, O
[1]}

The second step of the descent equation can be similarly justified looking at variations of

amplitudes after a change in the one chain over which you are integratingO[1]. If now we

integrateO[p] for p = 1, 2 over ap-cycleCp we obtain

[QB,

∫

Cp

O[p]] =

∫

Cp

dO[p−1] =

∫

∂Cp

O[p−1] = 0

( we will later see that, even in the case of integration over the wholeΣ, but for an open

surface, the result still holds because of the boundary conditions on theB-model fields ).

So we have some nice nonlocal operatorsQB closed. Moreover the difference between two

identical operators, only integrated over two different p-cycles whose difference isCp−C ′
p =

∂Bp+1, is an exact object in the shape[QB,
∫

Bp+1
O[p+1]]. It is even nicer the fact that, when

p = 2, the solution to the descent equation is a zero R-charge object:

O[2] = {Q−, [Q̄−, O[0]]} (1.2.19)

Thus correlation functions of such operators are always possible. Not only that but we can

also add the same objects directly to the action and obtaining in this way a full spectrum of

deformedB-model theories.

S → S + xi
∫

Σ

{Q−, [Q̄−, O
[0]
i ]}

Note that a more generic kind of deformations is in principlepossible, the ones withO[0]
i

replaced by generic R-charge physical operators, and not only the marginal(1, 1) objects we

have used until now. But this class of deformations breaks the R-symmetry of the Lagrangian

and destroys conformal invariance, so in the future we will concentrate to the marginal case

which will be identified because of the middle roman indexesi, l, . . . parametrizing those

operators. The generic case will be labelled by beginning roman indexesa, b, . . . .

It is a mathematical statement that the tangent space to the moduli space of complex struc-

tures ( or Kähler moduli for theA model ) is parametrized by deformations belonging to

H0,1

∂̄
⊗ T 1,0X, that is they are in correspondence with the class of operator in theB-model

we are looking at, the marginal ones ( for theA case the tangent space of deformations is

parametrized byH1,1
d ). Then it is possible to show [81], but easy to guess, that thedeformed

action just described corresponds exactly to anotherB model ( resp.A model ) with the

original action but in a target space with deformed complex structure ( resp. deformed Kähler

class ).
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When we have introduced the twisting of a supersymmetricσ model we have considered

a standard Lagrangian in the shape (1.1.1). However we can think to start from something

more complicated with generic F-terms and then twist it. What we end up with is a more

generic set of topological theories parametrized by these new chiral pieces; in detail the new

Lagrangian we will consider is, before the twist,

S +
∑

i

ti
∫

Σ

O
[2]
i +

∑

ī

t̄ī
∫

Σ

Ō
[2]

ī
(1.2.20)

with O[2]
i the solutions (1.2.19) to the descent equation already discussed, but before the

twist, that is with the two supercurrents still spin3
2

objects and with the fermions in (1.2.19)

still spin 1
2
. The pieceŌ[2]

ī
is the charge conjugated ofO[2]

i . Clearly, if we are going to twist

(1.2.20) in theA ( resp.B ) way, we will include in (1.2.20) only terms such thatO[2]
i will be

the solution to the descent equation for that twist, that is containing the two novel spin two

supercurrents after anA ( resp.B ) twist. The theory is parametrized byti, t̄ī. Now we can

apply the procedure described in the previous section and deform this theory with the zero

R-charge non local operators. So in general we will have

S +
∑

i

(

ti + xi
)

∫

Σ

O
[2]
i +

∑

ī

t̄ī
∫

Σ

Ō
[2]

ī
(1.2.21)

Note that if we had twisted in the antitopological way the deformationsxi would have

appeared as̄xī besidet̄ī. As xi correspond to an infinitesimal deformation in the point in

moduli space around which the theory is, soti, t̄ī determine that point. That means that we

will have a theory whose target space complex structure ( or Kähler form ) will end up to be

in ti+xi, t̄ī. As an aside comment note that while (1.2.20) was still an hermitean action, after

the twist and the deformation (1.2.21) is no longer. In particular if it was true that̄t was the

complex conjugate oft, of courset + x is a completely independent variable.

1.2.2 State operator correspondence

We are going to describe, first in a mathematical abstract way, and then giving the physical

interpretation, the correspondence between physical operators and vacua in the theory. Let

us start by remembering the correspondence between topological charges and target space

differential operatorsd and∂̄. It exist a powerfull statement call Hodge decomposition, which

decomposes differential forms into harmonic, exact and co exact pieces, and that can be

applied to our case. In particular consider a fixed vacuum called |0〉 and a very generic

operator,φ, not necessarily in the cohomology of the topological charge. It is true that when
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we applyφ to |0〉 we obtain a state|φ〉0 uniquely defined by both the operator and the vacuum.

We can apply Hodge decomposition to this state, with respectto the topological chargeQ (

eitherQA orQB ) having

|φ〉0 = |φH〉0 +Q|α〉0 + Q̄|β〉0
whereQ̄ is the hermitean conjugate ofQ, |φH〉0 is some harmonic state, that is annihilated

by bothQ andQ̄, and|α〉0 and|β〉0 are generic states. If we now select|φ〉0 to beQ-closed,

that is[Q, φ] = Q|0〉 = 0, it is true that

0 = (Q|φ〉0, |β〉0) =
(

QQ̄|β〉0, |β〉0
)

=
(

Q̄|β〉0, Q̄|β〉0
)

(1.2.22)

where(. . . , . . . ) is some norm with respect to which̄Q is the hermitean ofQ. So, because

of the properties of the norm,̄Q|β〉0 = 0 and the decomposition of the state|φ〉0 is made

out of an harmonic object plus aQ exact one, that is its cohomology class is represented

by a unique harmonic representative. The point is that an harmonic state is, by definition,

annihilated by bothQ and Q̄ and so, because of the supersymmetry algebra, it has zero

energy. It is a vacuum. So the conclusion is that physical operators in the theory are in one

to one correspondence with vacua. There is an explicit corresponding physical construction

which we will now describe.

Consider a hemisphere as a local patch of some Riemann surface. On this hemisphere

you can insert some vertex operator which will propagate along the worldsheet time and will

describe a string state. In order to produce a vacuum we stretch the ending piece of the

hemisphere as a long tube of lengthT ; associated to it there will be a long time evolution

of the state which can be described by the usual exponential of the worldsheet Hamiltonian

e−HT . In the limit T → ∞ everything with non zero energy is suppressed and the empty

hemisphere can be interpreted as a vacuum state|0〉. Instead applying theQ-closed operator

φa on the tip of the hemisphere acts producing a state|a〉0 Q-closed as well. This is shown in

picture (1.1)

φa

|a〉0

T → ∞

Figure 1.1: State-operator correspondence via a geometrical construction

It seems at first that it exists a problem with this definition,that is if you consider for
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example marginal operators, these have one right moving andone left moving fermion. So

natural boundary conditions require the state to be in the NS-NS sector while we would like

a vacuum to be R-R. But here is the place where the topologicaltwist enters to save the day

and, magically, the two fermions, while conserving the statistic, become worldsheet bosons.

Going back to our previous notation we can say that everyOa is associated with a vacuum

|a〉. As special cases we have marginal operatorsOi → |i〉 and the identity operator,Id,

whose insertion on the Riemann surface is obviously irrelevant, and which is mapped onto

the originally chosen vacuum|0〉. From now on we will drop the “0“ from the notation leaving

implicit a choice of some original vacuum corresponding toId. Out of the states so created

we can construct two metrics. The first one is defined as

ηab = 〈a|b〉 (1.2.23)

and can be seen as a sphere ( two sewn hemispheres ) with two operator insertions. The

norm〈. . . | . . . 〉 is different from the one in (1.2.22) as moving around a scalar charge in this

case does nothing, so thatQ can pass untouched from one side to the other, while in the

previous case it would have changed, by definition, toQ̄. Because of this propertyηab is well

defined as a metric between the two vacua also without the necessity of an infinitely long tube

in the middle; this comes from the fact that everyQ exact piece eventually added on one side

is killed by the closed state on the other. Being a sphere withtwo insertions the R-symmetry

selection rules forces the left+ right charge to be equal to3, so two marginal insertions

are not possible. We can construct also another metric [18] made out sewing an hemisphere

topologically twisted, that is over which the scalar chargeisQ, and another antitopologically

twisted, with scalar chargēQ. The equator will correspond to the ”border” separating the

topological from the antitopological part. If one is askinghow practically does it work the

twisting procedure on a patch of Riemann surface, the answercan be visualized in term of

(1.1.8), that is we can imagine the presence of a background gauge field appropriately coupled

with charged objects. When the twist changes this coupling changes. Obviously the scalar

topological charge on one side becomes a spin one object on the other so it can move freely

only on its side, and vice versa. Thus for defining a metric between two vacua here we need

to have a long neck in the middle. Further these strange objects have no reason to satisfy the

usual R-symmetry rules for the sphere, and in fact they do not. Only it is required the same

opposite charge on both sides. The definition is as follow

gab̄ = 〈a|b̄〉 (1.2.24)

In fact there is no reason to prefer the topological theory tothe antitopological one so
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there should be a linear transformation between the topological base of all vacua|a〉 and the

antitopological one|b̄〉:

|a〉 =M b̄
a|b̄〉 (1.2.25)

CPT transformations in 2 dimensional theories exchanges|a〉 with |b̄〉 and expresses|b̄〉 =
M̄ c

b̄
|c〉 so we haveMM̄ = 1. Playing withη,g andM it is easy to find the expression

gābηbc =M ā
c (1.2.26)

The last element to introduce is the matrix of the chiral ringC. From the requirement that

the OPE of two operators in the cohomology ofQ still belongs to it, we have

OaOb = Cc
abOc +Q− exact pieces (1.2.27)

or, on the states,

Oa|b〉 = Cc
ab|c〉 (1.2.28)

So clearly it is correct the interpretation ofCabc as a three point function on the sphere (

once the R-charge anomaly is satisfied ), because

Cabc ≡ ηadC
d
bc = 〈a|d〉Cd

bc = 〈a|Ob|c〉 = 〈0|OaObOc|0〉
We can now try to define a connection describing how the vacuumstates|a〉 and|ā〉 behave

when we move around the space of moduli, that is we are fiberingthe vacuum bundle over a

base space which is the moduli space of the theory, this last one parametrized by coordinates

t, t̄. The standard definition is

Aαβγ = 〈β|∂α|γ〉 (1.2.29)

where Greek indexes can run on both barred,a, and unbarred,̄a, ones. If we want to raise

indexes in the connection we should use the appropriate metric to the twist we have locally

decided to do. So for example

Aabc = gad̄Abd̄c = ηadAbdc

This connection has the property of giving a covariant derivative whose action on some

vacua is orthogonal to every other vacua ( of true zero energy), because

〈a|Db|c〉 = 〈a|∂b − Ab|c〉 = 0
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This is also equivalent to the property of being a metric connection, that is such that the

metric is covariantly constant. This can be explicitly checked, for example for the metricgab̄:

Dagbc̄ = ∂agbc̄ −Adabgdc̄ − Ad̄ac̄gd̄b = ∂agbc̄ − (∂a〈b|)|c̄〉 − 〈b|∂a|c̄〉 = 0

where the last equality follows from the very definition ofgbc̄ = 〈b|c̄〉 and remembering

that the derivative effectively follows the usual Leibniz rule also for〈b|c̄〉, because deriving

means the insertion of a state on the whole worldsheet and so,in particular, on the sum of

the left and right hemispheres ofg. Another property we will use is that mixed indexes

connections are zero. For example

Ac̄āb = gc̄d〈d|∂ā|b〉
but

〈d|∂ā|b〉 = 〈d|[Q,Oa]|b〉 = 〈d|QOa|b〉 = 0

becauseQ, being scalar on both the hemispheres, can be moved on the other side and

killed by |d〉. If we were going to analyseAcāb it would have sufficed to lower the indexc with

η and apply the same argument. Clearly this does not work for∂a|b〉 beingQ̄ a charge one

object we cannot move around. Now, as usual for metric connections, we have formulas for

the non vanishing components:

Acab = gcd̄∂agbd̄ Ac̄āb̄ = gc̄d∂āgb̄d

The key property about the geometry of the moduli space relies on a set of equations called

the tt* equations, [18], and relating commutators of the covariant derivatives analysed with

the ones for the matricesC of (1.2.27). These equations are

[Da, Db̄] = −
[

Ca, C̄b̄
]

(1.2.30)

[Da, Db] = [Dā, Db̄] = 0

with Ca
b̄c

= gcc̄C̄ ā
b̄c̄
gāa. We will not derive them, computations are clear enough in the

original paper, but only explain one key point needed in the proof. In fact the basic idea

is simply to interpret derivatives as insertion of operators. Then you have to play with the

various supercharges involved and the supersymmetry algebra in order to obtain the result.

The key point that differentiate this from analogous computations we will do later for the

holomorphic anomaly equation is that here we will discard eventual contact terms. Contact

terms are singular coefficients that can appear in the OPE of two operators and that should
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be appropriately regulated. In fact, when you insert an operator integrated over the entire

Riemann surface, you should regularize the procedure avoiding it approaches too much other

operator insertions. And this is part of the definition for anoperator insertion. Here we will

not care about this point because of the long tube limit we areimplicitly taken forg that can

spread apart whatever close contact term present before thelimit.

The very last point for this section is the relation between the metricgij̄ and the Kähler

metric on the moduli space we will soon define. We will restrict ourself on marginal direc-

tions because we want to look at the tangent space of the moduli space preserving conformal

invariance. Let us start from the definition

Gij̄ =
gij̄
g00̄

(1.2.31)

The rational behind this definition is to have a metric independent of whatever redefinition

of the vacuum|0〉 through an holomorphic function of the moduli space parameters,|0〉 →
f(ti)|0〉, ( we can think to have fixed the antiholomorphic ambiguity after having chosen a

topological twist because the vacua corresponding tot̄ī coordinates are the antitopological

ones and they do not mix with the others ). In fact the vacuum|0〉 can be seen as a section

of a line bundleL over the moduli space, the sphere amplitude given by〈0|0〉 is a section of

L2 and generic genus g amplitudes, because of their reduction to lower genus ones through

sewing principles, as sections ofL2−2g. In the same way the antitopological vacuum|0̄〉 is

considered a section of̄L and similarly the amplitudes. In addition we define the functionK

such that

e−K = g00̄ (1.2.32)

A chain of equalities says

Gij̄ =
gij̄
g00̄

= g00̄gij̄ = C l
i0g

00̄C k̄
j̄0̄glk̄

where we have usedC i
j0 = δij which is clear from the very definition (1.2.27) remembering

that the operator associated with|0〉 is the identity. Now we use the tt* equations and in

particular the zero-zero component of
[

Di, Dj̄

]

= −
[

Ci, C̄j̄
]

which reads, after deleting all

zero pieces and remembering that for charge conservationg0k̄ = g00̄

C l
i0g

00̄C k̄
j̄0̄glk̄ =

[

Ci, g
−1C̄j̄g

]0

0
= −∂j̄A0

i0 = −∂j̄
(

g00̄∂ig00̄

)

= −∂j̄∂ilog(g00̄) = ∂j̄∂iK

So we have the result
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∂̄j̄∂iK = Gij̄ = gij̄e
K (1.2.33)

where of courseK is interpreted as the Kähler potential on the moduli space.

1.2.3 Closed case

We want now to discuss what is the dependence of the theory by the antiholomorphic param-

eterst̄ī corresponding to the marginal directions. Naively deriving a path integral containing

the action (1.2.21) with respect tōtī, gives as a result the insertion of aQ-exact object in

the correlation function, and we know it is zero. However here we are really talking about

topological string theory and the path integral contains, by definition, the insertions (1.1.18)

as well. And these insertions will make the story more interesting. So let us derive a genus

g amplitude, for now without vertex operator insertions, with respect tōtī. As already said it

corresponds to the insertion of the operator

∫

Σ

Ō
[2]

ī
=

∫

Σ

[Q+, {Q̄+, Ōī}]

and we can substitute the charge commutators with circle integrals of the corresponding

currents around the position of the operatorŌī. So we have

∂̄īF g =

∫

Mg

[dm]〈
∫

d2z

∮

Cz

G+

∮

C̃z

Ḡ+Ōī(z)

3g−3
∏

k=1

∫

Σg

G−µk

∫

Σg

Ḡ−µ̄k〉Σg

where〈. . . 〉Σg is the usual quantum field theory amplitude computed onΣg, andMg is

the moduli space of its nonequivalent complex structures. If we want to kill Q+ and Q̄+

on the vacuum, that is geometrically deformG+ andḠ+ till they reduce to circle integrals

without anything with singular OPE inside, we should make them commuting withG− and

Ḡ− contained in the Jacobian measure. Again the geometrical interpretation is thatG− and

Ḡ− are inserted all overΣg and makingG+ andḠ+ pass across them gives as a result ( minus

) the commutator of the corresponding charges. This has beenrepresented in (1.2)

and holds, after appropriate cutting and sewing of the currents, also for surfaces with han-

dles. The result of this double commutator gives, because ofthe supersymmetry algebra,

the holomorphic and antiholomorphic part of the energy momentum tensorT = ∂S
∂g

, con-

tracted with the Beltrami differentials around whichG− andḠ− were integrated. And being

µk̃ =
∂g

∂mk̃
thenTµk̃ =

∂S

∂mk̃
, that is a moduli derivative of the whole amplitude.
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Ōī Ōī

ŌīŌī

G−

G−

G−G−

Ḡ+Ḡ+

Ḡ+

Ḡ+

G+
G+

G+

G+

G+

Figure 1.2: How to implement a commutator on amplitudes using deformations of the corresponding currents

on the Riemann surface

∂̄īF g =

∫

Mg

[dm]

3g−3
∑

k̃,
¯̃
k=1

∂

∂mk̃

∂

∂m̄
¯̃k
〈
∫

Σg

Ōī

∏

k 6=k̃

∫

Σg

G−µk
∏

k̄ 6=¯̃
k

∫

Σg

Ḡ−µ̄k̄〉Σg

So we see how the antiholomorphic derivative ofF g reduces to a contribution coming

from the boundary of the moduli space. This boundary is nothing but the degeneration ofΣg
when one non trivial cycle shrinks to zero size or, a conformally equivalent picture, when an

handle ( with complex modulusτ ) goes in the limit of a long tube (Imτ → ∞ ) 4. There are

two cases: the cycle can be dividing or not, that is cutting along it you end up either with two

surfaces with genusgi + g2 = g or with one surface with genusg − 1.

Let us analyse the second case first. When the limit is taken the degenerated Riemann

surface has3g−6 complex moduli on the non degenerated cycles and two for the degenerated

one, placed on the two insertion pointsz1,z2 of the long tube on the surface5; these two carry

a Beltrami differential written as [66]

4This is clear from the fundamental region of integration ofτ on a torus,− 1
2
≤ Reτ ≥ 1

2
, |τ | ≥ 1 but with the lines at± 1

2
and the

two lines of the low arch identified, so that the only boundaryis really atImτ → ∞
5see the discussion around (4.1)
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Non dividing cycle

Dividing cycle

Figure 1.3: Dividing and non dividing cycles.

∮

C
zi

G−
∮

C̃
zi

Ḡ− (1.2.34)

Having a double derivative in our computation, one of them will force us on the previously

described boundary on the moduli space and we still remain with the other. This will be a

derivative normal to the boundary and so, for the particularpiece of moduli space we are con-

sidering, written as ∂
∂Imτ

. As will be better explained in (4) there is a general way of sewing

and cutting Riemann surfaces where you mimic the cut and paste along some non trivial cycle

as a sum over a complete set of states times some metric. In thecase of topological string it is

enough to use the statesOj ( for an explanation see (4) ) so that we will replace the long tube

with an elongated sphere with two operator insertions, two additional insertions onz1 and

z2, and two metrics. The (1.2.34) Jacobian will be integrated around the operatorsOj while

the two insertions on the sphere will be fixed. It remains to analyse the various positions of

the operatorŌī originally integrated on the full Riemann surface. It can beshown that the

contribution, when the domain of integration is restrictedto the degenerate surface but not on

the long handle, is vanishing; this both from a zero mode counting and because of the action

of ∂
∂Imτ

on an amplitude independent byImτ . So we remain with ([dm′] is the measure for

the moduli space of theg − 1 Riemann surface without the long handle)

∂̄īF g =
1

2

∑

all handles

∫

Mg−1

[dm′]

∫

d2z1d2z2
∂

∂Imτ

〈
∫

ΣImτ→∞
g

Ōī

∮

Cz1

G−
∮

C̃z1

Ḡ−
∮

Cz2

G−
∮

C̃z2

Ḡ−
3g−6
∏

k=1

∫

Σg−1

G−µk

∫

Σg−1

Ḡ−µ̄k̄〉ΣImτ→∞
g

with the 1
2

coming from the invariance of the moduli under exchange ofz1 with z2. The

second line becomes

〈
∮

G−Ḡ−Oj(z
1)

∮

G−Ḡ−Ok(z
2)

3g−6
∏

k=1

∫

Σg−1

G−µk

∫

Σg−1

Ḡ−µ̄k̄〉Σg−1·
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·gjj̄gkk̄〈Ōj̄ŌīŌk̄〉sphere
Because of the presence ofŌī on the sphere, the only non vanishing case is with the

remaining two operators to be marginal and antitopological. So that the metric contracting

them withOj andOk on theg − 1 surface is the topological-antitopological one. Finally by

definition the sphere three point insertion is ourC̄j̄īk̄. It remains to be analysed the situation

when you have a dividing cycle. Working in the same way you endup with two Riemann

surfaces of genusg1 andg2 such thatg1 + g2 = g, each with one operator insertion, still the

two metrics and the antitopological sphere with three insertions.

Having expressed∂īF g as a sum other lower genus amplitudes with insertions of marginal

operators, we can think to rewrite these in terms of holomorphic derivatives of the empty

amplitudes. We know that a derivative with respect toti brings down the operator in the

corresponding deformation, exactly in the shape it appearshere:
∫

d2z
∮

G−Ḡ−Oj(z) =
∫

d2zO[2](z), so it seems reasonable to write〈
∫

d2z
∮

G−Ḡ−Oj(z) . . . 〉Σg = ∂j〈. . . 〉Σg .

However we have to take care of contact terms. Contact terms have a double explanation.

Physically they are divergent terms in the OPE of two operators approaching each other that

should be subtracted for a regularized amplitude. Mathematically they arise as connections

for derivatives on fiber bundles. The computation is local and can be performed on a small

patch of a Riemann surface that can be seen, because of the state-operator correspondence,

as a state. The contact term will be given by the difference between the situation with one

operator fixed on the local piece of the Riemann surface and the other integrated all around,

also close to the fixed one, and the case when the fixed operatoris excluded by the close

region of integration domain as should be in an already regularized amplitude.

∂i (Oj|0〉)− Oj∂i|0〉

the first piece is

∂i (Oj|0〉) = ∂i|j〉 = |k̄〉gk̄kgkl̄〈l̄|∂i|j〉 = Akijgk̄k|k̄〉 = Akij|k̄〉〈k̄|k〉 = AkijOk|0〉

and the second

−Oj∂i|0〉 = −Ojg
lk̄gln̄|n̄〉〈k̄|∂i|0〉 = −Ojgln̄A

l
i0|n̄〉

butAli0 = gll̄∂ig0l̄ = g00̄∂ig00̄ = A0
i0 so

−Ojgln̄A
l
i0|n̄〉 = −A0

i0Oj|0〉
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and the difference is

(

AkijOk − A0
i0Oj

)

|0〉 =
(

gkj̄∂igj̄j + ∂iKδ
k
j

)

Ok|0〉 = ΓkijOk|0〉 (1.2.35)

whereΓkij is the metric connection forGij̄ = gij̄e
K defined asΓkij = Gkl̄∂iGl̄j . So we

conclude that the contact term of two operators approachingeach other is given by the con-

nectionΓ. What does it happen if we try to apply a similar argument to the operator identity

in itself? Then the contact term is given by

∂i|0〉 = A0
i0 = −∂iK

and the interpretation is in terms of contact terms with the background gauge fieldA

coupled to the R-symmetry currents in order to locally twistthe theory. This background field

is seen as part of the definition of the topological vacuum|0〉 dual to the identity operator. In

this last case, when you subtract the contact term on a genusg surface, there is an additional

relative normalization of2 − 2g to apply [8]. So all in all the regularized insertion of an

operatorOi on a genusg amplitude with other operator insertions, is given by the covariant

derivative

Di = ∂i − Γi − (2− 2g)∂iK (1.2.36)

with as many contraction ofΓi as operators that are already present.6 The mathematical

interpretation of this is that the amplitude given byn operator insertions on a genusg surface

is really a section of a bundle fibered over the moduli space ofthe theory. Fibers are given

by L2g−2 ⊗ SymT n whereL2g−2 was already explained in terms of the ambiguity in the

definition of|0〉 whileSymT n is the symmetrized product of the tangent to the moduli space,

as it should be clear because of the idea that operators really parametrize deformations of the

moduli space ( read tangent vectors ) and the amplitude is symmetric under exchange of the

position.

Let us here clarify a point; the connection appearing in (1.2.36) is obviously very similar

to the one introduced in (1.2.29), and in fact the differencearises basically in the contact

term with the “vacuum“. Still we can borrow the commutator structure from the tt* equations

(1.2.30), as the part in0 index basically decoulpes, and we can ask ourselves: is it possi-

ble, because of the vanishing of the(2, 0) and(0, 2) part of the curvature, to chose a gauge

where, when restricting ourselves to only holomorphic ( or antiholomorphic ) derivatives,

the corresponding covariant derivative is replaced by an ordinary one? Indeed it is and the
6In the case of a Riemann surface withh boundaries ( and evenc crosscaps ) the factor2− 2g will generalize to2− 2g − h− c due to

contact terms with the background gauge fieldA on the boundary of the Riemann surface ( or on the crosscaps ).
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choice of coordinates where it holds are called Canonical. In term of the action deformations

(1.2.21) this can be naturally achieved whent̄ stays fixed. In other words the deformations

parametrized byxi are only by topological operators and shift uniquely the value ofti leaving

fixed t̄ī. In this case it always exist an appropriate choice of coordinates for the pointt, t̄ such

that the insertion on the worldsheet of the operator
∫

Σ
O

[2]
i can be obtained exactly deriving

the amplitude with action (1.2.21) with respect toxi [8]. And in general we will assume that

that choice has been done. Obviously, when we are considering the holomorphic anomaly

equation where botht andt̄ are shifted, we are obliged to write covariant derivatives.Still the

antiholomorphic oneDī is written as∂̄ī because there are no other antitopological operators

on the worldsheet ( and this killsΓī ) and the Riemann surface is topologically twisted, so a

section ofL and notL̄ ( and this kills∂iK beingA0
ī0
= 0 ).

We can then conclude with the Holomorphic anomaly equation for closed amplitudes

∂̄īF g =
1

2
C̄īj̄k̄g

j̄jgk̄k

(

DjDkF g−1 +

g−1
∑

s=1

DjF sDkF g−s

)

(1.2.37)

This set of equations can be summarized by a single master equation. In order to do this

let us introduce the generating functional

W (λ; t, t̄) =

∞
∑

g=0

λ2g−2F g (1.2.38)

Expanding in powers ofλ it is easy to check that

∂̄īe
W =

(

λ2

2
C̄īj̄k̄g

j̄jgk̄kDjDk

)

eW (1.2.39)

is equivalent to (1.2.37).

One comment is in order: in (1.1) we have seen a parallel between the structure of the

bosonic string and the one of topological string. The natural question to ask now is, what is

the corresponding equation in bosonic string theory? The answer is, nothing; or better, you

do not have any antiholomorphic contribution. To understand why it is enough to analyse

one of the differences between bosonic string and topological string, that is the non triv-

ial cohomology of what correspond to theb ghost, the spin two supercurrentG−. If we

had tried to reproduce the holomorphic anomaly equation forbosonic string at first it seems

we would have succeeded. We can insert in the amplitudes the objects corresponding to
∫

d2z
∮

Cz
G+
∮

C̃z
Ḡ+Ōī(z), given by some BRST exact operator and work in the same way.

The commutator of the charge from theb ghost current with the BRST charge gives again the

energy momentum tensor, the amplitudes are still defined with the right Beltrami differentials
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insertions, and you can easily deduce that the contributionhas again to come from the bound-

ary of the moduli space. But remember that in topological string the requirement for̄Oī is to

beQ̄-closed ( because it is the antitopological physical operator ), and it translates in bosonic

string in being
∮

b-closed. But being theb-cohmology vanishing this means that it should be

b-exact. And, because the only nonvanishing contribution come from the case when thēOī

insertion is on the degenerated handle, it is projected to the vacuum state, which is vanishing

being every state with zero energy momentum tensor also vanishing against theb ghost. So

the contribution is zero.

It is possible to repeat all the procedure for the most generic case of the holomorphic

anomaly from closed amplitudes withn previous marginal operator insertions of the usual

conformal symmetry preserving type:

∂̄īDi1 . . . DinF g = ∂īF g
i1...in

The novel point is a second type of moduli boundary which arises when the operator̄Oī

approaches one of the already existing operatorsOj. There is then a contact term of the type

Ōī(z)Oj(w) ∼
Gīj

|z − w|2
different from the usual kind of contact terms between two topological operators. That

one is given by the connectionΓ which here vanishes becauseΓkjī = 0, while this one would

vanish in that case becauseGij = 0. In any case generalizing the same kind of arguments

already analysed you can conclude with the equation (σ belongs to the permutation group of

n elements )

∂̄īF g
i1...in

=
1

2
C̄īj̄k̄g

j̄jgk̄k

(

F g−1
jki1...in

+

g
∑

s=0

n
∑

r=0

1

r!(n− r)!

∑

σ

F s
jiσ(1)...iσ(r)

F g−s
kiσ(r+1)...iσ(n)

)

−

− (2g − 2 + n− 1)
n
∑

r=0

GīirF g
i1...ir−1ir+1...in

(1.2.40)

where you can immediately distinguish the novel piece with the right normalization (

which can be worked out in the same way it was done for the vacuum contact term ) and

the fact that now the indexs in the sum runs also on the value zero, because with operator

insertions we can have non vanishing genus zero amplitudes,and in detail

F0 = Fi1
= F0

i1i2
= 0
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F0
i1...in = Di1 . . . Din−3F0

in−2in−1in = Di1 . . .Din−3Cin−2in−1in

Trying to apply equation (1.2.37) to the case at genus one doesn’t work correctly. First

because one loop amplitudes are well defined with one vertex operator already fixed, second

because of the contact terms between this vertex operator and the one brought down from

derivation, which are similar to the ones encountered in (1.2.40) but with different coefficient

due to the particular structure of one loop amplitudes. The result is [7]

∂̄ī∂iF1 =
1

2
C̄īj̄k̄g

j̄jgk̄kCijk −
χ

24
Gij̄ (1.2.41)

whereχ is the Euler characteristic of the Calabi Yau7.

The very last point to see is a way of rewriting the full set of equations (1.2.40) and (1.2.41)

in one single expression generalizing (1.2.39). Later we will slightly change the way it looks

but for now let us define, in its original form, the following object:

W (λ, x; t, t̄) =

∞
∑

g,n=0

λ2g−2

n!
F g
i1...in

xi1 . . . xin +
( χ

24
− 1
)

logλ (1.2.42)

wherexi is an expansion parameter andt, t̄ are the same as in (1.2.21);λ, weighting

the sum of the various amplitudes, is the string coupling constant. The interpretation of

W (λ, x; t, t̄) as the partition function computed in the moduli space pointt + x, t̄ is natural

in canonical coordinates. We can now reproduce both (1.2.40) and (1.2.41) in a single master

equation just expanding in powers ofxi andλ the following

∂̄īe
W =

(

λ2

2
C̄īj̄k̄g

j̄jgk̄k
∂2

∂xi∂xj
−Gījx

j

[

λ
∂

∂λ
+ xk

∂

∂xk

])

eW (1.2.43)

1.2.4 An interpretation

In this section we want to briefly review an utmost interesting interpretation given by Witten

in [82] to the holomorphic anomaly equation. We will be very brief as the original paper

is already clear and well written, and we just need to roughlydescribe the idea in order to

look for the possible analogue in the open case. The discussion is limited to the B-model and

cannot directly be applied to the A-model: it will be soon clear why.

Let us start saying that, if we want to quantize a theory containing a symplectic linear

space of variablesW, of dimension2n, in general quantum mechanics enters in the shape of

the uncertainty principle and tells us that the Hilbert space will depend only byn of these.
7and we have used∂i instead of the covariant derivative because without operator insertions and at genus one the connection in (1.2.36)

vanishes.
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Which ones is our choice of the initial conditions and mathematically we can translate this in

a choice of complex structure overW. This should be clear as a choice of complex structure

reflects in a splitting in an equal number of holomorphic and antiholomorphic coordinates.

However, if the theory itself depends on the complex structure, moving in the moduli space

reflects in changing the quantization, and we should find a wayfor relating the different

possibilities. In detail we need a flat connection on the quantum Hilbert space fibered over

the moduli space of complex structures, such that we can parallel transport the fibers from

one point to the other. The requirement for the physical states to be killed by this connection (

parallel transport ) will turn out to be, for our specific case, exactly the holomorphic anomaly

equation!

A little more in detail let us introduce the prequantum line bundleH0 consisting of squared

integrable functions of the2n variables inW, and the quantum Hilbert spaceHJ whose

elements are sections of onlyn variables, identified after a choice of complex structureJ in

the moduli space the theory depends on:M. We also defineHQ as a fiber bundle over the

base spaceM, whose fiber is reallyHJ itself. ObviouslyHQ will be a subbundle ofM×H0

and we want to find a flat connectioñD on it, as a projection from a connection onM×H0,

such that it will annihilate the physical states allowing usto identify differentHJ by parallel

transport. We can be more specific and write down in a general case what this connection is

supposed to be. A flat connection onM×H0 is clearly

D =
∑

I,J

dJIJ
∂

∂JIJ

to ask that this object project to a connection onHQ we should require that its action on a

section gives another section still belonging toHQ. Let us chose the fiberHJ to be the one

of holomorphic functionsψ,

Dīψ|J =

(

∂

∂x̄ī
+
i

2
wījx

j

)

ψ|J = 0

with Dī the covariant derivative from the symplectic two formw. We require its commu-

tator withD̃ to be at most a linear combination ofDī itself so that

0 = D̃(Dīψ) = Dī(D̃ψ) + cj̄Dj̄ψ = Dī(D̃ψ)

andD̃ψ still belongs toHQ. SplittingD in two pieces

D(1,0) =
∑

i,j̄

dJ ij̄
∂

∂J i
j̄
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D(0,1) =
∑

ī,j

dJ īj
∂

∂J īj

and checking the commutation relations withDī it turns out that only the(0, 1) part com-

mutes. The solution is to modify the(1, 0) part leaving untouched the(0, 1) piece, and thus

defining

D̃(1,0) = D(1,0) − 1

4

(

dJw−1
)ij
DiDj

D̃(0,1) = D(0,1) (1.2.44)

It can be checked that, even after the changing, the connection remains flat ( or better

projectively flat ). Using as a linear space to be quantized the ensamble of all the physical

operators of our theory, and so allowing among the deformations (1.2.21) every R-charge

object and not only the marginal ones, we can see how the first of the equations (1.2.44)

gets translated exactly in the master equation (1.2.43) simplified to the case with no operator

insertions ( while the second is the requirement of holomorphicity in t̄, that is independence

by c.c.(t̄) = t which is different by thet + x the theory depends on; see [74] and [32] for a

discussion on a different formalism for the HAE in which holomorphicity is manifest ).

This last statement can be verified after considering onW = “space of physical operators“

= H3,0

∂̄
(X)⊕H2,1

∂̄
(X)⊕H1,2

∂̄
(X)⊕H0,3

∂̄
(X) = H3

∂̄
(X,R) the symplectic form defined as

w(Oa, Ob) =

∫

X

Wa ∧Wb

with Wa/b the differential forms associated to the physical operators Oa/b. Defining a

complex structure overW induced by the complex structure onX, the only issue remaining

is to compute the expression1
4
(dJw−1)

ij in (1.2.44) and to rearrange a bit the notation. The

result turns out to be our holomorphic anomaly equation. Thus the moral of the story is that

we can reinterpret those equations as a request for the theory in order to be in some sense

independent by the moduli space, or better to develop a flat connection such that different

quantizations in different points can be identified throughparallel transport.

1.2.5 Open case

All the discussion about closed strings is fine, but what doesit happen when you try to gen-

eralize to open strings? What are the differences? When you have open strings different new

things happen; because your Riemann surfaces develop boundaries all the formulae involving

the Euler number2g−2 are generalized to2g−2+hwhereh from now on will be the number
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of boundaries ( and for unoriented surfaces you have to add alsoc, the number of crosscaps ).

This means different rules for counting zero modes, moduli and so on. Boundaries also mean

boundary conditions and D-branes; depending on the model you chose D-branes should, for

consistency, stay on different geometric loci in the targetspace. Specifically in the A model

they should be wrapped on Lagrangian submanifolds, and so they are required to be three

dimensional, while in the B-model they stay on holomorphic cycles, that isD0, D2, D4 and

D6 branes are permitted. This means that we are bringing in the game a set of additional

geometric information. More than this, open strings mean Chan Paton factors which in turn

mean a possible background gauge field, and so, on nontrivialcycles, the appearance of Wil-

son lines. So in general the space of operators as well as the space of moduli in the theory is

enlarged; the question to ask now is, can I apply the same way of reasoning used to develop

the holomorphic anomaly equation also in the case of open strings? The answer is of course

affirmative and was first given in [75] and later generalized allowing purely open moduli in

[14]. This will be shortly reviewed in this section. But a fewadditional questions can be

asked and these will be the subjects of later chapters.

Again we will work in the ”easy“ case of the B-model but most ofwhat we are going

to say can be extended. Let us consider the boundary part of the open topological string

action. As derived in [83], we can add a Wilson line under the condition that should be

supersymmetrized. In addition the field strength of background gauge field has to satisfy

F
(0,2)
A = 0. Under these assumptions the boundary action

Sbound. = i

∫

∂Σg,h

(

X∗(A) + FA ij̄ρ
iηj̄
)

(1.2.45)

isQB-invariant ( from now on simplyQ ) and it can be rewritten as

Sbound. =

∫

∂Σg,h

QAiρ
i +

∫

∂Σg,h

Q̄Aīη
ī

The principal point here is the fact that, in addition to the deformations (1.2.21), we can

add two new classes of terms: the first one still given by complex structure deformation, and

so expanded int-parameters, but inducing changes in (1.2.45) and not in thebulk action, and

the second class corresponding to deformation for the valueof the background gauge field

itself. They are written, in analogy with (1.2.21):

δSbound. =

∫

∂Σg,h

Q
(

ūᾱΘ̄ᾱ + t̄īΨ̄ī

)

+

∫

∂Σg,h

Q̄
(

(uα + δuα)Θα + (ti + xi)Ψi

)

(1.2.46)

with
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Θα = δαA
(0,1)

ī
η ī Θ̄ᾱ = δᾱA

(1,0)
i

(

ρidz + ρidz̄
)

Ψi = [Wi]
j

k̄
A

(1,0)
j ηk̄ Ψ̄ī = [Wī]

j̄
k A

(0,1)

j̄

(

ρkdz + ρkdz̄
)

(1.2.47)

The notation can be misleading as target space and moduli space indexes are indicated

with the same letter. In the following we will avoid, where possible, to use target space

indexes. The letterα refers to the tangent to the open moduli space. Open marginaloperators

are(0, 1) forms in the∂̄ cohomology and have values in the Lie algebra matrices,Λ, from the

Chan Paton factors:Θα ∈ H
(0,1)

∂̄
⊗ Λ; the indexα parametrizes a base for the full spectrum

of these boundary marginal operators. AlsoΨ has value in the lie algebra matrices, but in this

case the indexi is blind to them. It is evident that, deriving with respect tot̄ī, we will bring

on the Riemann surface a new full set of operators,Ψ̄ī, while we are also allowed to derive

with respect to new parameters,ūᾱ, with corresponding insertions bȳΘᾱ. Before going on

we state the boundary conditions [21, 75] for the supercurrents and R-symmetry current (χz

andχ̄z̄ are vectors parallel to the boundary directions ):

(

G+dz + Ḡ+dz̄
)

|∂Σ = 0
(

G−χdz + Ḡ−χ̄dz̄
)

|∂Σ = 0 (1.2.48)
(

Jdz − J̄dz̄
)

|∂Σ = 0

and we can see how the topological charge, as well as the antitopological one ( which will

appear folded with the Beltrami differentials ) and the axial current are all annihilated at the

boundary. For spacefilling branes, instead, the boundary conditions for the fermions are [83]

θi|∂Σ = 0
(

ρidz − ρidz̄
)

|∂Σ = 0 (1.2.49)

The only missing conceptual ingredient for the derivation of the holomorphic anomaly

equation are now the following:

• A definition of higher genus and boundary amplitudes generalizing (1.1.18)

• An analysis on the possible additional moduli space boundary contribution

• A generalization of the cut and sew procedure for degenerating handles, now to be ap-

plied to degenerating strips
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• An analysis on the new building block amplitudes entering the holomorphic anomaly

equation, other then̄Cīj̄k̄

The first point is easily clarified; we define the genusg and boundaryh amplitude as

F g,h =

∫

Mg,h

3g−3+h
∏

k=1

∫

Σg,h

G−µk

∫

Σg,h

Ḡ−µ̄k

h
∏

l=1

∫

Σg,h

(

λlG
− + λ̄lḠ

−) (1.2.50)

having definedλ and λ̄ as the Beltrami differentials corresponding to variationsof the

length of the boundary component with respect to ( a part ) of the open moduli; the additional

h appearing in the number of closed differentials takes care of the open moduli associated to

the position of the holes.

Also a ( maybe rough ) description of point two can be given understanding that, on top of

the co dimension two boundaries obtained in the purely closed case by the commutator of the

supercharges in̄O[2]

ī
with the ”closed” measure in (1.2.50) we have an additional contribution

( still of co dimension two ) represented by a boundary movingfar apart from the rest of the

surface or, conformally equivalent, shrinking to zero size, from the commutation relations

with the ”open” measure in (1.2.50). Finally we can have alsoco dimension one pieces from

the commutator of a single combination of supercharges as in(1.2.46). We will add the

following cases: two boundaries colliding, one boundary closing on itself along a nontrivial

dividing path and one boundary closing on itself along a nontrivial nondividing path. These

cases are shown pictorially.

A

B

C

D

Figure 1.4: Here are shown some open and closed paths which describe a co dimension one and two boundary

in the moduli space through their collapsing to zero size. A non dividing open path corresponding to a boundary

closing on itself (A); similar situation but along a dividing open path (B); two boundary colliding (C); one

boundary shrinking to zero size (D)
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Point three is simply the observation that, in cases A,B,C ofpicture (1.4), we remain with

a narrow strip instead of a long tube. This strip can be replaced by a complete set of boundary

states, much in the same way we had done for the handle, contracted with an appropriate

open metric,gᾱβ, given by a topological-antitopological disk amplitude. The fourth point will

be fully developed only in (4) that is we will give explicit formulae in term of target space

quantities only there. For now we limit ourselves to a list ofthe new basic amplitudes entering

the full open extended holomorphic anomaly equation ( the notation is〈. . . 〉genus,holes):

∆ij = 〈OiO
[1]
j 〉0,1 ∆′

ij = 〈OiΨ
[1]
j 〉0,1

∆αβγ = 〈ΘαΘβΘγ〉0,1 Παi = 〈ΘαOi〉0,1 ∆′
βiα = 〈ΘβΨ

[1]
i Θα〉0,1

Inserting the operator corresponding tot̄ī and ūᾱ derivatives, working out the commu-

tators, taking care of the boundary conditions (1.2.48) andremembering the three points

discussed, we can give the result:

∂̄ᾱF g,h =
1

2
gββ̄gαᾱ∆̄β̄ᾱγ̄






DβDγF g−1,h+1 +DβDγF g,h−1 +

∑

g1+g2=g
h1+h2=h+1

DβF g1h1DγF g2h2






+

+ g īiΠ̄ᾱīDiF g,h−1 (1.2.51)

∂̄īF g,h =
1

2
gjj̄gkk̄C̄īj̄k̄







∑

g1+g2=g
h1+h2=h

DjF g1h1DkF g2h2 +DjDkF g−1,h






−
(

∆̄īj̄ + ∆̄′
īj̄

)

g j̄jDjF g,h−1+

1

2

(

∆̄′
īβ̄γ̄ + B̄īβ̄γ̄

)

gβ̄βgγ̄γ






DβDγF g−1,h+1 +DβDγF g,h−1 +

∑

g1+g2=g
h1+h2=h+1

DβF g1h1DγF g2h2







(1.2.52)

where the only amplitude not yet given is̄Bīβ̄γ̄

B̄īβ̄γ̄ =

∫ 1

0

dr〈Θ̄β̄

∫

∂Σg,h

[

G+ − Ḡ+
]

Θ̄γ̄Ōī(r)〉

which arises because the boundary conditions do not kill thecombination
[

G+ − Ḡ+
]

. It

is possible now a comparison with the results of [75]. There one strong statement is assumed

that is the non contribution by the continuous value of open string moduli. Translated in our
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case we don’t have (1.2.45) because we cannot create a gauge field background. This means

we have to suppress all the contribution from ”Greek letter”operators andΨi as well. So

equation (1.2.51) no longer exists while (1.2.52) is reduced to contain only the extra contri-

bution by∆̄īj̄. In this case [75] gives also the one loop HAE (N is the number of branes

):

∂̄ī∂jF0,2 = −∆jk∆
k
ī +

N

2
Gjī (1.2.53)

In analogy with the closed case, and using canonical coordinates, we can also rewrite

(1.2.51) and (1.2.52) in term of a master equation. This willbe the analogous of (1.2.39) with

open parameters in the game ( but restricted to higher genus-boundary amplitudes ). To this

goal let us introduce a change of variables ( for a precise definition see (4.1.1) ), that is

t̃i = ti + λµ∆̄i

with ∆̄i the primitive of∆̄i
ī(= gij̄∆̄j̄ī), ∆̄′i

ī andΠ̄i
ᾱ ( note that deriving with respect tōti

gives rise to both̄∆ and∆̄′ ). In the new variables the single derivative terms in (1.2.51) and

(1.2.52) are generated by the chain rule, and the master equation is simply:

(

D

Dt̄ī
+

D

Dūᾱ

)

eW (t̃) =

(

∂̄ī + λµ
∂̄∆̄j

∂̄t̄ī
Dj + ∂̄ᾱ + λµ

∂̄∆̄j

∂̄ūᾱ
Dj

)

eW (t̃) =

(

λ2

2
C̄īj̄k̄g

j̄jgk̄kDjDk +
1

2

[

∆̄′
īβ̄γ̄ + B̄īβ̄γ̄ + ∆̄īβ̄γ̄

]

gβ̄βgγ̄γ

[

λ

µ

h
∑

a6=b=1

Da
βD

b
γ + λµ

h
∑

a=1

Da
βD

a
γ

])

eW (t̃)

(1.2.54)

with

W =
∑

g,h

λ2g−2+hµhF g,h

The chain rule for the covariant derivativeDī is explained as follows ( for indexes̄α works

similarly ):

D

Dt̄ī
=

d̄

d̄t̄ī
+ A0̄

ī0̄ = ∂̄ī +
∂̄tj

∂̄t̄ī
∂j +

∂̄tj

∂̄t̄ī
A0
j0 = ∂̄ī +

∂̄tj

∂̄t̄ī
Dj

where the connection contains only the pieceA0̄
ī0̄
∼ ∂̄īK as there is any antiholomorphic

index onW (t̃). Moreover this connection exist only because of the antitopological vacuum

dependence of the shifted variablest̃, so it acts only on them, as shown in the second equality

above. The notationDa means a boundary derivative acting only on thea connected compo-

nent of the total boundary, that is inserting an operator only on the hole numbera. From the
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point of view of (1.2.46) we should say we had hidden the proper notation for a Wilson line

that should have been a product over all the connected boundary components, each term with

operators labelled by an indexa. It is important to take care of this in the master equation

because it suppresses the case that would arise withDa
βD

b
γ acting twice onW ( instead of two

single derivatives ) and that would generate a term in (1.2.51) and (1.2.52) which is topolog-

ically impossible. The last important point is the additional expansion parameterµ used for

an independent counting of the boundaries.

1.2.6 What interpretation?

We have seen how the closed holomorphic anomaly equation (1.2.39) can be interpreted in

terms of a ”quantum background independence“ requirement for the B-model; is it possible

to extend this idea to (1.2.54)? In [58] they give a partial answer for the special case when

open moduli are frozen. In that situation the open holomorphic anomaly equation reduces

to almost the closed one, with the addition of a single term, as discussed after (1.2.52). In

that situation the master equation (1.2.54) looks exactly as the closed one, with the∆ term

absorbed in the shift of variables fort. However Neitzke and Walcher noticed that the shift

used is not fully appropriate ( this point will be much betterdiscussed in later chapters ) for

properly tranlating the constrain over the open amplitudesto the closed ones and vice versa,

that is the requirement that closed covariant derivatives are equivalent to operator insertions,

applied for every genus and number of holes. Instead we have essentially to divide∆i in

two parts, one part still used to rewriteti and the second one involved in a global phase

redefinition ofW . So the moral is that the open master equation indeed reducesto the closed

one, but the open geometrical data are not buried completelyin the shift oft, while instead

they partially survive labelling theW ’s entering in the open equation. So Witten’s argument

can still be used with the caveat that our Hilbert space will be much richer than the closed

one. But what about the generic case (1.2.54)? the idea in [58] can be in principle extended to

take care of the additional one derivative terms that would have appeared in the open master

equation without the shift oft, but the hard part is to justify the derivatives with respectto

the purely open moduli. So the question is, is there an analogue of the complex structure

moduli space, with respect to which we can introduce flat covariant derivatives that identify,

trough parallel transport, different quantizations? Of course a choice of complex structure is

a nice tool for choosing a quantization, as it naturally splits the number of variables in two,

but can something similar be done using a choice of open moduli? Quantization ( of Chern-

Simons theory ) was already done using flat holomorphic connections, see [5], and we can

think to apply similar ideas to the present case. However that quantization is really induced
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by a choice of complex structure for defining the holomorphicity, while here we are looking

for some ”pure open moduli“ quantization, that is we are asking: is it there a natural splitting

of variables from a choice of open moduli base space not induced, that is independent, by

a choice of complex structure? In case of affirmative answer then the procedure would be

simply to derive a flat connection such that1
2

[

∆̄′
īβ̄γ̄ + B̄īβ̄γ̄ + ∆̄īβ̄γ̄

]

gβ̄βgγ̄γ times the double

open derivatives, is nothing but the modification you have todo to the natural flat connection

on the ”prequantum“ Hilbert space fibered bundle, much in thesame way it was obtained the

term λ2

2
C̄īj̄k̄g

j̄jgk̄kDjDk. A final answer is still waiting to be given.
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Chapter 2

Tadpole cancellation

2.1 Tadpole cancellation in topological strings

It is a classical result in open superstring theories that the condition of tadpole cancella-

tion ensures their consistency by implementing the cancellation of gravitational and mixed

anomalies [67]. It is also well known that topological string amplitudes calculate BPS pro-

tected sectors of superstring theory [8, 3, 4]. It is therefore natural to look for a corresponding

consistency statement in the open topological string. At the same time we have seen as topo-

logical strings are very similar in shape to bosonic stringswhere tadpole cancellation is not

a real physical requirement, as the infrared divergence involved automatically cancels when

you expand the theory around the correct equation of motion [66]. So it is interesting to ask if

is it there some real physical reason for asking tadpole cancellation, as it should be inherited

by superstrings, or not, as would suggest the similitude with bosonic string theory. Already

in the literature were present some hints suggesting to prefer the first answer.

It is true that closed topological strings on Calabi-Yau threefolds provide a beautiful de-

scription of the Kähler and complex moduli space geometry via the A- and B-model respec-

tively [80]. However, D-branes naturally couple in these models to the wrong moduli [59],

namely A-branes to complex and B-branes to Kähler moduli. So it is natural to ask if tadpole

cancellation can provide a way of reinforcing the decoupling by the wrong moduli. The first

observation in this direction came from a different perspective in [76], where it was observed

that the inclusion of unorientable worldsheet contributions is crucial to obtain a consistent

BPS states counting for some specific geometries in the open Amodel [76, 46]. From this

it was inferred that tadpole cancellation would ensure the decoupling of A and B model in

loop amplitudes. Also an analysis of open oriented amplitudes leads to new anomalies in
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the topological string due to boundary terms, as observed in[21], and again suggests a kind

of non trivial dependence by the “wrong moduli”. Moreover itconstitutes an obstruction to

mirror symmetry and to the realization of open/closed string duality in generic Calabi-Yau

targets.

Some analysis on the unoriented sector of the topological string have been performed in

[70, 1, 22, 15] for local Calabi-Yau geometries. In these cases the issue of tadpole cancellation

gets easily solved by adding anti-branes at infinity, as already noticed also in [21]. However,

a more systematic study of this problem is relevant in order to analyze mirror symmetry with

D-branes [73] and open/closed string dualities in full generality.

More in general, it is expected that the topological string captures D-brane instanton non

perturbative terms upon Calabi-Yau compactifications to four dimensions [50, 19]. Therefore,

the study of the geometrical constraints following from a consistent wrong moduli decoupling

could shed light on the properties of BPS amplitudes upon wall crossing [44, 38, 62, 56, 26].

The following chapter is based on [12].

2.2 Wrong moduli dependence in oriented open amplitudes

If in the closed topological theory you look for a dependenceby the wrong moduli, in a

way similar to how it is derived the dependence by the antiholomorphic moduli, you find out

that indeed there is none [8] ( for definiteness let us work with the B-model but, redefining

J̄ → −J̄ , everything can be translated to the A-case ). This can be explicitly seen as follows:

let us suppose to add to the action deformations of the kind

yp
∫

Σg

{

Q̄+,
[

Q−,Op

]}

(2.2.1)

with [Q+,Op] = 0 and
[

Q̄−,Op

]

= 0 the physical operators from the “other” model ( in

our notation the A-model ). These deformations are stillQ = (Q+ + Q̄+)-closed because

∫

Σg

[

Q+ + Q̄+,
{

Q̄+,
[

Q−,Op

]}]

=

∫

Σg

[

Q+,
{

Q̄+,
[

Q−,Op

]}]

=

∫

Σg

[{

Q+,
[

Q−,Op

]}

, Q̄+
]

and

{

Q+,
[

Q−,Op

]}

=
[{

Q+, Q−} ,Op

]

= [T,Op] = ∂Op
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so inside an integral on a closed Riemann surface it vanishes1. If you now derive an

amplitude with respect toyp you bring down, as usual, the corresponding deformation. Then

the currentḠ+ is pushed, as usual, against one of the antiholomorphic Beltrami differentials,

giving a derivative in moduli space. ButG− is a two form and should remain where it is,

so that all the holomorphic differentials are untouched. Inparticular one of them has to be

positioned on the long handle it forms when on the boundary inthe moduli space, and such

an object is clearly ( because of the supersymmetry algebra )killed when you project to the

ground states ( because of the infinite length of the tube ). Sothe closed theory is independent

by yp and, working in the same way, bȳyp̄ as well. What instead goes wrong when you allow

boundaries in the worldsheet ( for now we limit ourselves to the case with frozen open moduli

)? First of all (2.2.1) is no longerQ-closed as the action of the topological charge gives an

integral on the boundary∂Σg,h which now exists. So, in order to deform the action with

wrong moduli, we should add to (2.2.1) a piece that makes itQ-closed. And the deformation

associated toyp becomes

yp

(

∫

Σg,h

{

Q̄+,
[

Q−,Op

]}

+

∫

∂Σg,h

Op

)

(2.2.2)

The additional term is called the Warner term and is not necessary when we haveta de-

formations because, in that case, are really the boundary conditions (1.2.48) and (1.2.49) to

take care of the arising boundary contribution. The second difference is that there is an addi-

tional contribution to the boundary of the moduli space coming from the degeneration where

a boundary is moving far from the rest of the surface. In that case the long tube connecting the

boundary to the rest of the surface has no twisting ( because rotating the disk does not have

influence ), so we don’t have Beltrami differentials on it. The result [21] is that the derivative

with respect toyp of a topological open amplitude is nonvanishing and, moreover, R-charge

counting says that the long tube should be replaced by a complete set of states corresponding

to marginal deformations for the “other” model. The claim weare going to develop in the rest

of the chapter is that tadpole cancellation mantains a complete decoupling from the wrong

moduli in case of open amplitudes, or, vice versa, that the independence by the wrong moduli

is the physical reason we were looking for to ask for tadpole cancellation.

1Notice that our action deformation is a two form, but the two worldsheet indexes do not come from theOp, as it was for the antitopo-

logical case. Instead only one is from the operator while theother is fromQ−. In the topological case both indexes instead where from the

charges and the operator was a scalar.
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2.3 One loop amplitudes on the torus, tadpole cancellation and Ray-

Singer analytic torsion

In this section we investigate tadpole cancellation for open unoriented topological string am-

plitudes at zero Euler characteristic considering, as a warm up example, the B-model case

when the target space is aT 2. We conclude by rewriting the amplitudes as Ray-Singer ana-

lytic torsions. We will work with open moduli so, before entering in the computation, let us

briefly recall how Chan Paton factors work in the case of unoriented amplitudes.

2.3.1 Chan Paton factors

The notation follows from [66]. Chan Paton factors are introduced assuming an open string

state to carry two indices at the two ends, each one running onthe integers from1 toN . This

additional state is indicated as|i, j〉 (i, j = 1...N).

The worldsheet parityΩ is defined to act exchangingi with j and rotating them with a

U(N) transformationγ. This rotation is added simply because it is still a symmetryfor the

amplitudes. Thus we have

Ω |i, j〉 ≡ γj l |l, k〉 γ−1
k i (2.3.3)

AskingΩ2 = 1 [66] means requiring

γT = ±γ (2.3.4)

Now if we do a base change of the kind|i, j〉 → |i′, j′〉 = U−1
i′ k |k, l〉Ul j′ it transformsγ in

the new primed base so thatγ → UTγU . In particular choosing an appropriate|i′, j′〉 base

one can always transformγ so that

γ = 1 or γ =

(

0 i

−i 0

)

(2.3.5)

respectively in the+ or − case of (2.3.4). We start from the first case. There we can create

the new base|a〉 = Λai j |i, j〉 usingN2 independent matrices, in our case theN × N real

matrices. Worldsheet parity action on the states|a〉 can be seen as an action on the coefficient

Λai j. Choosing them either symmetric or antisymmetric one has respectively1
2
(N2 +N) and

1
2
(N2 − N) of them. Since massless states transform with a minus under worldsheet parity,

in order to create unoriented states one needs to couple these to Chan-Paton states|a〉 with

antisymmetric coefficients. So a double minus gives a plus. Then the gauge field background,

associated with those vertex operators, will be with valuesin the Lie Algebra ofN ×N anti-

symmetric real matrices, that isSO(N). From the spacetime effective action, with gauge field
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and matter in the adjoint, one has that the coupling of an|a〉 state with a generic background

A = AbΛ
b is of the kind

[

Λa, AbΛ
b
]

. If the background is diagonal with elementsa1...aN and

we consider the state|a〉 = |i, j〉 this coupling gives an eigenvalue+ai − aj : the state|i, j〉
will shift the spacetime momenta asp→ p+ ai − aj. This effect is more precisely described

changing the string action with the addition of a gauge field background, which will manifest

itself inserting in the path integral a Wilson loop of the kind
∏

k

Tre
i
∫

∂Σk
AµẊµ

(2.3.6)

where the sum is other all the connected components of the boundary. If one creates an open

string state with a vertex operator on a boundary with non trivial homology, the lefti Chan-

Paton sweeps in space giving an Aharonov-Bohm phase (2.3.6)ai. The rightj Chan-Paton

moves in the opposite direction on the same boundary and couples with a minus. For loop

states with one Chan-Paton on a boundary and the second on another the situation is the same,

always with one Chan-Paton moving along the orientation of the boundary and the other in

the opposite2.

Now for any (constant)SO(N) background one can always act with a rigid gauge trans-

formation to put it in the form
⊕

i

ai

(

0 1

−1 0

)

(2.3.7)

This is still SO(N) so the worldsheet parity still acts simply exchanging thei − j factors.

If in addition one wants to diagonalize it one needs to act with a gauge transformation that

will change theSO(N) form and so will have effects also on the shape ofΩ. In fact we can

rewrite|i, j〉 = Ui k′ |k′, l′〉U−1
l′ j so that

|a〉 = Λai jUi k′ |k′, l′〉U−1
l′ j = UT

k′ iΛ
a
i j(U

†)Tj l′ |k′, l′〉

This in order to transformΛa so to diagonalize our background. But, acting in this way,

the base|i, j〉 has changed and then also the worldsheet parity (2.3.3) willbe different. In

particular

γ(= I) → UTγU(= UTU)

When (2.3.7) is reduced to the simple two dimensional case the matrixUT which diagonalizes

A andγ ( in the primed base ) are

UT =

(

i/
√
2 1/

√
2

−i/
√
2 1/

√
2

)

γ =

(

0 1

1 0

)

2Notice that the state sweeping the loop should be consistentwith the one created by a boundary vertex operator plus some string

interaction
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The computation of the cylinder is straightforward. We haveto sum over all states, and

different Chan-Paton indices will modify the Hamiltonian with the usual momentum shift.

Instead if we want to compute the Möbius strip we should lookfor diagonal states ofΩ. It

is easy to see that, in the|i′, j′〉 base, they are|1, 2〉 and |2, 1〉, both with eigenvalue+13.

Each diagonal term in the trace will contribute both with itseigenvalue and with its own

Hamiltonian. In our case the two states will change the momenta respectively asp → p +

a1 − a2 and p → p + a2 − a1 where, for our diagonalizedSO(2) background,a1 = ia

anda2 = −ia. Generalization to higherN is straightforward. Then we end up with our

amplitudes.

TheSp(N/2) situation is simpler. There the diagonal background is already anSp(N/2)

algebra matrix if in the form4

diag{a1, · · · , aN/2,−a1, · · · ,−aN/2}

Therefore the worldsheet parityΩ is still the second of (2.3.5). Diagonal states are now

|i, i+N/2〉 or |i+N/2, i〉 for i = 1...N/2, note both with negative eigenvalues. The contri-

bution to the Hamiltonian is againp→ p± 2ai.

2.3.2 One loop amplitudes onT 2

The relevant amplitudes for the mechanism of tadpole cancellation are the cylinder, the

Möbius strip and the Klein bottle coupled to a constant gauge field. In the operator formalism,

as usual for one loop amplitudes, we have

Fcyl =

∫ ∞

0

ds

4s
Tro
(

F (−1)Fe−2πsH
)

, Fmöb =

∫ ∞

0

ds

4s
Tro
(

PF (−1)F e−2πsH
)

Fkle =

∫ ∞

0

ds

4s
Trc
(

PF (−1)F e−2πsH
)

(2.3.8)

whereP = Ω ◦ σ is the involution operator obtained by combining the worldsheet parity

operatorΩ and a target space involutionσ, F is the fermion number andH is the Hamiltonian

for worldsheet time translations. The trace is taken over all ( open or closed ) string states.

In this section we consider D-branes wrapping the wholeT 2 and takeσ to act trivially. From

the HamiltonianH of theσ-model with Wilson lines for gauge groupsSO(N) or Sp(N/2),

3In the |a〉 base there are four, one with eigenvalue−1, that is the diagonalized background itself, and three with+1.
4If one interchanges the positions of some diagonal elements, which can of course be done with a gauge transformation, that matrix is

no longerSp(N/2).The cylinder is manifestly invariant under any such gauge transformation, but the Möbius is not. In fact if one wants to

compute the amplitude in the new background one should take care of the changing occurred to the worldsheet parity operator and find the

new diagonal states with their gauge field couplings. Working properly the amplitude is of course invariant.
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we have (settingα′ = 1):

Fcyl =

+∞
∑

n,m=−∞

N
∑

i,j=1

∫ ∞

0

ds

4s
e
− 2πs

σ2t2
|n− σm−ui,j |2 (2.3.9)

Fmöb = ±
+∞
∑

n,m=−∞

N
∑

i=1

∫ ∞

0

ds

4s
e
− 2πs

σ2t2
|n−σm−2ui|2 (2.3.10)

Fkle =

+∞
∑

n,m=−∞

∫ ∞

0

ds

4s
e
− 2πs

2σ2t2
|n−σm|2 (2.3.11)

Hereui,j = ui − uj andui = φi + σθi with θi and−φi the i-th diagonal element of the

Wilson lines5 along the two 1-cycles of the torus with complex structureσ = σ1+iσ2 =
R2eiρ

R1

and areat2 = R1R2 sin(ρ). This means that if one parametrizes the target space torus with

z = R1x1 + R2e
iρx2, then the gauge field readsAi = θidx1 − φidx2. The topological

amplitudes get contribution from classical momenta only, due to a complete cancellation

between the quantum bosonic and fermionic traces. The shiftin the classical momenta by the

Wilson linesui is the only effect of the coupling to the gauge fields. Note that the different

coupling between the cylinder and the Möbius is due to the selection of diagonalP states for

the Möbius. The± in front of the Möbius corresponds to theSO(N) andSp(N/2) theories

respectively coming from the eigenvalues of the Chan-Patonstates in the trace underP.

These amplitudes suffer of two kinds of divergences: the first one is from thes → 0 part

of the integral and will be removed by tadpole cancellation.The second one comes from the

series which turns out to diverge for vanishing Wilson lines[68]. In the superstring this sec-

ond divergence is due to extra massless modes generated by gauge symmetry enhancement.

We will start with tadpole cancellation and deal later with the second divergence.

In order to analyze the behavior ats → 0, we Poisson re sum then,m sums in order to

get an exponential going likee−1/s. The result is:

Fcyl =
+∞
∑

m,n=−∞

N
∑

i,j=1

∫ ∞

0

ds
t2
8s2

e
− πt2

2sσ2
|n+σm|2

e2πi(mφi,j−nθi,j) (2.3.12)

Fmöb = ±
+∞
∑

m,n=−∞

N
∑

i=1

∫ ∞

0

ds
t2
8s2

e
− πt2

2sσ2
|n+σm|2

e2πi(2mφi− 2nθi) (2.3.13)

5As reviewed in the previous section the unoriented theory selects either theSp(N/2) or theSO(N) groups. In both cases one can

diagonalize with a constant gauge transformation leading to N diagonal elements. These are purely imaginary forSO(N) and real for

Sp(N/2), half of them being independent numbersa1, ..., aN/2 and the other half−a1, ...,−aN/2.
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Fkle =
+∞
∑

m,n=−∞

∫ ∞

0

ds
t2
4s2

e
− πt2

sσ2
|n+σm|2 (2.3.14)

In order to extract the tadpole divergent part, let us perform the change of variablesπ
s
→ s,

π
4s

→ s, and π
2s

→ s respectively for cylinder, Möbius and Klein bottle6. In the three cases

the divergent parts come from then = m = 0 term and adding the three contributions we get
∫ ∞

0

ds
t2
8π

(

N2 (cylinder) ± 4N (Möbius) + 4 (Klein)
)

.

The divergence is canceled by choosingN = 2 and requiringSp(N/2) gauge group7.

Once this divergence is removed, the Möbius strip with non-zero Wilson lines is finite.

In particular starting from ( 2.3.13 ) without then = m = 0 part and changing variable to

s′ = πt2
2sσ2

|n+ σm|2 you have, ( see [68] )

Fmöb = −
N
∑

i=1

t2
8

∑

m2+n2 6=0

e2πi(m2φi−n2θi)
2σ2
πt2

|n + σm|−2

∫ ∞

0

ds′e−s
′

=

= −
N
∑

i=1





∞
∑

n=1(m=0)

σ2
4π

2

n2
cos(4πinθi) +

1

8π

∑

m6=0

+∞
∑

n=−∞

1

|m|e
2πim2φie−2πin2θi

2 |m| σ2
|n+ σm|2





The result is known and written in terms of the standard modular functionsθ1 andη reads

Fmöb = +
1

2
log

N
∏

i=1

∣

∣

∣
eπi(2θi)

2σθ1 (2ui|σ) η (σ)−1
∣

∣

∣
. (2.3.15)

As it is evident from (2.3.15), a further divergence arises at vanishing Wilson lines, where

θ1 vanishes. In order to define a finite amplitude, notice that for small value of one of theui’s

we can expand to first order inside the logarithm getting

Fmöb = ...+
1

2
log
∣

∣

∣
eπi(2θi)

2σθ1 (2ui|σ) η (σ)−1
∣

∣

∣
+ ... ≈ (2.3.16)

≈ ...+
1

2
log

∣

∣

∣

∣

0− 2πiη (σ)2
√
σ2

2ui√
σ2

+ ...

∣

∣

∣

∣

+ ... (2.3.17)

Notice that bothη (σ)2
√
σ2 and 2ui√

σ2
are separately modular invariant under theSL(2,Z)

transformations8 :

σ → c+ dσ

a+ bσ
θ → aθ − bφ φ → −cθ + dφ

6This is in order to normalize the three surfaces to have the same circumference and length (respectively2π ands). They are parametrized

such that the Möbius and the Klein are cylinders with one andtwo boundaries substituted by crosscaps respectively.
7In the case of target spaceT 2d one findsN = 2d.
8Recall thatui = φi + σθi and−φ andθ are the gauge fields along the two cycles.
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From (2.3.17), it is clear that the remaining finite part is theη (σ)2
√
σ2 term in the logarithm.

One can in fact also compute it for vanishing Wilson lines starting from (2.3.10) by first

regulating the integral as
∫ ∞

ǫ

dt

t
e−kt = C − log(kǫ) +O(ǫ) ≈ −log(k) + C (2.3.18)

and discarding them = n = 0 term, which take care of the tadpole divergence. Then by

using zeta-function regularization to deal with the infinite product over thek-factors in the

logarithm one gets9

Fmöb = +
1

4
log

N
∏

i=1

σ2t2
2π4uiūi

∣

∣eiπ2ui − e−iπ2ui
∣

∣

2
e2πiσ/12e−2πiσ̄/12 ×

×
∞
∏

m=1

∣

∣

(

1− e2πi(mσ+2ui)
) (

1− e2πi(mσ−2ui)
)∣

∣

2
+ C. (2.3.19)

This is well behaved forui → 0 giving, for each vanishing Wilson line element, a term

1

2
log

(√
σ2t2√
2

|η(σ)|2
)

+
1

4
log(4π) + C. (2.3.20)

The constantC is arbitrary and can be chosen to reabsorb the term1
4
log(4π). The extra

dependence in (2.3.19) on the Kähler modulust2 is indeed separated in an overall additional

term which decouples from the one-point amplitudes∂σF . Using this regularization scheme

also for the other amplitudes, that is deleting the tadpole term and, in case of vanishing Wilson

lines, regulating the corresponding divergent series, we finally have:

Fcyl = −
N
∑

i 6=j=1

Θ(|ui,j|2)
1

2
log
∣

∣

∣
eπi(θi,j)

2σθ1 (ui,j|σ) η (σ)−1
∣

∣

∣
−

−
(

N +
N
∑

i 6=j=1

(1−Θ(|ui,j|2))
)

1

2
log

(√
σ2t2√
2

|η(σ)|2
)

(2.3.21)

Fmöb = +

N
∑

i=1

Θ(|ui|2)
1

2
log
∣

∣

∣
eπi(2θi)

2σθ1 (2ui|σ) η (σ)−1
∣

∣

∣
+

+

(

N
∑

i=1

(1−Θ(|ui|2))
)

1

2
log

(√
σ2t2√
2

|η(σ)|2
)

(2.3.22)

Fkle = −1

2
log
(√

σ2t2 |η(σ)|2
)

(2.3.23)

9We use the formulasin(πz) = πz
∏∞

n=1

(

1− z2

n2

)

.
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whereΘ(x) is the step function, zero forx ≤ 0 and one forx > 0.

Let us now make a couple of observations on the above results.First, notice that all

the above free energies satisfy at generic values of the Wilson line a standard holomorphic

anomaly equation in the form∂σ∂σ̄F ∼ 1
(σ−σ̄)2 with a proportionality constant counting the

number of states in the appropriate vacuum bundle. More in detail let us derive with respect

to the complex structure moduli. Naively10 we would have for the cylinder

∂σ∂σ̄Zcyl ≈ −1

4
N

1

(σ − σ̄)2
−

N
∑

i,j=1

i 6=j

(1− θ(|ui,j|))
1

4

1

(σ − σ̄)2

Note that the only non holomorphic contribution frome−π(θi,j)
2σ2 does not contribute for

closed string moduli. Howeveru contains itself aσ contribution so we also need to add the

composite derivatives

∂σ → ∂σ +
∂uk
∂σ

∂uk

Contribution from these terms will give delta functions ( orworst ) in ui,j, either because

of the derivations of the step functions or because of the holomorphicity but inui,j = 0

of θ1 (ui,j|σ), or both. We interpret these terms as discontinuities in themoduli space of the

theory, passing from a purely closed moduli space ( withu = 0 ) to an open plus closed space.

So it is perfectly resonable that the moduli space metric hasin these points some divergences.

Looking only at the smooth contributions for the Möbius we get similarly:

∂σ∂σ̄Zmöb ≈
N
∑

i=1

(1− θ(|ui|))
1

4

1

(σ − σ̄)2

And for the Klein

∂σ∂σ̄Zkle = −1

4

1

(σ − σ̄)2
.

In particular, at vanishing Wilson lines, we recover the results stated in [76].

A more accurate discussion on the holomorphic anomaly equation for general target spaces

is deferred to the next section. The second comment concernsthe interpretation of the ampli-

tudes we just calculated in terms of the analytic Ray-Singertorsion [68]. This is defined as

[65]

logT (V ) =
1

2

d
∑

q=0

(−1)q+1qlog det′∆V⊗ΛqT̄ ∗X (2.3.24)

10from the simple rule∂z∂z̄log
(

|f(z)|2
)

= 0 for f(0) 6= 0 with f(z) a holomorphic function
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whered = dimCX. On an elliptic curve with complex structureσ the analytic torsion of a

flat line bundleL with constant connectionu is given by (as it can be found in Theorem 4.1

in [68])

T (L) =



















∣

∣

∣
e−π

(Imu)2

Imσ
θ1(u|σ)
η(σ)

∣

∣

∣
if u 6= 0

√
Imσ|η(σ)|2 if u = 0

(2.3.25)

where the second case corresponds to the trivial line bundleO.

On an elliptic curve equipped with a flat vector bundleE = ⊕iLi, an extension of the

formula for the Ray-Singer torsion implies that

Fcyl = −1

2

∑

i,j

logT
(

Li ⊗L∗
j

)

= −1

2
logT (E ⊗ E∗)

Fmöb = +
1

2

∑

i

logT
(

L2
i

)

= +
1

2
logT (diag(E ⊗E))

Fkle = −1

2
logT (O) . (2.3.26)

The possibility to rewrite one-loop topological string amplitudes for the B-model in terms of

the analytic Ray-Singer torsion on the target space also forthe unoriented open sector will be

discussed in more detail in section 2.5.

Let us notice that the chamber structure in the amplitudes (2.3.26) reflects exactly the

multiplicative properties of the Ray-Singer torsion undervector bundle sumslogT(V1⊕V2) =
logT(V1) + logT(V2) in the specific case of the torus. In fact, the limit of vanishing Wilson

line corresponds to the gauge bundleE = E ′ ⊕ O and therefore one findslogT(E ′ ⊕ O) =

logT(E ′) + logT(O).

2.4 Unoriented topological string amplitudes at one loop

2.4.1 Holomorphic anomaly equations

In last section we considered a B-model topological string on a torus. Now we will generalize

the computation to a generic Calabi-Yau 3-fold. Namely, we will follow the standard BCOV’s

computation [8] to derive holomorphic anomaly equations for the amplitudes of the cylinder,

the Möbius strip, and the Klein bottle.

Firstly, we compute the cylinder amplitudeFcyl. We fix the conformal Killing symmetry

and the A- or B-twist on the cylinder by inserting a derivative with respect to the right moduli,
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that is, Kähler moduli for A-model and complex structure moduli for B-model of Calabi-Yau

moduli space. We get the anomaly equation for the unorientedstring amplitude

∂

∂t̄ī
∂

∂tj
Fcyl =

1

4

∫ ∞

0

ds

〈
∫

d2z
{

(Q+ + Q̄+), Ō
[1]

ī

}

∫

l

(G− + Ḡ−)

∫

l′
O

[1]
j

〉

, (2.4.27)

where
∫

l
is some space worldsheet integral at fixed time and

QBRST = Q+ + Q̄+, (2.4.28)

and

Ō
[1]

ī
:=

1

2
[(Q+ − Q̄+), Ōī], O

[1]
j :=

1

2
[(Q− − Q̄−), Oj]. (2.4.29)

The degeneration gives rise to two contributions: the cylinder can reduce to a long narrow

tube, and it is called the closed channel, or it can become a short and large diameter one, that

is a long thin strip closed on itself; the open channel. This last one is [8]

1

4
∂̄ī∂jTropen(−1)F log gtt∗ , (2.4.30)

where the trace is taken on the open string ground states,gtt∗ is thett∗ metric for the open

string.

For the closed channel, there are two cases.

i) The two operator insertions̄O[1]

ī
andO[1]

j are on different sides. It contributes to the

equation by

− D̄īk̄Djkg
k̄k, (2.4.31)

wheregij̄ is thett∗ metric for the closed string andDij is the disk two-point function (figure

2.1(a)). The change in notation from the previous chapter, as we are now callingD instead of

∆ the disk two point function, is because for an unoriented theory∆ will be the disk plus the

crosscap, generalizing our old∆.

ii) The two operator insertions are on the same side. It is a tadpole multiplied by a disk

three-point function, where one operator insertion belongs to the wrong moduli, namely,

complex structure moduli in A-model and Kähler moduli in B-model. In figure 2.1(b), we

denote them asp andq̄, the metric in between isgpq̄.

Next let us consider the amplitude’s for a Möbius strip

Fmöb =

∫ ∞

0

ds

4s
Tr[P(−1)FFe−2πsH ], (2.4.32)

whereP is the involution operator.

50



[Q+−Q̄+, Ōī]

k̄ gk̄k k

[Q−− Q̄−, Oj ]

(a) disk two-point function

xx

[Q+− Q̄+, Ōī]

p gpq̄ q̄

[Q−− Q̄−, Oj ]

(b) tadpole for the cylinder degeneration

Figure 2.1: the degeneration of a cylinder

The holomorphic anomaly equation is then

∂̄ī∂jFmöb =
1

4

∫ ∞

0

ds

〈

P
∫

d2z
{

(Q+ + Q̄+), Ō
[1]

ī

}

∫

l

(G− + Ḡ−)

∫

l′
O

[1]
j

〉

. (2.4.33)

Now the degeneracy has two types. One is the pinching of the strip, it gives rise to a contri-

bution
1

4
∂̄ī∂jTropen(−1)FPlog gtt∗ . (2.4.34)

The only difference between the pinching of a cylinder and ofa Möbius strip (figure 2.2), is

the insertion of the involution operatorP acting on the remaining strip amplitude.

Figure 2.2: the pinching of a Möbius strip

The remaining degeneration amounts to remove the boundary from the Möbius strip.

There are two cases.

i) The two operator insertions are on the different sides (figure 2.3(a)). It gives rise to a

disk two-point function multiplied by a crosscap two-pointfunction

− (C̄īk̄Djk + CjkD̄īk̄)g
kk̄. (2.4.35)

ii) The two operator insertions are on the same side (figure 2.3(b)). It is a tadpole multiplied

by a crosscap three-point function or a crosscap tadpole multiplied by a disk three-point

function with one wrong modulus.

Finally, for the Klein bottle we have

Fkle =

∫ ∞

0

ds

4s
Tr[P(−1)FFe−2πsH ]. (2.4.36)
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[Q+−Q̄+, Ōī]

k̄ gk̄k k

[Q−− Q̄−, Oj ]

(a) crosscap two-point function and disk two-

point function

x x

[Q+−Q̄+, Ōī]

q̄ gq̄p p

[Q−− Q̄−, Oj ]

(b) tadpole for the Möbius degeneration

Figure 2.3: the degeneration of a Möbius strip

There are two degenerations. Firstly, we consider the degeneration that splits the Klein bottle

to two crosscaps. Again we have two cases.

i) The two operator insertions are on different sides (figure2.4(a)). It gives rise to two

crosscap two-point functions

− CikC̄j̄k̄gkk̄ (2.4.37)

ii) The two operator insertions are on the same side (figure 2.4(b)). It gives rise to a cross-

cap tadpole multiplied by a crosscap three-point function with one wrong operator insertion.

[Q−−Q̄−, Oi]

k gkk̄ k̄

[Q+− Q̄+, Ōj̄ ]

(a) two crosscap two-point functions

xx

[Q+−Q̄+, Ōī]

q̄ gq̄p p

[Q−− Q̄−, Oj ]

(b) tadpole for the Klein degeneration

Figure 2.4: one degeneration of a Klein bottle

Secondly, let us consider the complex double of the Klein bottle. Since this is a torus, the

holomorphic anomaly equation is inherited from the torus. The only difference is that instead

of a Yukawa coupling, we obtain an involution operator acting on the chiral/twisted chiral

rings. The doubling torus degeneration gives rise, keepinginto account a further factor1/2

from left/right projection, to
1

8
Trclosed[PC̄īCj]. (2.4.38)

This term corresponds to
1

8
∂̄ī∂jTrclosedPlog g, (2.4.39)
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whereg is thett∗ metric for the closed string.

2.4.2 The derivative of the string amplitudes with respect to the wrong moduli

In previous subsection we discussed about the anti-holomorphic dependence of one-loop open

string amplitudes of the right modulit̄ī. We can also calculate the derivative∂iF with respect

to the wrong moduliyp’s.

Now we will study the different amplitudes separately.

Firstly, we can consider what is the wrong moduli dependenceof ∂iFcyl.

∂

∂ti
∂

∂yp
Fcyl =

1

4

∫ ∞

0

ds

〈
∫

l

(G− + Ḡ−)

∫

l′
O

[1]
i

∫

d2z
{

(Q+ + Q̄+), [Q−,Op]
}

〉

(2.4.40)

where we use the same notationO[1]
i = 1

2
[(Q−− Q̄−), Oi]. We can check that this operator

carries charge1. We defineO[1]
p = [Q−,Op], which has charge−1. Then we will perform a

similar analysis as in the previous subsection.

1) For the degeneration as the pinching of the two boundaries, we obtain

ηαβ
〈

Θα(−∞)

∫

l′
O

[1]
i

∫

d2zO[1]
p (z)Θβ(+∞)

〉∣

∣

∣

∣

s→∞
(2.4.41)

=
1

2
ηαβ

[

〈α|
∫

l′
(Q− − Q̄−)Oi

∫

d2z[Q−,Op]|β〉 − 〈α|
∫

l′
Oi(Q

− − Q̄−)

∫

d2z[Q−,Op]|β〉
]∣

∣

∣

∣

s→∞

whereα, β are open string ground states andηαβ is the open string topological metric.

This amplitude is independent of the time (s) position of the linel′, so we can put it in the

center of the infinite strip. Thus the first piece of (2.4.41) is zero, because the|α〉 state is

projected to zero energy state bye−2πsH for s → ∞, and so annihilated byQ− − Q̄−. The

second piece is also zero, because now the|β〉 state is annihilated byQ− − Q̄− for the same

reason. Notice that the position of[Q−,Op] does not matter, since it anti-commutes with

Q− − Q̄−. Comparing with the right moduli case (2.4.30), we obtain

∂i∂pTropen(−1)F log gtt∗ = 0. (2.4.42)

2) The second degeneration is the removing of a boundary fromthe cylinder. As before,

there are two cases.

i) The two operators insertions are on different sides (figure 2.5(a)). SinceO[1]
i andO[1]

p

have charges1 and−1 respectively, in order to get charge3 or −3 on the disk we need to

project the ground states to(1, 1) and (−1,−1) respectively. On one disk which has the
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wrong type of operator insertionO[1]
p , we can turnO[1]

p into [Q− + Q̄−,Op]. We know that

G− andḠ− annihilate(a, a) rings, andG− + Ḡ− vanishes on the boundary. Therefore, this

diagram does not contribute to the holomorphic anomaly equation.

ii) The two operators insertions are on the same side (figure 2.5(b)). Again we obtain a

tadpole multiplied by a disk three-point function.

x

[Q−−Q̄−, Oi]

k gkk̄ k̄

[Q−+ Q̄−,Op]

(a) disk two-point function with wrong moduli

x

x

x

[Q−− Q̄−, Oi]

p gpq̄ q̄

[Q−,Op]

(b) tadpole in the cylinder degeneration

Figure 2.5: one degeneration of a cylinder

Secondly, we consider the Möbius strip. It contains two cases: 1) The pinching of the

boundary (see figure 2.2)

ηαβ
〈

Θα(−∞)P
∫

l′
O

[1]
i

∫

d2zO[1]
p (z)Θβ(+∞)

〉∣

∣

∣

∣

s→∞
. (2.4.43)

According to the similar argument as the case of the cylinder(2.4.41), we get zero.

2) The removing of the boundary from the Möbius strip.

i) One operator insertion is near the boundary, and the otheris away from the boundary

(figure 2.6(a)). IfO[1]
p is near the boundary, the degeneration for that disk will be a(a, a) ring

inserted on the disk. From the same argument as for the cylinder, the disk two-point function

is zero. IfO[1]
p is away from the boundary, namely, it is inserted on the crosscap, then that

function is also zero.

ii) The two operators insertions are on the same side (figure 2.6(b)). We obtain a tadpole

multiplied by crosscap three-point insertions, or a crosscap multiplied by disk three-point

insertions.

Finally, for the Klein bottle, there is only one contribution. That is when the two insertions

are on one side, we get the following diagram (figure 2.7).
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x

[Q−−Q̄−, Oi]

k gkk̄ k̄

[Q−+ Q̄−,Op]

(a) crosscap two-point function and disk two-

point function with wrong operator

x

x

x

[Q−−Q̄−, Oi]

p gpq̄ q̄

[Q−,Op]

(b) tadpole for the Möbius degeneration

Figure 2.6: one degeneration of a Möbius strip

x

x x

[Q−−Q̄−, Oi]

p gpq̄ q̄

[Q−,Op]

Figure 2.7: one degeneration of a Klein bottle

2.4.3 Tadpole cancellation at one-loop

When we add up the holomorphic anomaly equations for the cylinder, Möbius strip, and Klein

bottle, requiring tadpole cancellation (figure 2.8), we get

∂̄ī∂j [Fcyl + Fmöb + Fkle] =
1

8
∂̄ī∂jTrclosed [Plog g]− ∆̄īk̄∆jkg

kk̄,

+
1

4
∂̄ī∂jTropen

[

(−1)F (1 + P)log gtt∗
]

(2.4.44)

∂i∂p[Fcyl + Fmöb + Fkle] = 0, (2.4.45)

where∆ij = Dij + Cij is the sum of the disk and the crosscap two-point function.

= 0+

Figure 2.8: tadpole cancellation for one-loop

Eq.(2.4.44) reproduces the results stated in [76] and extend them to the presence of non-

trivial open string moduli.
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2.5 Unoriented one-loop amplitudes as analytic torsions

In this section we discuss B-model unorientable one-loop amplitudes for generic Calabi-Yau

threefolds and provide a geometrical interpretation of them in terms of holomorphic torsions

of appropriate vector bundles.

Let us consider the Klein bottle amplitude first. As we have already seen, this is given by

the insertion of the involution operatorP in the unoriented closed string trace as

Fkle =

∫ ∞

0

ds

4s
TrHc(−1)FFPe−2πsHc (2.5.46)

which we can compute as follows. We recall from (1.1.2) that the closed topological string

Hilbert space is given byH(0,q)

∂̄
⊗ ∧mT p,0X soHc ∈ Λ•TX ⊗ Λ•T̄ ∗X =

⊕

p,q Λ
pTX ⊗

ΛqT̄ ∗X, whereTX andT̄ ∗X denote the holomorphic tangent bundle and anti-holomorphic

cotangent bundle respectively. At the level of the worldsheet superconformal field theory

these spaces are generated by the zero modes of theηĪ andθI = θĪgĪI fermions respectively.

The parityP acts asPηĪ = ηĪ andPθI = −θI [17]. It is thus clear that the projection

operator acts asP = (−1)p on the closed string Hilbert space. By inserting in (2.5.46)the

expressions for the total fermion numberF = FL + FR = q − p, a factor of1
2

which takes

care of left/right identification and the closed string Hamiltonian in terms of the Laplacian

H = ∆p,q, we get

Fkle =
1

8

∑

p,q

(−1)qq log (det′∆p,q) = −1

4

∑

p

logT (ΛpTX) = −1

4
logT (Λ•TX)

in terms of the analytic Ray-Singer torsionT(V ) of the bundleV = Λ•TX ∼ Λ•T ∗X ( using

the well known isomorphism given by contraction with the holomorphic three form on the

Calabi Yau )

The cylinder amplitude is given by

Fcyl =

∫ ∞

0

ds

4s
TrHo(−1)FFe−2πsHo

where the assignment of the Chan-Paton factors selectsHo ∈ ⊕qΛ
qT̄ ∗X ⊗ E ⊗ E∗ and the

HamiltonianHo = ∆E⊗E∗,q is the corresponding Laplacian. The result is (as already found

in [8])

Fcyl = −1

2
logT (E ⊗E∗) .

The last term to compute is the Möbius strip amplitude that is

Fmöb =

∫ ∞

0

ds

4s
TrHo(−1)FFPe−2πsHo
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The only issue to discuss here is how to compute the trace withtheP insertion. As explained

in (2.3.1) the trace overP, for aSp(N/2) bundle, selects thediag(E ⊗ E) states with−1

eigenvalue. This is the only non trivial action of theP operator on the Hilbert space. Indeed,

the boundary conditions project away theθĪ ’s and we are left with theηI ’s only, on whichP
acts as the identity. Thus we get

Fmöb = +
1

2
logT (diag(E ⊗E)).

Notice that the above conclusions agree with the explicit calculations of section 2.3, once

restricted to theT 2 target space.

2.5.1 Wrong moduli independence and anomaly cancellation

In this section we show that the decoupling of wrong moduli inthe unoriented open topolog-

ical string on a Calabi-Yau threefoldX is equivalent to the usual D-brane/O-planes anomaly

cancellation. This is performed for the B-model with a system of N spacefilling D-branes.

These are described by a Chan-Paton gauge bundleE overX with structure groupU(N).

As it is well known however, in order to implement the orientifold projection,E ∼ E∗ has

to be real therefore reducing the structure group toSO(N) or Sp(N/2) if the fundamental

representation is real or pseudo-real respectively.

Let us now calculate the variation of the unoriented topological string free energy at one

loop under variations of the Kähler moduli. In order to do it, we use the Bismut formula

[10] for the variation of the Ray-Singer torsion under a change of the base and fiber metrics

(g, h) → (g + δg, h+ δh)

1

2π

∂

∂t

∣

∣

∣

∣

t=0

logT(V ) =
1

2

∫

X

∂

∂t

∣

∣

∣

∣

t=0

[

Td

(

1

2π

(

iR + tg−1δg
)

)

Ch

(

1

2π

(

iF + th−1δh
)

)]

8
(2.5.47)

By applying the Bismut formula to the whole unoriented string free energyFu
χ=0 = Fcyl+

Fmöb+Fkle and specializing to the variations of the Kähler form only (that is at a fixed metric

on the Chan-Paton holomorphic vector bundle) we get11

∼
∫

X

{

[

(Ch(E))2 − noCh(diag(E ⊗E))
] ∂

∂t
[Td(TX)]t=0 +

1

2
n2
o

∂

∂t
[Td(TX)Ch(Λ•T ∗)]t=0

}

(2.5.48)

We will use chk(2E) = 2kchk(E) and chk(E∗) = (−1)kchk(E), so that forE = E∗,

11Here and in the following calculations we insert for convenience a formal parameterno which keeps track of the number of crosscaps.

It will be eventually put to1.
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chk(E) = 0 for k odd. From the definitions12

Td(TX) =
∏

a

γa
1− e−γa

(2.5.49)

Ch(Λ•T ∗X) =
∏

a

(1 + e−γa) (2.5.50)

we rewriteTd(TX) = ec1(T )/2Â(TX) andTd(TX)Ch(Λ•T ∗X) = 23L(TX). Using the

standard expansions

Â = 1− 2

3
p12

−4 +
2

45

(

−4p2 + 7p21
)

2−8 + . . . (2.5.51)

L = 1 +
1

3
p12

−2 +
1

45

(

7p2 − p21
)

2−4 + . . .

in (2.5.48) we calculate the variations of the cohomology classes above and obtain

δFu
χ=0 =

∫

X

2
∑

i=1

Ci
∂

∂t
pi

∣

∣

∣

∣

∣

t=0

(2.5.52)

with

C1 = −2−3

3
J4(E) +

2−6 · 7
45

p1J0(E)−
2−1

45
n2
op1 (2.5.53)

C2 = −2−5

45
J0(E) +

2−2 · 7
45

n2
o (2.5.54)

whereJ(E) = (Ch(E))2 − noCh(diag(E ⊗E)) = J0(E) + J4(E) + . . .. One verifies that,

settingno = 1, the vanishing of the coefficients (2.5.53) and (2.5.54) is realized by

ch0(E) = 8 (2.5.55)

ch2(E) =
1

4
p1

that can be rewritten in the more familiar form
√

Â(TX)Ch(E)− 23
√

L̂(TX) = 0 (2.5.56)

that is13 the tadpole/anomaly cancellation condition for a system ofspacefilling D-branes/O-

planes on a Calabi-Yau threefold [54].

12See the book [35] for the notation.
13We denoted̂L =

∏

i
γi/4

th(γi/4)
.
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2.5.2 Quillen formula and holomorphic anomaly

In this subsection we compute the holomorphic anomaly equations of Section 2.4 from the

expressions of the free energies in terms of Ray-Singer analytic torsion.

In order to do this, we apply the Quillen formula for torsions

∂∂̄log[T (V )] = ∂∂̄
∑

q

(−1)q+1

2
log[det g

(q)
V ]− πi

∫

X

[Td(TX)Ch(V )](4,4) (2.5.57)

wheredet g(q)V is the volume element in the kernel of∂̄V onΛqT ∗X⊗V andV is the relevant

vector bundle for each contribution (that isVcyl = E ⊗ E, etc. see the beginning of the

section) corresponding to the first and the last terms in the r.h.s. of formula (2.4.44), while its

second term matches the second term above.

In the notation of the previous subsection we get, up to the∂∂̄-volume terms and setting

no = 1

∂∂̄Fu
χ=0 = −πi

2

∫

X

[

Td(TX)J(E) +
1

2
Td(TX)Ch(Λ•T ∗X)

]

(4,4)

(2.5.58)

+
1

4
∂∂̄

[

∑

q

(−1)q
(

log
[

det g
(q)
E⊗E∗

]

]− log
[

det g
(q)
diag(E⊗E)

]

+
1

2
log
[

det g
(q)
Λ•T ∗X

]

)

]

which we can calculate using the expansions (2.5.52) for thevector bundleE satisfying

(2.5.56). The first line of the previous equation is

πi

∫

X

(

(ch2(E))
2 + Â4 · 12ch2(E) + 7 · 8Â8 + 4L8

)

= 0. (2.5.59)

and vanishes. This result means that, once tadpoles are canceled, the∆̄∆-term in (2.4.44)

vanishesfor spacefilling branes/orientifolds. This is in agreement with the result forT 2

target found in section 2.3.

2.6 Tadpole cancellation at all loops

2.6.1 Compactification of the moduli space of Riemann surfaces with boundaries

The moduli space of Klein surfaces with boundariesΣ can be usefully described by referring

to the notion of complex double(ΣC,Ω), that is a compact orientable connected Riemann

surface with an anti-holomorphic involutionΩ (see figure 2.9).

The topological type ofΣ = ΣC/Ω is classified by the fixed locusΣR of the involution

[57]. If ΣR = ∅, thenΣ is non orientable and without boundaries, while ifΣR is not empty,
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Figure 2.9: one example of an anti-holomorphic involution onΣ

thenΣ has boundaries. In the latter case,Σ is orientable ifΣC \ ΣR is not connected and non

orientable otherwise.

We recall that on a local chartz ∈ C∗, the anti-holomorphic involution acts asΩ±(z) =

±1
z̄
. The involutionΩ+ has a non empty fixed set with the topology of a circle, which after the

quotient becomes a boundary component. The involutionΩ− doesn’t admit any fixed point

and leads to a crosscap.

The compactification of the moduli space of open Klein surfaces can be studied from the

point of view of the complex double [41]. In this context, theboundary is given as usual by

nodal curves, but with respect to the closed orientable casethere are new features appearing

due to the quotient. In particular, nodes belonging toΣR can be smoothed either as boundaries

or as crosscaps (see figure 2.10). Thus the moduli spaces of oriented and non orientable

surfaces intersect at these boundary components ofcomplexcodimension one.

Figure 2.10: the complete resolution of a cone singularity in the doubling space

Actually there are also boundary components ofreal codimension one which are obtained

when the degenerating 1-cycle of the complex double intersectsΣR at points. In this cases,

one obtains the boundary open string degenerations as described in (1.2.5). The resolution

of the real boundary nodes can be performed either as straight strips or as twisted ones.
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For example, when we have colliding boundaries, their singularity can be resolved either as

splitting in two boundary components or as splitting in a single boundary and a crosscap (see

figure 2.11). Thus the moduli space of oriented and unoriented surfaces intersect also along

these components. For a more detailed and systematic description, see [48].

Figure 2.11: the resolution of a pinching point in the doubling space

More precisely, as discussed also in [11], the moduli space of the quotient surfaceΣ is

obtained by considering the relative Teichmüller spaceT (ΣC,Ω), that is theΩ-invariant locus

of T (ΣC), modding the large diffeomorphismsΓ(ΣC,Ω) which commute with the involution

Ω

MΣ = T (ΣC,Ω)/Γ(ΣC,Ω) (2.6.60)

Let us consider as an example the case of null Euler characteristic. In this case the com-

plex double is a torus and the annulus, Möbius strip and Klein bottle can be obtained by

quotienting different anti-holomorphic involutions. Theconformal families of tori admitting

such involutions are Lagrangian submanifolds in the Teichmüller space of the covering torus

modded by14 the translationsτ → τ + 1
{

τ ∈ C|Im(τ) > 0,−1
2
≤ Re(τ) ≤ 1

2

}

. These are

vertical straight lines atRe(τ) = 0 for the annulus and the Klein bottle while atRe(τ) = ±1
2

for the Möbius strip15 (see figure 2.12). Notice that all vertical lines meet atτ = i∞ which

is the intersection point of the different moduli spaces.

At a more general level, one should similarly discuss the moduli space of holomorphic

maps from the worldsheetΣ to the Calabi-Yau spaceX with involutionσ in terms of equiv-

ariant maps(ΣC,Ω) → (X, σ) [41]. The above discussion suggests that the proper defini-
14The other generatorS of Γ(T 2) = PSL(2,Z) is not quotiented because it does not commute with the involutions.
15Notice that the annulus and the Klein bottle are distinguished by different anti-holomorphic involutions.
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−1/2 1 / 20

τ

Figure 2.12: different involutions represent in the modulispace of Torus

tion of open topological strings can be obtained by summing over all possible nonequiva-

lent involutions ofΣC. In particular one should include the contribution of non-orientable

surfaces in order to have a natural definition of the compactification of the space of stable

maps. Actually, once the perturbative expansion of the string amplitudes is set in terms of

the Euler characteristic of the worldsheet, we have to sum over all possible contributions

Fχ =
∑

g,h,c|χ=2−2g−h−cFg,h,c at given genusg ≥ 0, boundary numberh ≥ 0 and crosscaps

number0 ≤ c ≤ 2.

At fixed Euler characteristic, the set of Riemann surfaces admitting an anti-holomorphic

involution is a Lagrangian submanifoldLΩ of the Teichmüller space of the complex double

TΣC
as in formula (2.6.60). Actually it might happen that the same Lagrangian submani-

fold corresponds to Riemann surfaces admitting nonequivalent involutions which have to be

counted independently, as for the example of the annulus andKlein bottle that we just dis-

cussed. The complete amplitude is then given schematicallyas

Fu
χ =

∑

Ω

∫

TΣC

δ(LΩ)

∫

{O:Σ→X,O◦Ω=σ◦O}
|µG−|3χ

which provides a path integral representation for open/unoriented topological string ampli-

tudes.

The above is the counterpart in topological string of the well-known fact that in open

superstring theory unoriented sectors are crucial in orderto obtain a consistent (i.e. tadpole

and anomaly free) theory at all loops [9]. Evidence of these requirements has been found

from a computational point of view in [76] where the contribution of unoriented surfaces has

been observed to be necessary to obtain integer BPS countingformulas for A-model open

invariants on some explicit examples. Let us remark that this picture applies to any compact

or non compact Calabi-Yau threefold in principle. It might happen, however, that in the non

compact case for some specific D-brane geometries tadpole cancellation can be ensured by
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choosing suitable boundary conditions at infinity so that the orientable theory is consistent by

itself as in the case of [41, 70].

2.6.2 Local tadpole cancellation and holomorphic anomaly

As we have seen in the Section 2.6.1, non-orientable Riemannsurfaces should be included

in order to provide a consistent compactification of the moduli space of open strings. It was

found in [21] that a dependence on wrong moduli appears when one considers holomorphic

anomaly equations for orientable Riemann surfaces with boundaries. However, it follows

from the discussion of Section 2.6.1 that whenever we consider a closed string degeneration

in which one of the boundaries shrinks ( that is it is pushed far away ), there is always a

corresponding component in the boundary of the complete moduli space where one crosscap

is sent to infinity as well. Therefore, we always have this type of degeneration

Ap(〈ωp|B〉+ 〈ωp|C〉), (2.6.61)

where|B〉 and|C〉 are the boundary and crosscap state respectively,ωp is the operator inserted

in the degenerated point which corresponds to a wrong modulus,Ap is the amplitude of the

remaining Riemann surface with a wrong moduli operator insertion. Tadpole cancellation

implies

〈ωp|B〉+ 〈ωp|C〉 = 0. (2.6.62)

which ensures the cancellation of the anomaly of [21] at all genera. This cancellation has a

simple geometrical interpretation in the A-model: in this case, we can have D6-branes and

O6-planes wrapping 3-cycles of the Calabi-Yau 3-foldX, and the condition (2.6.62) reads

〈ωp|B〉+ 〈ωp|C〉 = ∂yp

(
∫

L

Ω(3,0) +

∫

Xσ

Ω(3,0)

)

= 0, (2.6.63)

whereL is a Lagrangian 3-cycle,Ω(3,0) is the holomorphic 3-form, andXσ is the fixed point

set of the involutionσ : X → X. From (2.6.63) we can interpret the local cancellation of

the wrong moduli dependence (2.6.61) as a stability condition for the vacuum against wrong

moduli deformations.

63



64



Chapter 3

Target space theories

3.1 Introduction

A proper target space formulation of open plus closed topological strings is important for sev-

eral reasons, the most compelling in our opinion being a better understanding of open/closed

string duality which, once an off shell formulation of the theory is given, should become

manifest. Actually, this is the main subject of the next chapter. For now we will limit first to a

review of the known target space theories for open and closedstrings, and then to a derivation

( plus some checks ) of the complete open and closed target space effective field theory.

The topological open string target space formulation has been actually obtained long ago

in [83] where it was shown to be given by the Chern-Simons theory for the A-model and its

holomorphic version for the B-model. These are formulated for a fixed on shell background

geometry, in particular for the B-model the holomorphic Chern-Simons is formulated with

respect to an integrable complex structure on the Calabi-Yau target.

Since the aim of this paper is to study a string field theory formulation of topological

open plus closed strings on equal footing, we will extend this framework to non-integrable

structures. In particular the closed string field theory of the B-model derived in [8], the

so called Kodaira-Spencer theory of gravity, is nothing buta consistent theory for generic

non integrable complex structures which, only on shell, reduce to a true, integrable one. So

the idea is to write an action containing the holomorphic Chern-Simons functional written

with respect to a generic non integrable complex structure,weighted by the Kodaira-Spencer

action. The result will mainly deal with the coupling between closed and open strings, and

this will be analyzed in detail. In particular we will discuss the relation among our result and

some statements already done by Witten in [83].

65



As we have seen a distinctive feature of topological stringsis that the non-holomorphic

dependence of its amplitudes can be recursively computed bymeans of the holomorphic

anomaly equations. It turned out that the target space formulation of the closed string in terms

of the Kodaira-Spencer gravity is very effective in reproducing these recurrence relations

from a Feynman diagram’s expansion. This also provides a target space interpretation of the

various coefficients appearing in the HAE. These latter havebeen more recently extended to

open strings in [75] and [14]. These were further studied in [2]. We will extend this analysis

to all the building block tree level amplitudes appearing in(1.2.5), both as a check for our

theory and as a prediction for their value in terms of target space quantities.

This and the next chapter are based on [13].

3.2 Open and closed effective field theories

It is well known from [8] that the effective space-time theory corresponding to the B-model

for closed strings is given by the Kodaira-Spencer theory ofgravity:

λ2SKS =

∫

X

1

2
A′ 1

∂
∂̄A′ − 1

3
[(A + x)(A+ x)]′(A+ x)′ (3.2.1)

whereλ is the string coupling andA andx are(0, 1) forms with values in the(1, 0) vector

field that is, in coordinates,A = Aj
ī
dz ī ∂

∂zj
and similarly forx. In (3.2.1)A′ = iAΩ0 =

3(Ω0)ijkA
i
īdz

jdzkdz ī and similarly forx′ whereΩ0 is the holomorphic three form on the

Calabi-Yau target spaceX1. A + x is defined to be a ( non integrable ) deformation of the

complex structure ofX split into an infinitesimal part,x, required to be a proper integrable

deformation, and a generic finite one,A. The full deformation,A + x, is parametrized by

the shift∂̄ī → ∂̄ī − (xj
ī
+ Aj

ī
)∂j . By definition the coefficients of forms with barred indices

transform in the same way :wī → wī− (xj
ī
+Aj

ī
)wj. In additiondzj → dzj + (xj

ī
+Aj

ī
)dz ī,

while ∂ anddz̄ are fixed (their shift would refer to the antitopological theory). In this way

real objects as the de Rham differentiald or a real formwidzi + wīdz
ī remains unchanged.

The condition of integrability of the modified complex structure is

0 = (∂̄ − x− A)(∂̄ − x− A) = −∂̄(A+ x) +
1

2
[A+ x,A+ x] = 0

Becausex does not appear in the kinetic term of (3.2.1) it is interpreted as a background

parameter, valued inH0,1

∂̄
⊗ T (1,0)X, and its property to correspond to an integrable defor-

mation of the complex structure,̄∂x = 0, is exactly the requirement to drop from the kinetic

1Factors may change depending on the conventions; we will usethe ones of [72] and [43].
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term. Then the condition of integrability forA+ x translates into an equation for the onlyA

∂̄A′ = ∂((A + x) ∧ (A+ x))′. (3.2.2)

which is nothing but the equation of motion of (3.2.1). This is not surprising as (3.2.1)

was explicitly built to fulfill this requirement: integrability condition↔ equation of motion.

Being the kinetic term non local, at least for the fields we areusing,A is required to

satisfy the so called Tian’s gauge,∂A′ = 0, in order to make it well defined. In summary

we can say we are dealing with a theory of finite non integrablecomplex structures written

with respect to a fixed integrable one ( the one with respect towhich (3.2.1) is written ) and

an infinitesimal deformation required to be integrable as well. The equation of motion for the

fields representing these deformations correspond to the requirement of integrability, so that

x is correctly translated into a static background field whileA is off shell.

The symmetries of (3.2.1) turn out to be theΩ0 preserving reparametrization of the com-

plex coordinates

zi → zi + χi(z, z̄) z ī → z ī

while the condition of beingΩ0 preserving reads∂χ′ = 0. According to∂̄ → ∂̄− (A+x),

we can apply to both sides the aboveΩ0-preserving coordinate transformations and define the

variation ofA to include all the variations of the right hand side. This becausex is kept fixed

being a background; so

δA = −∂̄χ− Lχ(A+ x) = −∂̄χ− [χ, (A+ x)] (3.2.3)

Reinterpretingχ as a ghost field, this transformation can be promoted to a nilpotent BRST

if

δχ = −1

2
Lχχ = −χi∂iχ. (3.2.4)

The open effective theory has been analyzed by Witten in [83]and for the B-model it is

given by the holomorphic Chern-Simons action

λSHCS =

∫

X

Ω0Tr(
1

2
B0,1∂̄B0,1 +

1

3
B0,1B0,1B0,1) (3.2.5)

with B0,1 a Lie algebra valued(0, 1)-form.

Indeed (3.2.5) is globally ill defined; the precise definition of the model has been presented

in [71]. From the Chern-Weil theorem we know that only the difference of two invariant

polynomials with respect to two different connectionsB̂ andB0 (dropping for the moment
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the label(0, 1)) is an exact form. So using the reference connectionB0 we can write

−
∫

K4

Θ

2
Tr(F̂ 2 − F 2

0 ) = −
∫

K4

ΘTr ∂̄(
1

2
B̂∂̄B̂ +

1

3
B̂3 − 1

2
B0∂̄B0 −

1

3
B3

0) =

=

∫

X

Ω0Tr(
1

2
B̂∂̄B̂ +

1

3
B̂3 − 1

2
B0∂̄B0 −

1

3
B3

0) (3.2.6)

whereK4 is a fourfold containingX as a divisor whileΘ is a connection of the associated

line bundleLX so that∂̄Θ = Ω0δ(X). We expandB̂ with respect to the reference connection

as

B̂ = B +B0

so that (3.2.6) provides the globally well defined action

λSHCS =

∫

X

Ω0Tr(
1

2
B0,1∂̄B0,1

0
B0,1 +

1

3
(B0,1)3 + F 0,2

0 B0,1) (3.2.7)

with ∂̄B0,1
0
ϕ ≡ ∂̄ϕ + [B0,1

0 , ϕ]± with ± depending on the grade of the formϕ. B0 is the

open counterpart of what wasx for the closed theory: it is the open string background and as

such it obeys the holomorphicity condition ( equations of motion ) F 0,2
0 = 0.

The symmetries of (3.2.7) – at fixed backgroundB0 – are given by

δB0,1 = ∂̄B0,1
0
ǫ+ [B0,1, ǫ]. (3.2.8)

3.3 Open-Closed effective field theory

Now we want to explicitly couple the open theory to the closedfield that is we want to deform

the complex structure ofX, over which the theory is defined, using the fieldsA andx. Of

course the closed fieldA is in general not on shell so the new complex structure (better call

it almost complex structure) is generically not integrable. In addition we want to write the

new action with respect to the undeformed complex structurein order to keep the closed field

explicit. Actually, under the deformationΩ0 is mapped to [72]

Ω = Ω0 + (A + x)′ − [(A+ x)(A + x)]′ − [(A + x)(A+ x)(A + x)]′ (3.3.9)

which is a(3̃, 0̃) form with respect to the new complex structure (from now on always indi-

cated with a tilde) while with respect to the old one decomposes in forms of total degree 3,

namely(p, q) forms withp+ q = 3. We can now deform also the remaining(0, 3) part of the

action,L0,3
CS, with L0,3

CS ≡ Tr(1
2
B0,1∂̄B0,1

0
B0,1 + 1

3
(B0,1)3 + F 0,2

0 B0,1), into a(0̃, 3̃) form.
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In order to keep into account the deformation of the complex structure of the full action

the simplest way is to use a real form for the Chern-Simons term, rewriting
∫

X

Ω3̃,0̃L0̃,3̃
HCS =

∫

X

Ω3̃,0̃LCS =

∫

X

Ω3̃,0̃Tr

(

1

2
BdB0B +

1

3
B3 + F0B

)

(3.3.10)

whereB is a real Lie algebra valued 1-form onX. Indeed, beingΩ a (3̃, 0̃) form, the added

piece is zero. However, from the path integral quantizationviewpoint, we have to define a

suitable measure for the new field componentB1̃,0̃. We will discuss this issue in the next

section by using the Batalin-Vilkovisky formalism2.

. Let us notice that the real formLCS is completely independent from the closed field,

while it is Ω which really takes care to project the action onto the new complex structure

selecting the complementary form degree fromLCS.

Let us consider the symmetries of (3.3.10). As far as diffeomorphisms (3.2.3) are con-

cerned,Ω in (3.3.9) transforms asLχΩ so that the whole action is invariant under the standard

action onB, namelyδB = −LχB.

The situation for the Chan-Paton gauge symmetry is more subtle. Indeed, being the field

A off shell, we do not havedΩ = 0. In fact it can be shown [72] thatdΩ = 0 is equivalent to

the equations of motion for the Kodaira-Spencer action,∂̄A′ = ∂((A + x) ∧ (A + x))′. The

real version of (3.2.8) is

δB = dB0ǫ+ [B, ǫ] (3.3.11)

and ifdΩ 6= 0 under this transformation we have that the action (3.3.10) is no longer gauge

invariant but its variation amounts to

δSHCS =
1

λ

∫

X

ΩTr d(
1

2
ǫdB0B + F0ǫ) (3.3.12)

We can save the day by adding the term−1
2
Ωdb, whereb is a real 2-form field transforming

as [6]:

δb = Tr(ǫdB0B + 2F0ǫ) (3.3.13)

We can either keep the fieldb or integrate it out. In the first case transforming all the fields

in the modified action leaves it gauge invariant. Instead it is clear that the fieldb acts as a

Lagrange multiplier whose integration enforces the Kodaira-Spencer equations for the closed

fieldA sodΩ = 0 and the action is again gauge invariant. However the role of implementation

of the associated delta function requires also a determinant factor such that
∫

DADbe− 1
2

∫

X
ΩdbdetFP = 1 (3.3.14)

2For a complete discussion on the Kodaira-Spencer gravity inantifield formalism see [8]
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This determinant measure has to be included in the very definition of the theory and will be

explicitly derived in the next section.

This isn’t really the end of the story asb has shift symmetries along its(2̃, 0̃) and(1̃, 1̃)

components. In addition we should specify the full nilpotent symmetries and the gauge fixing.

This will be the subject of the next section.

Summarizing, the classical action for open and closed B-model is

Stot =
1

λ2

∫

X

(

1

2
A′ 1

∂
∂̄A′ − 1

3
[(A+ x)(A + x)]′(A+ x)′

)

+ (3.3.15)

+
1

λ

∫

X

ΩTr(
1

2
BdB0B +

1

3
B3 + F0B)− 1

2
Ωdb

3.4 On the BV quantization of Holomorphic Chern-Simons

In this section we provide the BV action for the holomorphic Chern-Simons theory and a

non singular gauge fixing fermion. For simplicity in this section we will drop the tilde in the

notation for forms in the new complex structure. Still the coupling with the closed field is

always present.

The classical action is

λSo =

∫

X

Ω(3,0)

[

Tr

(

1

2
BdB0B +

1

3
B3 +BF0

)

− 1

2
db

]

(3.4.16)

This is invariant under the infinitesimal gauge transformations

sB = dB0ǫ+ [B, ǫ] + ψ(1,0)

sb = Tr (BdB0ǫ+ 2F0ǫ) + dγ + η(1,1) + η(2,0) (3.4.17)

whereǫ is the usual gauge symmetry ghost whileψ(1,0), η(2,0) andη(1,1) are the ghosts for the

shift symmetries.
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By further defining

sǫ = −ǫ2

sψ(1,0) =
[

ǫ, ψ(1,0)
]

sγ(1,0) = n(1,0) − Tr
(

ǫ∂
(1,0)
B0

ǫ
)

sγ(0,1) = ∂(0,1)m− Tr
(

ǫ∂
(0,1)
B0

ǫ
)

sη(1,1) = −Tr
(

ψ(1,0)∂
(0,1)
B0

ǫ
)

− ∂(1,0)∂(0,1)m− ∂(0,1)n(1,0)

sη(2,0) = −Tr
(

ψ(1,0)∂
(1,0)
B0

ǫ
)

− ∂(1,0)n(1,0)

sn(1,0) = 0

sm = 0 (3.4.18)

we get apseudo-BRST operator. Actually the operators defined by (3.4.17) and (3.4.18) is

nilpotent only on shell. Explicitly, one gets

s2b(0,2) =
(

∂(0,1)
)2
m (3.4.19)

which is vanishing only on shell. (3.4.19) is proportional either to the closed field e.o.m. or,

which is the same, to the ones ofb. On all other fields one getss2 = 0.

The BV recipe is in this case still simple, since one can checkthat second order in the

antifields already closes in this case. By labeling all the fields entering (3.4.17) and (3.4.18)

asφi, we have therefore3

SBV = So +

∫

X

∑

i

φ∗
i sφ

i + c

∫

X

(

(b∗)(2,2)∂(1,0)m
)∨

(b∗)(3,1) (3.4.20)

wherec is a non zero numerical constant which will not be relevant for our calculations

(see later). One can explicitly show thatSBV satisfies∆SBV = 0, where∆ is the BV-

Laplacian and(SBV , SBV ) = 0 the corresponding bracket. In our conventions, all antifields

have complementary form degree with respect to fields.

Let us notice that a parallel result has been obtained in [37]by C. Imbimbo for the A-

model. Indeed, also in the case of the real Chern-Simons theory, the coupling with the grav-

itational background requires the use of the full BV formalism giving rise to quadratic terms

in the anti-fields.

While gauge fixing, we need to add the anti-ghost multiplets for all gauge fixed parameters.

Actually we are going to gauge fix our theory only partially, that is we will keep the (ǫ-)gauge
3Here we use the∨-operator as in [8] so that the∨ of a (3, p)-form is a(0, p)-form.
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freedom relative to the Chan-Paton bundle. By introducing the relevant anti-ghost multiplets,

we define the gauge fixing fermion

Ψ =

∫

X

{

ψ̄(1,3)
(

dB0B +B2 + F0

)(2,0)
+ η̄(2,2)b(1,1) + η̄(1,3)b(2,0) (3.4.21)

+n̄(2,3)γ(1,0) + m̄(3,3)
(

∂(0,1)
)†
γ(0,1) + γ̄(3,2)

[

(

∂(0,1)
)†
b(0,2) + ∂(0,1)p

]}

(3.4.22)

by adding the anti-ghost (trivial) part of the BV action in the usual form. We extend therefore

the s-operator action, that is the BV-bracket with the part of the BV action linear in the anti-

fields, to the anti-ghosts in the trivial way, namely for any anti-ghostψ̄ we havesψ̄ = Λψ̄ and

sΛψ̄ = 0. The anti-ghost gauge freedom is fixed by the addition of the relevant further sector.

Finally we can compute the (partially) gauge fixed action by specifying all anti-fields as

derivatives with respect to their relative fields of gauge fermionΨ. All in all, the (partially)

gauge fixed action reads

Sg.f. = So + sΨ+ c

∫

X

(

η̄(2,2)∂(1,0)m
)∨ (

∂(0,1)
)†
γ̄(3,2) (3.4.23)

Let us now perform the path-integral in the different sectors (by naming them by the

relative anti-ghost as appearing in the gauge fermion).

• Theψ̄(1,3) is seen to decouple since

s
{

dB0B +B2 + F0

}(2,0)
= ∂

(1,0)
B0

ψ(1,0) +
[

B(1,0), ψ(1,0)
]

+

Therefore we get the contribution
∫

D[B(1,0)]δ
(

∂
(1,0)
B0

B(1,0) +B(1,0)B(1,0) + F
(2,0)
0

)

det′
{

∂
(1,0)
B0

+
[

B(1,0), ·
]

+

}

which counts the volume of the space of holomorphic connections.

• The twoη̄-sectors are just algebraic and give a constant contribution to the path-integral.

Notice that while integrating over̄η(2,2) also the last term in (3.4.23) gets involved being

reabsorbed in a shift ofη(1,1). This gauge fixing of course restricts the fieldb to be a

(0, 2)-form only and set to zeroη(1,1) andη(2,0).

• Then̄(2,3) sector is algebraic too and simply sets to zeroγ(1,0) and its partner.

• The last part is the standard term for higher form BV quantization (see for example

[33]). The fermionic bilinear operator reduces to

B =

(

−∂(0,1)†∂(0,1) −∂(0,1)
∂(0,1)

†
0

)
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mappingΩ(0,1)(X)⊕Ω(0,0)(X) to itself. The bosonic bilinear operator is instead the anti-

holomorphic Laplacian∆(0,0) = ∂(0,1)
†
∂(0,1) on the scalarsΩ(0,0)(X). One therefore

stays with the gauge fixed measure
∫

D[Y ]e−
1
2

∫

X
Y CY+

∫

X
JtY (3.4.24)

whereY =
(

p,Λγ̄, b
(0,2)
)

,

C =







0 −∂(0,1) 0

∂(0,1) 0 ∂(0,1)
†

0 −∂(0,1)† 0







and the sourceJ = (0, 0, dΩ) takes into account the classical action. Eq.(3.4.24) can be

integrated being a Gaussian.

Therefore, all in all, we find that the quantum measure for theholomorphic Chern-Simons

theory is
det′[B]

det′[∆(0,0)] (det′[C])1/2
eJ

t(C)−1J (3.4.25)

for a (generically non integrable) almost complex structure. The determinant of the operator

C is easily obtained by noticing that

{C, C†} =











∆(0,0) 0
(

∂(0,1)
)2

+
(

∂(0,1)
†
)2

0 2∆(3,2) 0
(

∂(0,1)
)2

+
(

∂(0,1)
†
)2

0 ∆(2,0)











We want to compare our open theory, defined as coupled to the closed fieldA, with the

standard holomorphic Chern-Simons, defined for an integrable complex structure. In partic-

ular the two theories should match once we put on shell the closed field. So the integral of

all the additional fields should contribute as one. Notice that, if the complex structure is inte-

grable, thendΩ = 0 and the source term is not contributing. On top of it, since
(

∂(0,1)
)2

= 0,

the bosonic operator block-diagonalizes. Moreover, in this case, the determinant of the

fermionic operatorB can be easily computed4 to be equal todet′∆(0,2)
(

det′∆(0,0)
)1/2

.

All in all, we find an overall

det′[∆(0,2)]
(

det′[∆(0,0)]
)1/2

det′[∆(0,0)]
{

(det′[∆(0,2)])
2
det′[∆(0,0)]

}1/2
=

1

det′[∆(0,0)]
(3.4.26)

4This can be done by writing the eigenvector equation forB asB
(a
b

)

= λ
(a
b

)

and then expanding the 1-forma = ∂(0,1)x+ ∂(0,1)
†
y

in exact and co-exact parts. Then one finds thatb = λx and that the eigenvalues ofB coincide with those of∆(0,2) for x = 0 or with the

square roots of those of∆(0,0) for y = 0.
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This determines the value of the quantum measure introducedin (3.3.14). The factor (3.4.26)

counts the extra degree of freedom introduced by theb field in the theory. Indeed the three

components ofb(0,2) are subject to the gauge freedom by the shift of an exact∂(0,1)γ(0,1)

term up to the ghost-for-ghost shiftingγ(0,1) by ∂(0,1)m. Therefore the overall counting is

3− 3 + 1 = 1 complex modes.

3.5 String field theory as generating function of open and closed HAEs

Our claim of having found the effective space-time theory for the open B-model should be

checked explicitly. Because of tadpole cancellation (see also [76] ) we know that the open

theory is completely well defined only in its unoriented version ( as in the case of usual string

theories ), so the most general case to consider is for open ( and closed ) unoriented strings.

Closed moduli are known to be unobstructed and so expansionsof the amplitudes in their

value is always possible. We will proceed similarly for openmoduli. An important result of

[8] is that the partition function of Kodaira-Spencer theory encodes the recurrence relations

of HAE via its Feynman diagram expansion.

The generating function of the full HAE of [14] generalized to the unoriented case should

be:

eW (x,u;t,t̄) ∼ exp

(

∑

g,h,c,n,m

λ2g−2+h+c

2
χ
2
+1 n!m!

F (g,h,c)
i1...inα1...αm

xi1 . . . xinuα1 . . . uαm

)

(3.5.27)

up to an overallλ dependent prefactor which encodes the contact terms in one loop calcu-

lations and will be discussed later. This prefactorλ... is encoded, in the field theory side,

in the measure of the path integral, namely as the multiplicative term weighting the regular-

ized determinants with omitted zero modes. From now on, in any case, we will focus on the

perturbative expansion inλ.

The notation is as follows:F (g,h,c)
i1...inα1...αm

is the string amplitude with genusg, h boundaries,

c crosscaps,n marginal operator insertions in the bulk and on the boundaryandm purely on

the boundary. Thexi’s are the expansion coefficients ofx in a base of Beltrami differentials,

x = xiµi and theuα’s are the expansion coefficients forB0 in a basisTα(x) of the open

moduliH(0,1)(X,AdE), namelyB0 = uαTα. Thus the fields appearing as backgrounds in the

field theory are the open and closed moduli themselves. Also the coordinate we have used

to parametrize the moduli space are the canonical ones, already discussed in the first chapter.

This means that operator insertions will be obtained as ordinary derivatives on the partition

function.
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The factor 1

2
χ
2 +1

is explained in [76] and obviouslyχ = 2g − 2 + h + c. If what we are

doing is consistent it should be true that
∫

DADBDb . . . e−Stot(x,B0(x);t,t̄;A,B,b,... ) = eW (x,u;t,t̄). (3.5.28)

We want to compare this at tree level, that is atg = 0, h = 0, 1, c = 0 andg = 0, h =

0, c = 1, and obtain in this way some explicit expressions for all thebasic objects entering

the extended HAE of (1.2.5) computed at a generic backgroundpoint. These amplitudes are

already known and computed by worldsheet methods and the tworesults should of course

match. To this end we will differentiate, at each order inλ, both members with respect to the

moduli parametersxi anduα and identify the corresponding coefficients.

A comment is in order. We should remember that the expression(3.5.27) is the partition

function for the unoriented theory. As explained in [76] this differs from the oriented one

simply projecting the space of operators in the theory to theunoriented sector that is the ones

with eigenvalue+1 under the parity operatorP. Being these operators nothing else than

deformations of the moduli space of the theory, we have to consider only its invariant part

underP and then parametrise withxi anduα its tangent space. This means that thexi’s and

theuα’s appearing in ( 3.5.27 ) are really a subset of the ones in theoriented case. Specifically

it implies a restriction on the space of complex structures for what mattersx and a reduction

to Sp(N)/SO(N) groups foru. Still some amplitudes, as the sphere with three insertions,

are perfectly meaningful also in the oriented case. This is why we will generically not specify

to which space thexi’s and theuα’s belongs: it is possible to restrict their value depending

on the case.

3.5.1 g = 0, h = c = 0

Here we start the comparison between the string theory partition function and the space-time

path integral (3.5.28). We begin from the coefficients at lowest order inλ. From the point of

view of (3.5.27) this is the amplitude atg = h = c = 0 with weight 1
λ2

; on the field-theory

side the contribution should come only from the Kodaira-Spencer action, also at weight1
λ2

.

We know that the right-hand side of equation (3.5.28) at thisorder inλ has no dependence

on open moduli (because without boundaries,h = 0, there is no space for open operator

insertions) and the building block amplitude beingCijk(x):

Cijk(x) = F (0,0,0)
ijk (x) =

∑

n

1

n!
F (0,0,0)
ijki1...in

xi1 . . . xin =
∂

∂xi
∂

∂xj
∂

∂xk
W |(orderλ−2)

Being at tree level and given (3.5.28), the same result can beobtained ( see [8] ) deriving the

Kodaira-Spencer action on shell (A = A(x) ) with respect to threexi. The three derivative
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term gives5

−2

∫

M

[(

µi +
∂A(x)

∂xi

)

∧
(

µj +
∂A(x)

∂xj

)]′(

µk +
∂A(x)

∂xk

)′
= Cijk(x)

The only point of possible confusion for the BCOV educated reader both here and in the

subsequent computations, comes from the novel cross dependence of open and closed field

on shell by each other by means of the field equations which arenow modified with respect

to the ones obtained with the open and closed actions separated. This might seem to carry

on additional induced derivatives and contributions as, inthis case, an induced open moduli

dependence carried by the on shell closed field which would lead to the paradox of a non van-

ishing amplitude corresponding to a sphere with boundary insertions! Fortunately, integrating

out the fieldb does the job of enforcing the closed field solutions that would be obtained from

the Kodaira-Spencer action alone! It will be true instead that the on shell open fields will carry

some closed field dependence as theB-field equation is:F 0̃,2̃
B0

≡ (dB0B + B2 + F0) |0̃,2̃= 0

which is bothu andx dependent.

This is a good place to stop and discuss the connections between our result for the cou-

pling between the open theory and the closed one, and the comments made by Witten in

[83] about this point. In his paper Witten uses an argument from the fatgraph description

of a string tree level amplitude to infer that, if one considers a diagram withn bulk andm

boundary insertions, in general the bulk operators will reduce to exact (with respect to the

topological charge) objects and so will decouple. This goesthrough even in the casem = 0

as long as some boundaries are present. The direct consequence is that the on-shell couplings

between closed and open strings are zero. How can then one justify the non vanishing of the

∆ij amplitudes of [75], [58] and [76]? Our answer is in a sense a weakened realization of

Witten’s idea, still allowing non zero amplitudes with bulkoperators and boundaries. The

key role is played by the fieldb, generated in the action to maintain the gauge symmetries

in the Chern-Simons term. This field, once it is integrated over, fixes the closed fieldA to

be on shell with respect to the original Kodaira-Spencer equations and so defining a shift of

an integrable complex structure. This translates to the fact that the original genuine coupling

between open and closed fields in the action reduces to a coupling between an open, inte-

grated field and an on-shell closed field. That is it representa new Chern-Simons expansion

around a new shifted and fixed complex structure. So the path integration of the closed field

A reduces to a single contribution coming from the unique deformation of the original com-

plex structure with respect to which the Kodaira-Spencer action is written, this contribution

being weighted by the corresponding Kodaira-Spencer on shell action. If closed strings are

5The factor−2 depends on our conventions which are slightly different from [8].
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substantially decoupled by the open theory, what is then their role? This is the next point

discussed by Witten in [83] where their crucial role in anomaly cancellation is pointed out.

For example, in the A-model, whose effective theory is the real Chern-Simons, a well known

topological anomaly is present. It comes from theη-invariant of [84], whose dependence by

the metric is compensated by the addition of a gravitationalChern-Simons. Then an addi-

tional anomaly connected to the framing of the target space is well known. In the case of

the B-model however, theη-invariant is simply zero because the spectrum of eigenvalues of

the determinant whose phase isη, is symmetric around zero [71]. Instead we have one loop

anomalies corresponding to a dependence by the wrong moduli[21] ( Kähler moduli in this

case) which is cured by tadpole cancellation involving unoriented contributions in the closed

strings sector (Klein bottle).

3.5.2 g = 0, h+ c = 1

In this subsection we want to compare the world-sheet and thetarget space perspective at

order1/λ. From the string theory side the relevant amplitudes of weight 1
λ

( g = 0, h+ c = 1

) entering the HAE were discussed in (1.2.5). From the field theory perspective all of them

should be reproduced by the holomorphic Chern-Simons action.

Let us start with purely closed moduli dependence. This can come either from both the

explicit dependence byx in Ω and by the induced dependence in theA(x) andB(x, u) fields

on shell, or implicitly through the backgroundB0(x). We will find that the dependence w.r.t.

closed moduli explicit and in the on shell fields, both closedand open, correspond to bulk

insertion in the string amplitude, while the dependence w.r.t. closed moduli in the background

open field corresponds to induced boundary insertions6.

The two operators will be indicated asOi andΨi (so for exampleCijk = 〈OiOjOk〉0,0,0
where the subscript denotes the tripleg, h, c).

The first amplitude we want to derive is∆ij = 〈OiO
[1]
j 〉0,1,0 + 0,0,1 which was computed

in [75] and [76] as additional building block for the extended HAE. This is the disk plus

the crosscap with two bulk insertions. In particularOi is a local insertion whileO[1]
j is an

integrated one being the second step of the descent equation. So, from (3.3.15) we get

1√
2
∆ij(x) =

∫

X

didjΩLCS +

∫

X

diΩdjLCS +

∫

X

djΩdiLCS +

∫

X

ΩdidjLCS (3.5.29)

where all the fields are on shell;di is the derivative with respect to the closed modulusxi,

both explicitly and through the dependence induced byA(x) andB(x, u); the factor 1√
2

comes

6An additional closed moduli dependence in the worldsheet action would come also from the Warner term [78]. For the B-model this

additional boundary term, needed to make the action invariant, vanishes under the usual boundary conditions, see 1.2.5, 2.2 and [36].
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from the normalization in (3.5.27). Using the field equations forB we obtain the identity

0 = dj

(∫

X

δSHCS
δB

|B=B(u,x) diB(u, x)

)

= dj

(∫

X

ΩdiLCS

)

=

∫

X

djΩdiLCS+

∫

X

ΩdidjLCS

that is, the last two terms in (3.5.29) cancel. This is nothing but Griffith’s transversality

condition for the normal function as stated in [75]. So we get

1√
2
∆ij(x) = 〈OiOj〉0,1,0 + 0,0,1 =

∫

X

didjΩLCS +

∫

X

diΩdjLCS (3.5.30)

This differs from the expression derived in [75, 76] by the first term. However notice that

(3.5.30) is valid at a generic valuex for closed string moduli, while the ones of [75, 76]

are evaluated atx = 0, where the double derivative ofΩ is vanishing. This comes from

expression (3.3.9) and from the fact thatA(x) = O(x2) as follows by solving the Kodaira-

Spencer equations iteratively.

Let us now consider the amplitudes with one bulk and one boundary insertion. The latter,

as already stated, is obtained from the derivative with respect to the background open field

B0 which depends onx:

1√
2
∆′
ij = 〈OiΨ

[1]
j 〉0,1,0 =

(

djB0(x)
δ

δB0(x)

)

diSHCS

To compute this term from the space-time point of view it is easier to start from the action

written in terms ofB̂ andB0 (3.2.6). The result follows immediately as

1√
2
∆′
ij = 〈OiΨ

[1]
j 〉0,1,0 = −

∫

X

diΩTr(djB0(x)F0) (3.5.31)

once the e.o.m. of the open field are imposed.

Now we pass to the purely open moduli derivatives. The only term is the one derived three

times or, equivalently, the one with three boundary operator insertions:∆αβγ . Again using

the form (3.2.6) we need only explicit derivatives with respect touα (remind thatB0 = uαTα
). The result is

1√
2
∆αβγ = 〈ΘαΘβΘγ〉0,1,0 = −

∫

X

ΩTr(TαTβTγ) (3.5.32)

which is the same that would be derived with worldsheet methods in analogy toCijk.

Finally we have mixed terms. These are similarly obtained giving

1√
2
Παi = 〈ΘαOi〉0,1,0 = −

∫

X

diΩTr(TαF0) (3.5.33)

and
1√
2
∆′
βiα = 〈ΘβΨ

[1]
i Θα〉0,1,0 = −

∫

X

ΩTr(TβdiB0Tα) (3.5.34)
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Chapter 4

Open-closed duality

Open/closed duality is commonly believed [60] to be the effect of integrating out open

strings in the complete string field theory, leaving then a purely closed string theory on a suit-

ably modified background. This program is very hard to be realized in the full string theory,

but it becomes tractable in its truncation to its BPS protected sectors, namely in topological

string theories [80, 8]. This issue has been investigated byseveral authors in a first quantized

or on shellframework. Actually, the first examples were discussed in terms of geometric

transitions [27] which have been extended to the brane sector in [60]. Then, this picture

has been refined in terms of a proper world-sheet analysis in [61]. More advances on-shell

computations has been prompt by [16] and then further by [45]and [42].

The formulation of holomorphic anomaly equations and the target space interpretation

of its structure functions are very important tools to obtain a well defined computational

framework for open topological strings. D-branes sources for closed strings are actually

represented in the HAE by the Walcher’s term [75] whose target space interpretation has

been given in terms of the Griffith’s normal function (see also [55]). For the B-model this

boils down to the on shell holomorphic Chern-Simons action.A remarkable observation [20]

consists in the proof that the Walcher’s term can be reabsorbed by a shift in the string coupling

constant and the closed moduli. This indeed realizes an on shell proof of the open/closed

duality, although at frozen open moduli.

In the following we will study this problem first from a worldsheet perspective and then

from a second quantized point of view, which turns out to be the most appropriate to study

open/closed duality in particular for the B-model. Having worked out the BV formulation

of the holomorphic Chern-Simons theory by leaving the gravitational background (Kodaira-

Spencer gravity field) off shell allows us to reformulate open-closed duality as a process

of partial functional integration over the open string fields. From the BV viewpoint this
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procedure follows by partial integration of a proper subsetof fields and anti-fields of a solution

of the BV master equation by which one gets another solution depending on a reduced set of

fields. This is known as Losev trick [49]. In particular, at frozen open string moduli, we will

show that this partial integration exactly reproduces the shift formulas proposed in [20][58].

More in general, our BV formulation proves the existence of definite shift formulas also in

presence of open moduli providing a computational set-up todetermine them.

4.1 Open-Closed string duality as a Losev trick

Let us explain a basic argument about open-closed string duality in second quantization. This

is referred to the topological string theory at hand (B-model), but in principle should hold in

a more general setting.

The Losev trick, as explained in [49], consists in a procedure to obtain solutions of the

quantum Master Equation in Batalin-Vilkovisky quantization by partial gauge fixing. In its

generality it reads as follows. LetS(Φ,Φ∗) be a solution of the quantum Master equation

∆
(

e−S/~
)

= 0 (4.1.1)

where∆ = ∂Φ∂Φ∗ is the nilpotent BV Laplacian. Suppose that the fields/anti-fields spaceF
is in the form of a fibration

F2 →֒ F
↓
F1

so that one can choose a split coordinate system(Φ,Φ∗) = (Φ1,Φ
∗
1,Φ2,Φ

∗
2) such that the BV

Laplacian splits consistently as∆ = ∆1 + ∆2 with ∆2
1 = 0. Then, assuming the existence

of a non singular gauge fermionΨ, one can consider the partially gauge fixed BV effective

action

e−
1
~
Seff (Φ1,Φ∗

1) =

∫

F2

D [Φ2,Φ
∗
2] e

− 1
~
S(Φ,Φ∗)δ (Φ∗

2 − ∂Φ2Ψ) . (4.1.2)

which can be readily seen to satisfy the reduced BV Master equation

∆1e
− 1

~
Seff (Φ1,Φ∗

1) = 0 (4.1.3)

Actually – the proof is two lines – one consider (4.1.1) partially gauge fixed on the fibers and

integrated along the fiberF2

0 =

∫

F2

D [Φ2,Φ
∗
2] {∆1 +∆2} e−

1
~
S(Φ,Φ∗)δ (Φ∗

2 − ∂Φ2Ψ) = ∆1e
− 1

~
Seff (Φ1,Φ∗

1)+
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+

∫

F2

D [Φ2]

{

d

dΦ2

(

[

∂Φ∗
2
e−

1
~
S(Φ1,Φ2,Φ∗

1,Φ
∗
2)
]

Φ∗
2=∂Φ2

Ψ

)

− ∂2Φ2
Ψ ·
(

∂2Φ∗
2
e−

1
~
S(Φ,Φ∗)

)

|Φ∗
2=∂Φ2

Ψ

}

Now, the last line vanishes because of translation invariance of the path-integral along the

fiber and field/anti-field opposite statistics, so that we recover (4.1.3). Let us notice that the

resulting BV effective action depends on the particular gauge fixing chosen to integrate the

fiber degrees of freedom. This dependence is BV trivial in theeffective action.

Let us now specify the above setup to open/closed string theory, namely we identifyF
with the open and closed string theory,F2 with the open strings andF1 with closed strings.

The complete theory is given by the BV action

Sc+o(A,B; x, u, λ) = Sc(A; x, λ) + So(A,B; x, u, λ) (4.1.4)

whereSc(A; x, λ) is the closed string BV action, andSo(A,B; x, u, λ) completes the open

and closed BV action. The BV Laplacian takes the form∆c+o = ∆c + ∆o. We assume that

both closed and open plus closed strings have been BV formulated, so that the corresponding

quantum Master equations hold. Moreover, the uniqueness ofclosed string field theory is

taken to mean that all solutions of the quantum Master equation, with proper boundary condi-

tions in the string coupling dependence – namely the background independence of the kinetic

term, are given bySc(A; x, λ) for some backgroundx and the choice of the string coupling

constantλ. For the B-model, this is explicitly proved in [8].

Therefore, by specifying the Losev trick to our case, we obtain that the effective action

obtained from (4.1.4) by partial gauge fixing and integration over the open string field, satis-

fies the quantum Master equation (4.1.3) that is the quantum master equation for theclosed

string field theory. Notice that, by definition,

e−Seff (A,x,λ,u) = e−Sc(A;x,λ)

∫

gauge

fixed

D[B]e−So(A,B;x,u,λ) (4.1.5)

approaches the required boundary condition in the string coupling constant dependence. The

actions entering (4.1.5) are required to have a canonicallynormalized kinetic term. Therefore,

we conclude that the effective action (4.1.5) has to be the closed string field action (in some

gauge determined by the gauge fixing in the open string sector) for a shifted set of background

moduli and a redefined string coupling constant, that is,

N e−Sc(A;x⋆,λ⋆) = e−Sc(A;x,λ)

∫

gauge

fixed

D[B]e−So(A,B;x,u,λ) (4.1.6)

up to a field independent normalizationN .

The particular case we have in mind is therefore the topological B-model, whereSc is

the Kodaira-Spencer gravity action andSo the holomorphic Chern-Simons action suitably
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coupled to the Kodaira-Spencer field as discussed in the previous sections. After passing to

flat coordinates, (4.1.6) then specifies to

N (u, x, λ−1Ω0) e
− 1

λ⋆2
SKS(A

∗,x⋆) = e−
1
λ2
SKS(A,x)

∫

gauge

fixed

D[B]e−
1
λ
SHCS(A,B,x,u) (4.1.7)

where the closed string field gets renormalized asA⋆/λ⋆ = A/λ. In (4.1.7)N is a normal-

ization factor1 and

1

λ⋆
=

1

λ
+ δ(u, x, λ) and (x⋆)i = xi + δi(u, x, λ) (4.1.8)

are some shifted background and string coupling. All these are to be determinedand can be

perturbatively computed from (4.1.7) by Feynman diagrams expansion or with non perturba-

tive techniques when available. The redefinition (4.1.8) isa generalization (with tunable open

moduli) of the moduli shift in [20]. The aim of the next subsection is to show that, at frozen

open moduli, the above formulas reproduce the shift of [20].

4.1.1 Open-closed duality at frozen open moduli

In this subsection we want to apply the general arguments just explained in Section 4.1 to the

oriented string theory with frozen open moduli [20]. Indeed, since the computations will be

done at tree level, we do not have to deal with unoriented amplitudes. The effect of freezing

the open moduli is easily obtained by replacing the non abelian fieldB with N identical

copies of an abelian one, reducing the trace simply to a Chan-Paton factorβ, which takes into

account the number of boundaries. Accordingly, we considera slightly modified version of

(3.5.27) which better fits our purposes:

eW (x,λ−1) = λ
χ
24

−1−β2 N
2 exp

(

∑

g,h,n

λ2g−2+h+n

n!
βhF (g,h)

i1...in
xi1 . . . xin

)

(4.1.9)

(4.1.9) is obtained from (3.5.27) suppressing all the open moduli parametersuα, rescaling
λ√
2
→ λ, xi → λxi, absorbing a common factor of one half and considering the additional

β-parameter dependence. The HAE for open strings of [75] are obtained expanding in powers

of xi, λ andβ in the following equation
(

−∂̄ī +
1

2
Cjk
ī

∂2

∂xj∂xj
+Gjīx

j ∂

∂λ−1
+ β∆̄j

ī

∂

∂xj

)

eW (x,λ−1) = 0. (4.1.10)

1The particular dependence on the ratioΩ0/λ is due to the fact that we have chosen flat coordinatesu, x for the moduli. See next section

for a specific discussion on the relevance of the normalization factor in comparing with [58].

82



In [20] it was shown that the above HAE (4.1.10) can be derivedfrom the HAE of the

closed theory by means of a suitable change of variables

xi → xi − β∆̄i

λ−1 → λ−1 + β∆̄ (4.1.11)

Here we spend a few lines to definē∆i. We know that∆̄īj̄ has been defined as the disk

two points amplitude computed in the antitopological theory. It can be written as

∆̄īj̄ = DīDj̄∆̃

and we can easily interpret̃∆ as the empty antitopological disk and raise one index with the

usual topological-antitopological metric,̄∆i
j̄ = g īi∆̄īj̄. The goal is to look for the primitive

with respect to the usual̄∂ī derivative; the reason will become clear in a second. Defining

∆̄ = ∆̃g00̄ = ∆̃eK , it is easy to show that:

∆̄i
j̄ = g īi∆̄īj̄ = ∂̄j̄

(

e−Kgk̄i∂̄k̄∆̄
)

Where we have used the rule that the covariant derivative acting over∆̃ isDj̄∆̃ = ∂̄j̄∆̃ +

∂̄j̄K∆̃, becausẽ∆ is a section ofL̄−1, while overDj̄∆̃ it has also the additional piece from

the contraction with the index̄j,Dī

(

Dj̄∆̃
)

= . . .−Γk̄īj̄Dk̄∆̃. Than the Leibniz rule is enough

to get the result. So we have that

∆̄i = Gk̄i∂̄k̄∆̄

is the primitive of∆̄i
j̄ ( note that the index is raised from̄∂k̄∆̄ using theG metric ). The

physical interpretation of̄∆ is clearly the empty antitopological disk with the “0̄” implicit

index raised by theg metric, while∆̄i is the antitopological disk one point amplitude with

the barred index raised bygij̄, as we can check:

gij̄
(

Dj̄∆̃
)

= gij̄
(

∂̄j̄∆̃ + ∂̄j̄K∆̃
)

= Gij̄eK
(

∂̄j̄
[

e−K∆̄
]

+ e−K∆̄∂̄j̄K
)

= Gij̄∂̄j̄∆̄

The shift (4.1.11) allows to rewrite (4.1.10) in the same form as the master equation for

purely closed strings
(

−d̄ī +
1

2
Cjk
ī

∂2

∂xj∂xj
+Gjīx

j ∂

∂λ−1

)

eW (x−β∆̄i,λ−1+β∆̄) = 0 (4.1.12)

as follows from an easy application of the chain rule to the total derivatived̄ī =
d
dt̄ī

, and

the fact that∆̄ and∆̄i are bothλ−1 andxi independent; the last statement following from
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the fact that they are not expanded in the parameterxi, as it is instead for the amplitudes

F (g,h)
i1...in

xi1 . . . xin . So that∂∆̄
∂xi

= 0 ( and similarly for∆̄i ).2 So the idea is that open and closed

partition functions are in some way related from a change of variables; the shift (4.1.11) acts

“removing” open string data while with opposite signs we canadd them. In particular let us

reverse the argument and suppose we start with the closed partition function

eWc(x,λ−1) = λ
χ
24

−1 exp

(

∑

g,n

λ2g−2+n

n!
F g
i1...in

xi1 . . . xin

)

(4.1.13)

obeying the equation

(

−∂̄ī +
1

2
Cjk
ī

∂2

∂xj∂xj
+Gjīx

j ∂

∂λ−1

)

eWc(x,λ−1) = 0 (4.1.14)

Consider the same partition function with shifted variables, with opposite signs with re-

spect to (4.1.11). It clearly obeys (4.1.14) in the shifted variables, that is

(

−∂̄ī +
1

2
Cjk
ī

∂2

∂xj∂xj
+Gjī

[

xj + β∆̄i
] ∂

∂λ−1

)

eWc(x+β∆̄i,λ−1−β∆̄) = 0

Instead of the partial derivativē∂ī let us apply the fulld̄ī. We obtain

d̄īe
Wc(x+β∆̄i,λ−1−β∆̄) =

(

∂̄ī + β
∂∆̄j

∂t̄ī
∂j − β

∂∆̄

∂t̄ī
∂λ−1

)

eWc(x+β∆̄i,λ−1−β∆̄) =

=

(

1

2
Cjk
ī

∂2

∂xj∂xk
+Gjī

[

xj + β∆̄j
] ∂

∂λ−1
+ β∆̄j

ī

∂

∂xj
− β∆̄ī

∂

∂λ−1

)

eWc(x+β∆̄i,λ−1−β∆̄)

(4.1.15)

which, after a simple cancellation of two terms, is again (4.1.10) with the partial derivative

∂̄ī replaced by the total onēdī. That is, for what matters the holomorphic anomaly master

equation,exp(Wc(x+β∆̄
i, λ−1−β∆̄)) = exp(Wo(x, λ

−1)) ( o is for open ). The substitution

∂̄ī → d̄ī has a deep physical meaning which we are going to explain.

4.1.2 Worldsheet explanation of the open-closed duality

Let us discuss a little bit what can be the worldsheet reason for the interpretation of the closed

partition function with shifted variables as an open one in the original variables. We want to

apply the shift of variables

2A subtlety is here worth to be mentioned. We wrote∂∆̄
∂xi and not∂∆̄

∂ti
which instead would have not been zero. It is true in fact that

∆̄īj̄ has an antiholomorphic anomaly, that is
∂∆̄īj̄

∂tk
= −C̄īk̄l̄∆̄

l
k̄
6= 0 and this anomaly is inherited from its antiholomorphic primitives.
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xi → xi + β∆̄i

λ−1 → λ−1 − β∆̄ (4.1.16)

from the easy application of2 − 2g − h|g=0,h=1 = 1, to (4.1.13) and to reinterpret the result

as an open partition function. For the moment let us discard the multiplicative factorλ
χ
24

−1,

we will come back to it later. After the shift 4.1.16 we get

W (xi + β∆̄i, λ−1 − β∆̄) =
∞
∑

g,n=0

(

1

λ
− β∆̄

)−2g+2−n F g
i1...in

n!
(xi1 + β∆̄i) . . . (xin + β∆̄in)

(4.1.17)

We can expand and obtain

(

1

λ
− β∆̄

)−2g+2−n
=

∞
∑

h1=0

λ2g−2+n+h1
(β∆̄)

h1!

h1

(2g − 2 + n) . . . (2g − 2 + n + h1 − 1)

Analogously

(xi1 + β∆̄i) . . . (xin + β∆̄in) =

n
∑

h2=0

(β)h2
n!

(n− h2)!h2!
xi1 . . . xin−h2 ∆̄in−h2+1 . . . ∆̄in

Calling

h = h1 + h2

ñ = n− h2,

replacing the sum over
∑∞

n=0 and
∑n

h2=0 with
∑∞

ñ=0 and
∑∞

h2=0 and finally using the fact

that

∞
∑

h1=0

∞
∑

h2=0

(∆̄)h1∆̄i1 . . . ∆̄ih2
1

h1!h2!
=

∞
∑

h=0

1

h!
(∆̄ + ∆̄i1) . . . (∆̄ + ∆̄ih)

we can rewrite

W (xi + β∆̄i, λ−1 − β∆̄) = (4.1.18)

=
∞
∑

g,ñ,h=0

λ2g−2+ñ+hβh
F g
i1...iñα1...αh

ñ!h!
xi1 . . . xiñ∆̄α1 . . . ∆̄αh(2g − 2 + ñ + h2) . . . (2g − 2 + ñ+ h)
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where∆̄α =
(

∆̄, ∆̄i
)

and the indexα represent either the Identity operator or the usual

marginal insertions:

Oα = Id for ∆̄α = ∆̄

Oα = Oi for ∆̄α = ∆̄i

We want to interpret (4.1.18) as the exponent of the open partition function, that is

F g
i1...iñα1...αh

∆̄α1 . . . ∆̄αh(2g − 2 + ñ+ h2) . . . (2g − 2 + ñ+ h) = F g,h
i1...iñ

(4.1.19)

In order to do this we briefly review a way of cutting and sewingamong Riemann surfaces

in order to construct new ones. Consider two Riemann surfacesΣ1 andΣ2 and fix a point on

each one,z1 andz2. Then chose two local coordinate systems such that the two points are in

the respective origins and cut a small disk around each origin as depicted in figure (4.1).

z1 z2

Figure 4.1: Cut on a Riemann surface

Then proceed to glue a thin annular region around the two holes through the identification

z1z2 = q (4.1.20)

whereq is some complex parameter. The result is a new Riemann surfaceΣtot(q, z1, z2)

with a tube with modulusq joining Σ1 andΣ2 around the pointsz1, z2. The point is that it is

possible to replace the tube with a complete set of states, one for each hole, contracted with an

appropriate inverse metric, which turns out to be exactly the inverse of the two point function

on the sphere. In addition one of the two set of states should carry an additional factor of

q andq̄ weighted with its conformal weight ( this comes from the conformal transformation

properties of the states under rescaling ofq ). In practice we can obtain the amplitude for

the full Riemann surfaceΣtot(q, z1, z2) considering the amplitudesΣ1 andΣ2 with, on each

one, an additional bulk operator insertion inz1 andz2 running over the complete set of states,

adding the proper conformal factor and contracting with theinverse metric. This is shown in

figure (4.2)
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   φα
φβ

qhα q̄hαgαβ

Figure 4.2: How to replace an handle

The result should then be integrated over the moduliq, z1 and z2 with the appropriate

Jacobian factors. Trying to do this in “physical“ string theory is quite complicated mainly

because there a complete set of states is given by an infinite number of objects with different

conformal weights. Luckily in our case things are a little easier. What we want to do is to

start with some closed topological amplitude with genusg, with an arbitrary numbern of bulk

operator insertion, and to add boundaries. Add boundaries means to sew disk amplitudes to

the closed surface using the procedure described. In this case out of the 6 real moduliq, z1
andz2 only three survives, essentially the positionz1 and the length of the tube,|q| or, which

is conformally equivalent, the length of the boundary. Let us note a few things. First the only

bulk operator insertions allowed on the closed surface are,for anomaly reasons, only the one

constructed out of the marginal operators. This is nothing but the marginal operator insertion

Oi surrounded by the two spin two supercurrentsG−, Ḡ− and integrated over the Riemann

surface. Thus the disk amplitude will come with an upper index ” i“, that is some complete

set of states contracted with the appropriate metric. If forthe metric we use the topological

sphere, the charge anomaly over it requires for the second set of states to have left equal

to right charge equal to two ( indexa ). Then on the disk this state operator insertion will

be dressed with some linear function of the supercurrentG− and Ḡ− , partially integrated

only along the radial direction, so also there the charge anomaly condition is satisfied. Of

course marginal operators ( as well as charge two operators )are only a finite number and,

in addition, they all are scalars so that the weightqhi q̄h̄i simply contributes to one. Also the

two supercurrents encircling the operator on the closed surface correspond exactly to the Ja-

cobian for the modulus for the positionz1 of the handle while theG− andḠ− combination

folded with appropriate Beltrami differentials is the Jacobian for what remains of the modu-
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lus q. Instead of|Oi〉ηia〈Oa| for replacing the tube it is also possible to chose to twist half of

the sphere in the topological way and half in the antitopological one; this brings as a result

|Oi〉gij̄〈Oj̄|. However in this case the interpretation in terms of disk amplitude is less clear. In

fact the disk with only one marginal insertion is not allowedfrom anomaly requirement, the

interpretation is in term of integrated quantities from theallowed amplitudes, that is functions

of the moduli of the theory such that their derivative gives an amplitude with the correspond-

ing insertion. This is our old friend̄∆i. The shift∆̄ has a nice interpretation as well, that

is it is exactly∆̄i for i = 0 that is for the identity operator insertion or, more physically for

the dilaton insertion. Also the factor of2g − 2 + n + h2 + h1, which comes after you are

inserting an additional identity operator on a surface withalreadyh2 + h1 insertions ofOi

andId operators, is perfectly justified ( as a generalization of the discussion around (1.2.36)

). It is the ”weight” theId operator carries once it is inserted on a Riemann surface with the

corresponding topological data. All in all we have the picture

Oα
G−

Ḡ−

= ∆̄α

Figure 4.3: Gluing holes

Now it should be clear the issue about the replacement∂̄ī → d̄ī in the master equation for

the closed partition function in order to correspond to the one for the open partition function.

In the worldsheet language a total derivative means that thecorresponding operator insertion

will be added not only on the closed Riemann surface but also on the disks that will be sewn,

that is a partial derivative ( insertion only on the originalclosed surface ) plus the induced

derivatives carrying factors corresponding to the derivatives of the discs ( insertions on the

surrounding of the new boundaries ).

Let us mention here that the construction we have described represents exactly the pro-

cedure of cutting and sewing Riemann surfaces only in the limit of long and narrow tubes,

that is on the boundary of the moduli space. For topological strings the contribution to the

amplitudes which is not coming from the boundary is the so called holomorphic ambiguity,

because not fixed by solving the HAE, and in fact the idea aboutthe shift for the closed

moduli is completly justified only in that set up. So it is resonable to suppose the presence
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of some additional holomorphic ambiguity for open amplitudes not inherited by the original

closed one, and some computations on the resolved conifold seem to confirm this problem.

The last important issue to discuss is about the fate of the prefactorλ
χ
24

−1−β2 N
2 for the open

partition function which cannot in any way be obtained from the one of the closed partition

function,λ
χ
24

−1, simply by using the shift inλ. This prefactor really originates from one loop

contact terms so that we can infer that for lower genus amplitudes something different is

happening. This conjecture finds confirmation in the analysis of [58] were it was noticed that

the original shift of [20] does not work if we want to translate the constrain

DinF (g,h)
i1...in−1

= F (g,h)
i1...in

. (4.1.21)

plus the corresponding requirement for the only nonvanishing one loop amplitudes that is

DiX = Xi for X = F (0,2),F (1,0) (4.1.22)

plus

F (0,0)
ijk = Cijk F (0,1)

ij = ∆ij (4.1.23)

from open amplitudes to the closed ones and vice versa. In particular there is a master

equation gathering together (4.1.21), (4.1.22) and (4.1.23) into a single expression [8, 58],

but applying (4.1.11) to its open version does not kill all the open data; what remain are

the terms reproducing the constrain for lower genus terms that is (4.1.22) and (4.1.23). The

solution is to divide the shift into two parts: in particularbeingT the domainwall tension for

the 3-brane ( see [75] ) we can write

∆̄īj̄ = DīDj̄T̄ − C̄īj̄k̄g
kk̄D̄kT

and shiftxi andλ−1 only with the primitives of the firs part,DīDj̄ T̄ , while absorbing the

remaining piece into a partition function redefinition which deletes the open string data still

present in the equations. From a target space point of view itseems it is the normalization

factorN in (4.1.7) to correspond to the rescaling ( eq.(3.13) of [58]). The point is that for

lower genus amplitudes working in this way seems unavoidable while, if we want to consider

objects with higherg andh, the formalism already considered works perfectly as (4.1.21)

with high g andh encounters any problem in passing from the open to the purelyclosed

amplitudes and vice versa.
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4.1.3 Target space computations

It is now possible to postulate that an analog shift forx andλ−1 in the path integral with the

Kodaira-Spencer action (corresponding to the closed partition function) would allow to obtain

the full path integral with the complete action ( apart from the issues involving a normalization

factor ).

In order to reproduce the power expansion of (4.1.9) from thetarget space field theory we

have to setx → λx, so that any bulk operator insertion carries a weightλx as in (4.1.9). To

maintain our setting we translate (4.1.11) into a shift for the productλx

λxi → λxi + λβ∆̄i − λ2β∆̄xi + o(λ3, β2)

λ−1 → λ−1 − β∆̄ (4.1.24)

of which we will keep only the lowest order term for the first line, discarding theλ2 piece

induced by the transformation ofλ. From now onλx will be denoted simply asx. We want

to check that
∫

DAe−SKS(x
i+λβ∆̄i+...,λ−1−β∆̄;t,t̄;A) ≃

∫

DADBDb . . . e−Stot(x,B0,λ−1;t,t̄;A,B,b,... ) (4.1.25)

Let us consider (4.1.25) at the tree level. First we need the explicit expressions for̄∆ and∆̄i;

computed using the topological-antitopological metric they are

∆̄ = g00̄
∫

X

LCS ∧ Ω̄0 g00̄ =

(
∫

X

Ω0 ∧ Ω̄0

)−1

∆̄i = gij̄
(
∫

X

LCS ∧ dj̄Ω̄
)

x=0

gij̄ =

(
∫

X

diΩ ∧ dj̄Ω̄
)−1

x=0

where all the fields are on shell andx = 0. Notice also that̄∆ and∆̄i have been computed

starting from the antitopological theory. Finally the closed field does not appear because on

shell it goes asO(x2). Simply applying (4.1.24) to the Kodaira-Spencer action gives, at order

β andλ−1, and redefiningSKS in order to have the factorλ−2 explicit,

1

λ2
SKS(x

i + λβ∆̄i + . . . , λ−1 − β∆̄; t, t̄;A) =
1

λ2
SKS(x

i, λ−1; t, t̄;A)−

−β
λ

∫

M

[(A + x)(A+ x)]′(µi)
′∆̄i − 2β∆̄

λ
SKS(x

i, λ−1; t, t̄;A) +O(λ0, β2)

Going at tree level theO(λ0, β2) are not taken into account; in addition theA field should be

taken on shell with respect to the Kodaira-Spencer equationin the shifted background, that is

A→ A(xi + λβ∆̄i + . . . ) = A(x) + λβ∆̄i∂iA(x) +O(λ2, β2) (4.1.26)
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Then, at orderβ, 1
λ
, the left side of (4.1.25) is the exponential of

1

λ2
SKS(x

i, λ−1; t, t̄;A(x))− β

λ

∫

X

[(A(x) + x)(A(x) + x)]′(µi)
′∆̄i−

−2β∆̄

λ
SKS(x

i, λ−1; t, t̄;A(x))+

+
β

λ

∫

X

∆̄i(∂iA(x))
′ 1

∂
∂̄A(x)− [(A(x) + x)(A(x) + x)]′(∂iA(x))

′∆̄i (4.1.27)

where the last line is actually zero because of the equationsobeyed byA(x), and the second

line reduces to

−β∆̄
3λ

[(A(x) + x)(A(x) + x)]′(A(x) + x)′ =

= −β∆̄
λ

[(A(x) + x)(A(x) + x)(A(x) + x)]′Ω0

Remembering the expression (3.3.9) we can substitute the value of∆̄i in (4.1.27) and get, for

the second term in the first line,

β

λ

∫

X

Ω
(1,2)
A=A(x) ∧ (diΩ)

(2,1)
x=0

(
∫

X

(diΩ)
(2,1)
x=0 ∧ (dj̄Ω̄)

(1,2)
x̄=0

)−1

·

·
∫

X

L
(2,1)
CS |B=B(u,x) ∧(dj̄Ω̄)(1,2)x̄=0 =

β

λ

∫

X

Ω
(1,2)
A=A(x) ∧ L

(2,1)
CS |B=B(u,x) (4.1.28)

The last equality has been obtained using the Riemann bilinear relations:

∫

X

w ∧ ŵ =

h2,1
∑

a=0

∫

δa

w

∫

δa+h2,1

ŵ −
∫

δa+h2,1

w

∫

δa

ŵ

whereδa is a base of 3-cycles on X. First we express in this way the integrals containing

Ω ∧ diΩ andLCS ∧ dj̄Ω̄. Then we can defineX i andX̄j as three forms such that

(∫

X

diΩ ∧ dj̄Ω̄
)−1

≡
∫

X

X i ∧ X̄j =

h2,1
∑

a=0

∫

δa

X i

∫

δa+h2,1

X̄j −
∫

δa+h2,1

X i

∫

δa

X̄j

respects the definition

∑

j̄

(
∫

X

diΩ ∧ dj̄Ω̄
)−1 ∫

X

dkΩ ∧ dj̄Ω̄ = δi,k

that is
∑

i

∫

δa

diΩ

∫

δb

X i ≡ δa,b

2h2,1+2
∑

a=0

∫

δa

diΩ

∫

δa

Xj ≡ δi,j
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and similarly with the barred quantities. Substituting these expressions in (4.1.28) we obtain

the result.

Equivalently for the term in̄∆ in the second line of (4.1.27) we get

β

λ

∫

X

Ω
(0,3)
A=A(x) ∧ L

(3,0)
CS |B=B(u,x) (4.1.29)

In order to reconstruct the full integral
∫

X
ΩA=A(x) ∧ LCS |B=B(u,x) from the above equation

the (0, 3) and(1, 2) components ofLCS are still missing. Notice however that they can be

recovered by requiring CPT invariance. In particular, we modify (4.1.28) as

β

λ

∫

X

(

Ω
(1,2)
A=A(x) + Ω

(2,1)
A=A(x)

)

∧ (diΩ)
(2,1)
x=0 · gij̄·

·
∫

X

(

L
(2,1)
CS |B=B(u,x) +L

(1,2)
CS |B=B(u,x)

)

∧ (dj̄Ω̄)
(1,2)
x̄=0

where the extra term actually vanishes due to form degree reasons. This lead to an additional

term
β

λ

∫

X

Ω
(2,1)
A=A(x) ∧ L

(1,2)
CS |B=B(u,x)

An analogous modification has to be performed in order to obtain the (0, 3) component of

LCS .

The geometrical counterpart of the above is as follows. We know from the discussion

of [75] that the coupling of the on-shell Chern-Simons action to Ω0 can be translated in

mathematical terms to the pairing with the related normal function, ν, dual to a suitable

three-chain,Γ, such that
∫

X

Ω0 ∧ LCS |B=B(u,x)=

∫

Γ

Ω0 = 〈Ω0, ν〉

and similarly for a(2, 1) form. Then it exists a lift ofν such that the coupling with a(0, 3)

and(1, 2) forms are defined to be obtained by CPT invariance, that is complex conjugation of

the corresponding(0, 3) and(2, 1) couplings.

Summarizing we have shown that

1

λ2
SKS(x

i + βλ∆̄i, λ−1 − β∆̄; t, t̄) |on shell=

=

(

1

λ2
SKS(x

i, λ−1; t, t̄) +
β

λ

∫

X

Ω ∧ LCS − Ωdb

)

|on shell (4.1.30)

in the gaugeF 2̃,0̃
B0

= 0. Notice that the completion of the solution via CPT invariance obtained

by adding the classical solutions of the anti-topological theory is consistent with the fact that,
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in our gauge, the gauge fixingF (2,0) = 0 and the equation of motionF (0,2) = 0 of the

topological theory are the same, up to a switch of role, as in theon shellanti-topological one

which is then manifestly CPT conjugate.
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Chapter 5

Conclusions and open issues

In this thesis we have discussed several issues whose commonorigin is the extension to

open strings of results already known in the closed sector. Open strings are richer, and of

course more complicated, then the purely closed ones, essentially because they introduce

new degrees of freedom in the game which should be separatelyanalyzed.

Already in the introductory chapter (1) we have encounteredan issue about the interpreta-

tion of the HAE fully extended to open moduli. There it was explained how the interpretation

a la Witten can be generalized only partially if you restrictyourself to the case of frozen open

moduli but, trying to export the same ideas to the most generic situation, encounters many

problems; It seems that, even thought the worldsheet originof the HAE relies on very simi-

lar techniques, the target space interpretation really differentiates and is far from being fully

understood. Obviously we do not have a Witten-type explanation of the HAE even for the

closed A-model case, but in that situation you can rely on theCalabi Yau mirror symmetry for

making evident what was hidden in the formalism. In the present case, instead, the problem

seems to arise from a completely different point and it wouldbe interesting to try to shed

some light on it.

In the second chapter we discussed the issue of tadpole cancellation in the context of unori-

ented topological strings, and showed from super conformalfield theory arguments that this

corresponds to the decoupling of wrong moduli at all loops. We also provided a geometrical

interpretation for unoriented B-model amplitudes at one loop in terms of analytic torsions

of vector bundles over the target space. In itself the discussion seems self consistent, as it

was for the analogue problem of tadpole cancellation in superstring theory, but a few points

seem worth of future work; let us for example remark that the topological open A-model free

energy is expected to provide a generating function for openGromov-Witten invariants. How-

ever, these have not been defined rigorously yet, except for some particular cases [41, 30, 63].
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We observe that the inclusion of unoriented worldsheet geometries turns out to be natural

also from a purely mathematical viewpoint. In fact the compactified moduli spaces of open

Riemann and Klein surfaces have common boundary components(see Section 2.6.1). Thus

string theory suggests that a proper mathematical definition of open Gromov-Witten invari-

ants should be obtained by including non-orientable domains for the maps. Therefore one

should consider equivariant Gromov-Witten theory and sum over all possible involutions of

the complex double, up to equivalences.

There are other several interesting directions to be further investigated, the most natural

being the study of holomorphic anomaly equations in presence of non-trivial open string

moduli. This can be obtained by extending the holomorphic anomaly equations studied in

[14] in order to include the contribution of non-orientableworldsheets.

Actually, our method is applicable only to cases in which theD-brane/orientifold set is

modeled on the fixed locus of a target space involution. It would be quite interesting to be

able to generalize it to a more general framework, that is to remove the reference to a given

target space involution to perform the orientifold projection, in order to compare with some

of the compact examples studied in [39, 31, 47, 77, 42].

It would be also interesting to link our B-model torsion formulae to the A-model side

where open strings on orientifolds have been understood quite recently [51] to be the dual

of coloured polynomials in the Chern-Simons theory. This should also enter a coloured ex-

tension of the conjecture stated in [23]. Notice also that interpretation of open B-model one

loop amplitudes in terms of analytic torsions could be extended to more general target space

geometries. For example one could investigate whether the notion of twisted torsions intro-

duced in [69, 53] could provide a definition of B-model one loop amplitudes in the presence

of H-fluxes and more in general with a target of generalized complex type.

The third and fourth chapters contain the results best fittedfor generalizations and appli-

cations and their implementation in a clean scheme is still to be settled. There we discussed,

mainly from a target space point of view, the coupling between open and closed strings for

the B model, providing in this way a complete consistent effective theory. Then we integrated

out the open fields and found that the path integral had reduced to the one of a closed theory

with shifted background. We also gave a worldsheet explanation for this result in terms of

sewing holes to closed Riemann surfaces which closely resemble the idea of [61], even if

from a slightly different perpective.

The first point it comes to my mind is certainly the idea of implementing our idea of open-

closed duality far beyond tree level. Both the result of [20]and the worldsheet argument

we have presented in our work seem to show that it is in principle possible to obtain open

amplitudes from the closed ones simply applying a shift of moduli. It would be interesting
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to apply this idea to explicit computations as the ones done on the [60, 29], reduced to the

case of trivial Wilson lines. In those papers it is indicatedthe full closed partition function

as well as the open one for the brane settings specified in the article. A simple expansion of

the closed amplitude around its parameters,x andλ, using the disk amplitudes should give,

at each order, the corresponding open result. At the same time it would be interesting to push

as further as possible the target space point of view, tryingto go beyond tree level; clearly the

two methods should agree and a dictionary between them should be obtained. Further study

is certainly necessary to clarify the full picture.

More complicated would be to try to extend our ideas to a true topological open closed

duality, that is a general recipe for the topological changes in the target space that allows a

duality between open and closed theories. In the topological case we have obviously in mind

the conifold transition of [28] but an attempt to re derive that result in our setup ( for the B-

model case ) hits some difficulties. The most evident is that we implement open closed duality

through a change of field background but the target space remains untouched. Obviously we

can try to translate a shift of field background to a geometrical change, nevertheless we will

never be able to accommodate a topological change. The reason behind this difference seems

to rely on the presence of singularities in the Calabi Yau, whose very presence accounts for

the topological shift. But a background is by definition singular on that locus so we need

additional input to understand what is going on. Also here some work is important.

Last point, the picture we provided in this paper seems to allow an extension to generalized

complex geometries. This should follow by the definition of an extended Chern-Simons

functional where the 3-formΩ gets promoted to the relevant pure spinor as in [52]. Once this

is done and theb field promoted to a multiform, this would extend to open strings the proposal

in [64] to generalized complex geometry of an analog of the Kodaira-Spencer theory.
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