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Introduction

The list of the disciplines that are involved in the study of brain functions is extremely
rich, including physics biophysics, biochemistry, molecular biology, neuroendocrinology.
electrophysiology, neurochemistry and pharmacology, citology, neuroanatomy, neurology.
and, in the domain of behavioural sciences, experimental psychology, neuropsychology. cog-
nitive neuropsychology and neurolinguistics. Scientists from different disciplines usually
take advantage of a well established pool of methodologies and develop their theories on the
base of a domain-specific background.

This multidisciplinary approach has proven to be extremely fruitful for the progress of
brain sciences, as documented by the amount of collected information. From a methodo-
logical point of view it implies that it is reasonable to consider different levels of scientific
descriptions for the brain, going from behavioural sciences to biophysics, as at each level
it is possible to set well defined scientific problems. This is by no means trivial as the
setting of the problem is a fundamental step in research. However, once the problem is
appropriately set, the question arises of the level at which an appropriate explanation must

be provided.



The reductionist approach states that any valid explanation of a given phenomenon will
finally be provided in terms of lower level mechanisms. Other approaches tend to stress the
independence and the validity of explanations which do not refer to lower level mechanisms.

I will consider here as a specific example the case of the distinction between storage
and access deficits in semantic memory impairments, which is extensively treated in the
first chapter of this thesis. Semantic memory (Tulving and Donaldson, 1972) is the store
of all that knowledge which allows us to recognize the stimuli we perceive from the world
as meaningful ones: it includes the meaning of the words, the knowledge about the objects
and tools we perceive and use, and, in general, the global amount of information about the
world that we collect in our life. It is known since the seventies that semantic memory can
be selectively impaired due to brain damage (Warrington, 1975).

One of the most frequent evidence of a semantic memory impairment is a word com-
prehension deficit: the patient, although able to perceive and repeat a spoken word or to
read it aloud, does not understand its meaning. According to some authors (Warrington
and Shallice, 1979; Shallice, 1988) the comprehension deficit can be due to two different
pathological phenomena: either the representation of the meaning of the word is lost, or
it is temporary unavailable. Warrington and Shallice (1979) claimed that it is possible to
distinguish between the two alternatives on the basis of some empirical criteria which can
be used to define the patterns of performance of the typical 'impaired access’ and ’degraded
storage’ patients’. Given the rarity of the access patients however, it took around twenty
years to have an exhaustive definition of the two pattern of performance, and this was only

after specific experimental tools were devised. During that period many influential cognitive

It is not necessary to go into the details of the proposed distinction now, as the point I would like to
make here is not concerned with them.
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neuropsychologists even denied that such a phenomenon had to be explained.

The neuropsychological differentiation of the two types of semantic memory impairment
is an example of the laborious process of correctly setting the term of a problem to be
addressed. The next step, in this specific case, is to explain how the two different types of
impairment may arise from neural damage.

A neuropsychological account of the phenomenon has recently been provided by War-
rington and Cipolotti (1996). The authors ascribe the storage impairment to a degradation
of the semantic representations and the access impairment to a temporary 'refractoriness’
of the representation: once a representation has been accessed, it becomes unavailable for
a given interval of time thereafter. Refractoriness is an entirely appropriate neuropsycho-
logical concept, as it provides an exhaustive explanation of the experimental evidence. An
indirect proof of the credit that has been tributed to the refractoriness hypothesis is in the
increasing number of case reports that have been published by other research groups in
the very last years which document the same phenomenon and explain it in the same way
(Forde and Humphreys, 1995; Forde and Humphreys, 1997).

Warrington and Cipolotti claim that this explanation is biologically plausible as the
refractory state could be ascribed to a temporary shortage of metabolic supply to the neur-
onal activity, which would produce the a reversible silencing of the neurons. However this
claim is not supported by any particular evidence; the discipline-specific consistency of the
hypothesis is assumed to provide sufficient evidence, and the possible physiological base of
the phenomenon is just mentioned en passant.

A different approach to the same problem is considered in chapter 1 of this thesis.

where a very preliminary attempt is made to provide a physiological background to the
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refractoriness hypothesis. In fact, although it is evident that the refractoriness hypothesis
is well founded from a neuropsychological point of view, in my opinion its appeal is grounded
on the plausibility of the underlying physiological assumptions, which nevertheless are payed
so little attention.

In order to collect some more specific suggestions on the mechanisms that could produce
the refractory state, a very simple, but explicit model of storage and retrieval for associative
memory, as semantic memory probably is, has been considered. The model is based on a
neural network of the Hopfield type (Hopfield, 1982), in which the computational units are
intended to represent, at a very schematized level, the behavior of real neurons. Furthermore
the network is endowed with a learning rule of the Hebbian type (Hebb, 1949), the only type
of learning for which a plausible neurobiological basis has been suggested (Braitenberg and
Schuz, 1992). The advantage of this type of modeling is that it allows for a rudimentary
verification of the effects that highly simplified but plausible biological mechanisms may
have on the neural computation processes which ultimately result in cognitive performance.
As a consequence, a better definition of the characteristics of the physiological mechanism
that could be at the basis of a a given phenomenon, such as the existence of refractory states
in semantic memory in our example, can be obtained. Once the mechanism is defined with
respect to the model, the problem of the selection and the evaluation of possible realistic

candidates for their biological implementation becomes hopefully more tractable.

The style of neural network modeling that is adapted in this work may be contrasted
with connectionism, in which the units or nodes performing the computations are often not

intended to model individual neurons, and the variables that are used in the simulations
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are not considered to correspond to biological quantities. Moreover connectionist networks
are often trained with algorithms using backpropagation of information from the output to
the inner layers, a non local process whose biological plausibility is dubious (But see (Plaut
and Shallice, 1993) for a different approach). Connectionist models (McClelland,J.L. and
Rumelhart,D.E., 1986) are valuable for they show what can be computationally achieved
with networks in which the strength of the connections between simple units determins the
nature of the computation performed by the system. They are a possible starting point for
understanding how very complex computations could be implemented in brain-like systems.
However they often use learning algorithms that are in some sense too powerful with respect
to the ones that are presumably available to brain computation. Hence neural networks of
the more realistic type must be preferred when the aim of modeling is to provide a link
between two different levels of descriptions of a given cognitive phenomenon (Rolls and
Treves, 1998).

In order to clarify further the differences between the two styles of modeling with neural
networks, I will consider David Marr’s three level description of information processing in
cognitive systems. According to Marr the higher level of description of a given cognitive
system is the level of the computational theory, that is the computational problem that the
system is meant to deal with. The next level of description is the level of the representations
and the algorithm by which a given computation is achieved. Finally there is the level of the
neural implementation of the representations and of the algorithm. In Marr’s view the three
levels of description are in fact independent one from the other, so that the structure of the
computational theory should be defined irrespective of the algorithm which instanciate it.

and the algorithm in turn should be explained without reference to the neural implement-
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ation. In my opinion connectionist models fit rather well within Marr’s schema, as they
should be considered as possible computational theories describing the type of problem that
a cognitive system is meant to deal with.

The neural networks of the more realistic type on the contrary do not fit with any
of the levels of description proposed by Marr. Furthermore in this type of modeling the
assumption on the independence of the levels of description is rejected: the structure of the
neural system is considered to pose strict limitations to the nature of the computation that
the system is able to perform, and ultimately, it is thought to determine it.

In the absence of a precise localization and of a detailed description of the neurological
substrate of a given function however, it is nevertheless possible to produce reasonable neural
network models of cognitive functions. In fact, it is known from neuroanatomy that the
structure of the neocortex and in particular the pattern connectivity, at a first approximation
can be considered to be a rather uniform one (Braitenberg and Schuz, 1992). The major
source of diversity appear to arise from the physical separation of the information channels
belonging to different context (sensorial modalities, subcortical areas etc.), and originating
in different regions. Apparently one could say that the syntax of the neural messages is
universal across the neurons of the cortex, while the content of the message varies according
to where it comes from. This being the case, in general it is possible to build up neural
network models that are based on a reasonable schematizations of the cortical circuitry. It
is clear that if more detailed evidence is collected on the localization of the function and
on the anatomical and physiological ch&racteristics of the specific area (or areas) involved
in the function, it would be important to incorporate it in the model and use it to generate

appropriate constraints for its behaviour.



This is indeed the case for the neural network model of semantic memory that is de-
scribed in the second chapter of the thesis. Neuropsychological literature and more recently,
imaging experiments, agree in pointing to the inferotemporal regions as the crucial areas
over which the semantic network would extend, although for specific categories, such as the
one of living items, the occipitotemporal regions seems to be involvéd. In the absence of a
more precise description of the anatomical substrate of the semantic system, a conservative
approach has been adopted here to neural network modeling: the semantic network has
been assumed to be composed a set of interconnected associative neural networks in ac-
cordance with one of the current hvpotheses on the structure of the semantic system, the so
called multimodal semantics hypothesis. Each network is meant to store information that
is qualitatively different, such as modality-specific knowledge, encyclopedic knowledge etc..
The format of the memories, the learning rule, and the network dynamics are nevertheless
the same over all the networks, so that each subsystem performs basically the same type of
computation (associative retrieval). The second chapter of this thesis is devoted to the study

of the equilibrium properties of the dynamics of the system of interconnected networks.

The following part of the thesis concerns with a neuropsychological assessment of the
multimodal semantic hypothesis. A single case study is presented of a patient suffering
from a degenerative condition mainly involving the temporal lobes, the so called Semantic
Dementia syndrome. The peculiarity of the case is a marked modality-specific performance
in semantic tasks. In fact the patient consistently demonstrates the preserved ability to
support specific types of semantic judgements from visual, but not from verbal, input.

In addition the representations accessed from visual input were found to trigger complex
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behavioural schemata, while on verbal material the patient performed almost invariably at
chance level. The experimental investigation on the residual semantic competence of this
patient allows a preliminary description of the nature of visual semantic representations to
be derived.

Here I would like to stress the complementary role that the neuropsychological invest-
igation and the computational approach can have in the description of a cognitive system.
such as semantic memory. Neuropsychological evidence is crucial in determining the global
structure of the system at a first approximation. In the present case for example the system
of associative networks is thought to represent an implementation of the multimodal se-
mantics hypothesis. The study of the (biologically plausible) explicit computational model
is then necessary in order to verify if, and under what conditions, the proposed architecture
is indeed able to solve the type of problems the real brain system is thought to deal with.
In fact, as the model is intended to be a simplified version of the real biological network. its
performance must be robust and stable in that range of values of the parameters, such as
the connectivity and the mean level of activity in the network, that are consistent with the
values taken by the biological factors they schematize. Once the plausibility of the architec-
ture is verified on computational grounds, more specific neuropsychological investigations
may be planned in order to gain better insight on the nature of the representations that are

involved in the computation performed by the system.

In the last part of the dissertation the issue of the hemispheric localization of the
semantic system is addressed. As reviewed in chapter 4, the literature on semantic memory

functions in the right hemisphere is vast, but the evidence collected is still insufficient to
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derive any solid conclusion on the relevance of the supposed right hemisphere contribution
to semantic processing.

In the discussion of the single case study presented in chapter 3, the hypothesis was
raised that the selective preservation of the visual semantic representations documented in
that patient could be related to the marked asymmetry of the temporal lobe atrophy which
was evident from imaging data: in fact the right hemisphere of the patient appeared to be
distinctly less atrophic than the left. In order to test this hypothesis some of the experiments
performed with the Semantic Dementia patient were proposed in an appropriately modified
version to a commissurotomized subject. Furthermore the same subject was submitted
to other investigations devoted to assessing the level of semantic processing of visually
presented stimuli in the isolated right and left hemispheres.

The interpretation of the result obtained with this patient has been somewhat laborious.
as the level of performance reached by the right hemisphere was often found to be statistically
different from chance, but rather low in most of the experiments. However, the pattern of
performance of the isolated right hemisphere was found to be qualitatively different from
the pattern of performance of the Semantic Dementia patient.

The split brain population is characterized by a marked variability in performance.
which is possibly a consequence of the variability in the medical history of the patients.
Generalizations of results obtained with these patients to the behaviour of a healthy right
hemisphere require a careful assessment. Maybe more converging evidence from neuro-
psychological investigations and imaging experiments will provide the suitable base for un-
derstanding the role that the right hemisphere might play in non pathological semantic

processing.
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Chapter 1

1.1 The storage versus access distinction: a brief historical
review.

The selective impairment of Semantic Memory was first documented in three patients suf-
fering from a cortical progressive degenerative disease (Warrington, 1975), whose know-
ledge of word meaning was found to be disproportionately poor when compared with other
intellectual skills, and in particular with their phonological and syntactic abilities. The rep-
resentation of the meaning of some words had entirely disappeared from their vocabulary.
and for many other words some degree of preservation of superordinate information was de-
tected. Consistency of performance across words was later documented in comprehension
tasks (Coughlan and Warrington, 1981). A major factor in determining which representa-
tions were more fragile and which were more robust, was found to be the word frequency
class. This pattern of performance was ascribed to a degradation of the semantic store, due
to the neural cell loss typically found in these pathologies. Since then, a similar pattern
of performance has been described in many patients suffering from cortical degenerative
conditions such as Dementia of the Alzheimer Type (D.A.T.) (Chertkow and Bub, 1990)
and Pick’s Disease (Hodges et al., 1992a), but also in some cases of recovery from Herpes

Simplex Encephalitis (Warrington and Shallice, 1984; Sartori et al., 1993).



In 1979 Warrington and Shallice described a patient suffering from acquired dyslexia
whose ability to read aloud single words was extremely inconsistent; furthermore in this case
word frequency did not influence the probability of correct reading. Related results were
soon after found in a second dyslexic patient (Warrington, 1981). In particular Warrington
and Shallice (1979), on the grounds of the contrast in performance between patient E.M.
(Warrington, 1975) and patient AR (Warrington and Shallice, 1979) introduced a theoretical
distinction between storage and access impairments. According to them, four ezperimental

criteria could be used to distinguish degraded storage and impaired access patients:

e item consistency vs item inconsistency across trials;

e presence or absence of major frequency effects;

e presence vs absence of selective loss of subordinate level information;

effectiveness vs ineffectiveness of semantic cueing.

In a network approach semantic processing can be impaired either due to the irreversible
degradation of the memory traces corresponding to a given semantic representation. or due
to a temporary retrieval difficulty. which can be caused by the network parameters exceeding
their stability ranges. According to Shallice (1988), the first case corresponds to the storage
impairment while the second corresponds to the access impairment.

Patient V.E.R., suffering from an infarct of the left middle cerebral artery, was the
first global dysphasic patient in which an impairment of oral and written word compre-
hension was attributed to an access deficit (Warrington and McCarthy, 1983). V.E.R. was

extensively investigated with word-object matching techniques, in which the same arrays



of stimuli were repeatedly tested. The basic characteristics of his performance were incon-
sistency across trials, category specificity, with performance on living items better than on
objects, and a significant effect of presentation rate: the patient appeared to benefit from
disproportionately long response-stimulus intervals. As the rate of presentation effects are
rather unusual, it may be useful to summarize what is the actual experimental manipulation
that has been introduced in order to detect them: the patient is presented with an array
of m pictures, then the experimenter names one of the items presented in the pictures and
the patient is instructed to point to it. All the m presented items are named by the experi-
menter one after the other in pseudo-random order, and the entire set of m trials is repeated
for n times. So the same m pictures are used for (n-m) subsequent trials, n trials for each.
Then another set of m items is tested. The response-stimulus interval is calculated from
the moment in which the patient provides an answer to the presentation of the subsequent
stimulus.

A significant decrement in performance across subsequent presentations of the same
items was noticed, together with a negative effect of semantic relatedness between target and
distractors in the word-matching task. Unfortunately frequency effects were not properly
investigated (except in one test in which they were found to be significant). Although with
respect to the distinction between storage and access already proposed by Warrington and
Shallice (1979), V.E.R would better fit in the pattern of the access impairment, the relevance
of the rate effect, which was interpreted as an interference effect, led the authors to suggest
that the deficit could be better described in terms of a temporary, possibly category specific.
refractoriness of the semantic representations.

The rate of presentation, semantic relatedness and inconsistency effects were replic-



ated and extended in a second case of global dysphasia of vascular origin, patient Y.O.T.
(Warrington and McCarthy, 1987).

In 1994 a putative case of an access deficit disproportionately severe for the semantic
class of proper names was described in a tumor patient, M.E.D. (McNeil et al., 1994). In
this case performance also appeared to be unrelated to word frequency. However patient
H.E.C., a vascular case recently described by (Cipolotti and Warrington, 1995), is the
first access patient in which the absence of word frequency effects has been extensively
documented. This lack of frequency effect is particularly striking in that word frequency
effects are usually pervasive in language impairments; furthermore, as will be discussed in
section 1.4, it is not easy to imagine how this could not be the case from a computational
perspective.

Rapp and Caramazza (1993) voiced a rather diffuse skepticism on the validity of the
proposed criteria for distinguishing between storage and access deficits: they questioned the
empirical basis of the distinction. in particular by pointing out that the co-occurrence of the
characteristics of each type of pattern is not at all mandatory in the literature. Among other
less interesting criticisms, they cited two patients, P.W. (Howard, 1985) and K.E. (Hillis
et al., 1990) exhibiting consistency together with lack of frequency effects, and they argued
that the evidence about consistency in many so called storage patients is not conclusive Shal-
lice (1988, p.285) however argued that in P.W.’s case the level of impairment was so mild
that loss of only limited attribute information could be expected even for low-frequency
items. With respect to the frequency effect Rapp and Caramazza (1993) appropriately
observed that "even granting that more frequent events are more likely to be resistant to

damage, it does not follow that this increased resilience should apply only to stored repres-



entations and not to aspects of mechanisms or operations of access” (p.128). Furthermore
they argued that it would be possible to accommodate the experimental evidence in the
context of very different theoretical accounts, by considering the level at which the various
phenomena should be placed in different models of semantic memory and of lexical access,
so that, according to them, the distinction cannot be treated as a pre-theoretical one, as
claimed by Shallice (1988).

The criticisms listed here surely deserved serious consideration. Empirically Warring-
ton and Cipolotti (1996) produced a detailed and exhaustive description of four storage
and two access patients, whose performance has been directly compared on identical tests,
namely different versions of the word-picture matching task, designed to investigate the
effects of word frequency, rate of presentation and semantic relatedness, and to assess con-
sistency. The results clearly confirmed that it is possible to distinguish the two patterns of
impairments on solid experimental grounds: the performance of the storage patients, which
is consistent across trials and influenced by word frequency, is not influenced by the rate
of presentation (response-stimulus interval), and by semantic relatedness (between target
and distractors), while the opposite pattern holds for the access patients. Tables 1.1 and
1.2 reproduce the evidence on frequency and rate of presentations effects. Consistency data
are presented in Table 1.3.

The absence of any effect of frequency is a striking phenomenon, as it is known that
frequency effects are the rule in the literature on aphasia (Shallice, 1988). The rate effect
also is very rare, and in fact it has been documented in this type of globally aphasic patients
only.

It is now evident that a fundamental distinction between the two groups of patients



FREQUENCY EFFECTS

% correct | High | low | x* (d.f. = 1) P

HEC. 76 78 0.07 n.S.
Al 62 60 0.003 n.s.
A2 64 70 1.01 n.S.
S1 96 39 109.40 < 0.001
52 87 42 62.17 < 0.001
S3 92 | 40 87.44 < 0.001
S4 97 36 117.65 < 0.001

Table 1.1: Statistical effect of the word frequency class (high and low) at the word-picture
matching test. Percentage correct is reported for three access and four storage patients: all
the patients are described in (Warrington and Cipolotti, 1996), except for H.E.C. (Cipolotti
and Warrington, 1995).

can be found in the aetiology of the disease: storage impairment is invariably associated
with a neurodegenerative condition (chronic in the case of Alzheimer and Pick’s disease
and post-acute in the case of Herpes Simplex Encephalitis), while all the access patients
presented in the literature were suffering from vascular accidents or from tumors.

In conclusion, ’even granting’ that solid experimental evidence for the dissociation has
been definitely produced - and I will consider the two groups of patients described by War-
rington and Cipolotti (1996) as prototypical of the storage and access types of impairment -
two other issues discussed by Rapp and Caramazza (1993) still remain to be addressed: the
first is how to produce conclusive evidence about consistency, the second is how to interpret
the quite surprising lack of frequency effects and presence of rate effects documented in

access patients.



RATE OF PRESENTATION EFFECTS

% correct | Fast (1s) | Slow (15s) | x* (d.f. = 1) P
Al 49 - 73 16.89 < 0.001
A2 58 76 10.60 < 0.01
51 67 69 0.143 n.S.
S2 63 66 0.24 n.s.
S3 64 69 0.77 n.s.
54 63 69 1.25 n.s.

Table 1.2: Statistical effect of the rate of presentation at the word-picture matching test.
measured as response-stimulus interval: the fast rateis 1 second, the slow rate is 15 seconds.
Percentage correct is reported for two access and four storage patients. From (Warrington
and Cipolotti, 1996).

1.2 Consistency Measures.

1.2.1 Short and long time scale consistency.

Consistency has possibly been considered the key criterion for distinguishing between stor-
age and access impairments. It is generally assumed that if a given semantic representation
is lost, a patient will fail to score in whatever semantic task would require it; however
inferring that performance will be consistently good if a given representation is not lost.
requires further assumptions on the efficiency of the access procedures.

For patients suffering from degenerative processes, the time interval elapsing between
successive assessments must be taken into account. If trials are repeated on a time scale
which is much shorter than the time scale of the progressive impairment then complete
consistency can be found. I will indicate this pattern as one of short time scale consistency.
If temporally distant trials are compared, as it is the case for the study of the Semantic
Dementia patient J.L. in (Hodges et al., 1995), then consistency must be interpreted as a

condition in which a given item, once failed, is consistently failed thereafter. I will indicate



this pattern as one of long time scale consistency.

LONG TIME SCALE CONSISTENCY at naming

April 91 | Sept 91 | March 92 | Sept 92 | March 93

lorry
bike
telephone
airplane
motorcycle
bus
fish
monkey
duck
cooker
toaster
helicopter
deer
rabbit
mouse
tiger
chicken
kettle

N R e A N R R s A A R
|
|
|
|

|
+
|
|
|

Table 1.3: An example of long time scale consistency in Semantic Dementia: patient J.L.’s
naming consistency on the 18 over 48 pictures that he was able to name at least once
correctly. From (Hodges et al., 1995), Table 4, p.474

A typical example of long time scale consistency is given in table 1.4: patient J.L. was
submitted to a longitudinal study of his progressive semantic memory deterioration. The
naming task of the Semantic Memory Battery devised by Hodges at al. was administered
five times over a two years period in order to assess consistency. Of the 48 stimuli proposed.
30 were never named, 2 were always named and all the other except two showed the typical

pattern of long time scale consistency, e.g. once failed they were always failed thereafter (See

(Hodges et al., 1995), Table 4, p.474). The analysis of consistency produced by (Hodges



et al., 1995) is qualitative, and self-evident due to the clear cut pattern presented by the
patient.

Long time scale consistency is typical of the Semantic Dementia syndrome and of D.A.T.
(Hodges et al., ’1992b); however this does obviously not exclude that such patients may
exhibit short time scale consistency when tested on time scales shorter than the ones char-
acteristic of the pathology progression. This is the case, for example, of the Warrington
and Cipolotti (1996) storage patients, but also of patient R.M. whose single case study is
presented in Chapter 3.

(Chertkow and Bub, 1990) performed a group study on 10 D.A.T. (Dementia of the
Alzheimer’s Type) patients, which confirmed that their pattern of performance basically
fitted with the criteria of impaired storage. Consistency was assessed across two repetitions
of a picture naming task. Although the time delay between the two sessions is not specified.
from the fact that the overall performance remained stable one can infer that this was the
case of a short scale consistency measure. Data were analyzed with the Kappa coeflicient
measure, which is derived from the y? statistics. The Kappa coeflicient ranges between
-1 (complete inconsistency) and +1 (complete consistency). The Kappa values for the
D.A.T. were found to lay between +0.75 and +0.91, indicating an overall pattern of highly
consistent performance.

Naming has often been used as the elective task for consistency assessment. This
is due to the fact that the probability of correct naming by guessing is virtually null, so
any statistics derived from the y? statistics can, as a first approximation, be employed to
assess consistency (for criticisms see (Faglioni and Botti, 1993)) across two repeated trials.

Naming however is not such crucial evidence in the case of access impairments, which.



with the exception of the acquired dyslexia cases, have been described in the context of
comprehension deficits. In these cases the most widely used test is the multiple-choice
word-picture matching task. Multiple-choice arrays imply a non-null probability of correct
guessing, which renders inappropriate all statistics derived from the y? statistics. Also
the Markovian model proposed by Faglioni and Botti, that will be discussed later, is not
appropriate for forced-choice tests.

(Warrington and McCarthy. 1987) and (Warrington and Cipolotti, 1996) use a simple
method for assessing consistency in the multiple-choice word-picture matching task, which is
unfortunately unsathisphactory. It is based on the assumption that, if independence across
n repetitions of the same test holds, then the probabilities of obtaining 0,1, 2, ..., n correct
answers can be estimated from the terms of the binomial expansion (p + ¢)™, in which
the probability of success p is estimated from the overall experimental frequency of correct
answers and the probability of failure is ¢ = 1 — p. Independence can expected only if there
is no trial by trial correlation: so the better the experimental frequencies approximate the
corresponding binomial expected values, the more realistic is the independence assumption.
e.g. the more inconsistent is performance. The statistical significance of the discrepancies
between the obtained and the expected values is then evaluated with the y? method. In
fact this method only provides a decision between complete independence and dependence
across repeated trials; it does not provide any direct measure of consistency.

Furthermore the overall procedure does not take into account the following points: first.
in the presence of a non-null probability of correct guessing the binomial expansion does not
provide a good approximation of the expected frequencies of 1,2, ...,n successes; second.

the substitution of an a priori probability with an experimental frequency introduces a
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SHORT SCALE CONSISTENCY at word-picture matching

vov | zze | zvv | zzv | x4(d.f.3) P
Alobs. | 20 | 14 | 19 | 27
Al exp. | 11 9 31 | 29 6.6 n.s.
A2 obs. | 26 8 24 | 22
A2 exp. | 19 5 35 | 22 3.8 n.s.

Slobs. | 39 | 23 | 9 9
S1lexp. | 17 5 34 1 23 40.8 < 0.001
S2o0bs. | 36 | 15 | 14 | 15
S2exp. | 20 | 4 32 | 21 18.9 < 0.001
S3obs. | 34 | 12 | 20 | 14
S3exp. | 22 | 3 35 | 19 12.8 < 0.01
S4 obs. | 41 | 17 8 14
S4d exp. | 21 4 | 35 | 20 52.5 < 0.001

Table 1.4: An example of a short scale consistency measure: two access patients (Al and A2)
and four storage patients (S1, S2, S3, S4) performed a word-picture matching test for three
times (n=48, Chance level=25%); only for the storage patients performance is significantly
different from what would be expected if the trials were independent, suggesting consistency.
From (Warrington and Cipolotti, 1996), p.620.

systematic bias in the estimate of non-linear quantities, the so called limited-sampling bias.
These methodological flows make the method quite unsafe: it can be seen as providing onlv
a first approximation of the required experimental evidence on consistency.

In the next section a new method allowing more precise consistency measures by taking
into account both the non-null probability of correct guessing and the limited-sampling bias.

is described.

1.2.2 Storage and Retrieval Indices.

In 1993 Faglioni and Botti proposed a statistical analysis of consistency in naming experi-
ments, which provides an estimate of the degree of storage degradation and retrieval efficacy.

The aim was to allow one to assess the degree of storage and access impairments on the

11



basis of the key consistency evidence alone.

The basic assumption of the model is that, in the presence of a semantic deficit and
once major perceptual and phonological problems are excluded, failure to name can be due
to two independent processes: the first is that the semantic representation of the to be
named item is so degraded that it cannot support naming; the second is that, if the rep-
resentation is not degraded, a retrieval failure occurs. The crucial remark is that the link
between observable events (the sequences of successes and/or failures) and the unobserv-
able psychological determinants (storage and/or retrieval deficits) is not deterministic as
all the traditional statistical approaches assume, but stochastic in nature. In fact consistent
failures are possibly, but by no means necessarily, due to a storage deficit, since there is
always some probability that they would follow from a retrieval deficit.

In the case in which only successes or failures are considered as possible outcomes. the
link between observed facts and unobservable causes can be unambiguously described by a

two parameter stochastic model:

e the parameter s is an estimate of the fraction of the total number of semantic repres-

entations which can support correct performance in the test;

e the parameter r is an estimate of the probability of correct retrieval of one of these

(non-degraded) representations.

The Markovian approach assumes independence of storage and retrieval, so that the probab-
ility of correct naming in one trial, p1, can be considered as the product sr, e.g. the product
of the probabilities of the representation being able to support performance and of it being

correctly retrieved. Failure can be due to two possible events: either the representation is
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not stored - and I will use the short-cut expression it is not stored’ in the sense that is
not able to support performance’ - or it is stored, but a retrieval failure occurs. So the
probability of failing one trial, po, is given by (1 — s) 4+ s(1 — 7).

When more than n trials are considered, the extra assumption that the storage and
retrieval functions are not altered across trials is required. The probabilities of getting
1,2,...,n — 1,n successes can be expressed as functions of the storage and retrieval in-
dices, and can eventually be estimated with the experimental frequencies of 1,2,...,n—1,n
successes'. Faglioni and Botti provide the expressions of r and s as functions of the prob-
abilities of getting 1,2, ...,n — 1. n successes up to n = 4.

This approach can be extended to the cases in which the probability of correct guessing
is sensibly different from zero, as it is always for multiple-choice procedures. One has to
take into account that both when a given semantic representation is not stored and when
it is stored, but a retrieval failure has occurred, a correct response can still be provided
due to guessing. Guessing is assumed to be a third independent event that can produce a
correct answer. So, for example in the case of one single trial with guessing probability a.
one obtains: p; = sr+ s(1 —rja+ (1 - s)a and pp = (1 — s)(1 —a) + s(1 — r)(1 — a).

In what follows the formulas for 2 and 3 repetitions of a multiple-choice experiment with
chance probability equal to a are presented; the formulas presented here will be applied
in the experimental studies of Chapter 3 and Chapter 5, and to some experimental data

presented in the literature.

The limited-sampling bias is not considered in the Markovian model.
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1.2.3 s and r for n =2

Given 2 repeated trials on a forced choice task with chance probability equal to a. the
probabilities of obtaining 2, 1 or 0 correct responses, ps, p; and pg respectively, as a
function of the storage parameter s and of the retrieval parameter r are given by the following

expressions:

p2 = s[r+(1=r)a®*+(1-s)a? (1.1)
po= 2sfr+a(l-7r)](1=7r)(1—a)+2(1-3)(1-a)a
po = s[(1-r)(l-a)P+(1-s)(1-a)?

(1.2)

These equations can be solved for s and r by substituting the a priori probabilities po,
p1 and pp with the corresponding experimental frequencies of successes.

Given the following definition of the parameters A; and Ag

Ay = alpo—(1-a)+ (1 - a)lp2 — a’] (1.3)

Ay = [pr—a*]~[po— (1-a)?

one obtains an estimate of the parameters s and r

. _(1-a)ad .
Sest. — 4/—-31 (1.4)
24,

Test. = (1 — (l)L\Q

These values of s and r are not corrected for limited-sampling.
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1.2.4 sand r forn=3

Given 3 repeated trials at a forced choice task with chance probability equal to a, the
probabilities of obtaining 3, 2, 1 or 0 correct responses (ps, p2, p1 and py respectively)
as a function of the storage parameter s and of the retrieval parameter r are given by the

following expressions:

p3 = s[r+(1-r)a+(1-s)d® (1.5)
py = 3s[r4+a(l—r]P1-r)1-a)+3(1—-s)(l-a)a®
po= 3s[r+a(l—n)][(1-r1-0a)?+3(1-s)(1-a)
po = s[(1=r)(1=-a)P+(1-9)(1-a)
These equations can be solved for s and r by substituting the a priori probabilities ps, ps,

p1 and po with the corresponding experimental frequencies of successes.

Given the following definition of the parameters A; and Ag

Ay = 3(1-a)’ps+a(l-a)’py—a*(l—a)p; —3a°po (1.6)
Ay = 3(1—a)’ps—a(l —a)’py —a®(1 — a)p; + 3a°po

one obtains an estimate of the parameters s and r which is biased due to limited sampling:

Q(ZAQ -

"biase §
Ibiased Ay — Ay(1 - 2a) o
o _ A A1 2a)]°

Shiased 24&3(1 — a)3A1A2

In fact the numerical values of r and s are calculated by substituting the probabilities

of 0,1, ..n successes with the corresponding experimental frequencies. The smaller is the
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number of items tested in each trial, IV, the bigger is the effect of the systematic error
induced by the evaluation of the probabilities by means of the experimental frequencies.
The effect of the bias can be evaluated. Consider a general quantity X ({p,}) depending
from a set of parameters {p, }, 1 = 0, ..., n, that are only known with a certain approximation
due to limited sampling: p, = f,+dp,. Here {f,} are the estimates of the parameters obtained
from the data. If the parameters are a priort probabilities, as in the case of the access and
storage indices, then they can be approximated with the experimental frequencies. In general
if {f.}, 2 =0,...,nis the estimate of the parameters obtained from a given sample of the
data, the effect of limited sampling can be evaluated by introducing an expansion of X

around {f,} in the form:

- 1 52 S QU
X ({pl}) {pz I{f,} + Z {p P+ Z 5P,Opk (l.b)

PN

When this expression is averaged over the distribution of the parameters, the first order

term disappear because < dp, >= 0, while the second order term is the bias AX:

. X ({p.}) ~
AX = ———== | < S Opi > (1.9)
J; 0p;0Pk i

In the same way in the case of the r and s indices the bias amounts to a correction that
must be subtracted from the biased values (Lauro-Grotto, Treves and Shallice in prepara-

tion):

S = Spigsed — AS (1.10)
r= Thiased — AT
The expressions for As and Ar are:
16a
Ar = ND? ——[aF\ F; + F3Fy] (1.11)
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2s D1
= 24 L RF+ BE
As =y T oanpy et I

where the quantities Dy, Do, Iy, Fo, F3, Fy, F5, Fs and F; are defined as follows:

D1 = Al —Ag(l—Q(L) (112)

Dy = [a(l—a)A1A,]

Fo= [9(1-a)°ps +a*(1-a)’pi]

Fy, = 3a®py— a(l - a)QpQ

Fy = (1-a)[3(1—-a)’ps —a*(1—a)p;
Fy = 9a'po+a*(1—a)'p

Fs = &*(1-a)'py+9a°po

Fo = (A7 —4A1A; +AD(A] — Ay +2a05)% + 6(1 — 20) A1 A5 (A — Ay)?

Fro= (AT 440100 + A (A — Ay +2aA2)? + 6(1 — 2a) A1 Ag (A + Ay)?

This analysis of consistency has been applied in order to compare the performance of
the Semantic Dementia patient R.M. to that of the Warrington and Cipolotti’ storage and
access patients (For more details see Chapter 3). Table 1.5 shows the original data, the raw
estimates r.g; and s.s. , the corrections for limited-sampling A res. and A s.y. and the
corrected values for r and s.

The pattern of results for the storage patients, except perhaps in patient S3, is quite
clear-cut: the retrieval index is much higher than the storage index, indicating that the
storage impairment is the critical aspect of the deficit. In the case of R.M. r is near to its
theoretical maximum value, while s is less than 0.5, so virtually any failure to perform the

task can be ascribed to a degradation of the semantic representations.
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The pattern of the three "access” patients is more complex. In the case of patient H.E.C.
the retrieval impairment is clearly documented. In the case of the two access patients Al
and A2, although the values of r are definitely smaller than what is found in the storage
pattern, a rather substantial storage deficit is superimposed on the retrieval one. While
from the point of view of the theoretical interpretation this poses some problems that will
be addressed later in this chapter. by contrast from the point of view of the validation of the
stochastic approach these results show the sensitivity of the method: a traditional analysis
of consistency would not have differentiated the two separate contributions of the storage
and retrieval deficit to the global pattern of performance, it would simply have signaled the
inherent inconsistency of the results.

In Table 1.6 the storage and retrieval indices are evaluated for two different spoken
word /written word matching tasks performed by patient M.E.D. (McNeil et al., 1994). As
expected from the analytical expressions of the limited sampling corrections Ar and As |
in which the leading terms scale as —{—, it is evident that the relevance of the correction for
limited-sampling increases as the number IV of available stimuli decreases. As result of the
availability of the limited-sampling correction procedure, stronger evidence can be obtained
from less data.

A somewhat different application of the same analysis is described in Chapter 5, where
it has been used to analyze the data obtained with the split brain patients M.E. in order
to compare the performance of the Left and Right Hemispheres at a lateralized version of
some semantic tasks: a dissociation in the values of the storage and retrieval indices for the
two hemispheres strongly suggests independence of performance. A very similar deduction

can be derived by considering R.M.’s performance on a visual semantic task in the visual
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STORAGE AND RETRIEVAL INDICES

Patient : | R.M. | S1 | S2 | 53 | 54 | Al A2 |HEC.I|HEC.II
freq.(3) | 0.50 {0.49]0.45|0.43]0.510.25| 0.32 0.40 0.54
freg.(2) | 0.17 | 0.11]0.17}0.25|0.10 | 0.24 | 0.30 0.46 0.31
freg.(1) | 0.06 {0.11]0.19]0.17|0.17|0.34| 0.28 0.10 0.15
freq.(0) | 0.28 10.29]0.19|0.15]0.21|0.17| 0.10 0.04 0.00
Test. 1.04 10.98]0.90]0.82]0.97|0.73| 0.71 0.63 0.78
JANY Y 0.07 10.02|0.010.000.01}0.00}-0.01] -0.01 —0.01
r 0.97 10.96|0.89/0.8210.960.73| 0.72 0.64 0.79
Sest. 0.45 10.50|0.57|0.65|0.54|0.47 | 0.67 1.04 0.92
A Sest. 0.02 |0.03]0.030.03|0.02|0.03| 0.04 0.05 0.03
s 0.43 | 0.47]0.54(0.62|0.52|0.44| 0.63 0.99 0.89

Table 1.5: Comparison of the indices of "retrieval” (A1, A2 and H.E.C.) and "storage”
for patient R.M., and for the typical "storage” (S1, S2, S3 and S4) and "access” (Al,
A2 and H.E.C.) patients described in (Warrington and Cipolotti, 1996) and in (Cipolotti
and Warrington, 1995). In the first four raws the frequence of m successes (freq.(m))
is reported. The values of r and s reported for R.M. are derived from the ordinate level
categorization (Experiment 4) and from ordinate level sorting (Hodges’ Battery for Semantic
Dementia - See Sec. 3.3) of the same verbal material (chance probability a=1/3, n = 36:
see Chapter 3). The values reported for S1, S2, S3, S4, Al and A2 are estimated from
the results obtained in a word-picture matching test described in Warrington and Cipolotti
(1996), Table 13, p.620 (chance probability a=1/4, n = 30). The values reported for
H.E.C. are estimated from the results obtained in a word-picture matching test described
in Cipolotti and Warrington (1995) (chance probability a=1/4, n = 48), in which the
entire experiment consisting of three subsequent trials has been replicated. The analysis is
performed separately on the two repetitions (I and II). The estimates of r and s are corrected
for limited-sampling according to the formulas: r = reg. — A 1o, and s = Segs. — A Segr..

modality: while the retrieval index remains close to one, the storage index is sensibly higher
in the visual then in the verbal task, a finding suggestive of a selective impairment of the

verbal semantic storage (See Chapter 3, Experiment 7).
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LIMITED-SAMPLING CORRECTIONS: dependence from n

M.E.D.| f.3)| fo(2) | f{1) | Test | A Test | T | Sest | A Sest | S
n=24 | 031|040 | 0.24]0.64| -0.030.67]0.90| 0.10 |0.80
n=12 1039|039 0.19 |0.70|{ -0.05{0.7510.92| 0.18 }0.74

Table 1.6: Different relevance of the correction for limited-sampling bias as a function of
the number of experimental trials n. Two experiments, with n = 24 and n = 12, and three
trials have been considered by the authors. Data (the frequences of 1, 2, and 3 successes) are
derived from spoken/written word matching tasks, performed by patient M.E.D. (McXNeil
et al., 1994). Chance level is 1/6.

1.3 Storage and Access in the Attractor Neural Network ap-
proach.

Table 1.7 summarizes the main characteristics of the typical patterns of performance of the

storage and access impairments.

STORAGE AND ACCESS PATTERNS

Storage | Access
consistency yes no
frequency ef fects yes no
rate of presentation ef fects no yes
semantic simtlarity ef fects no yes

Table 1.7: Summary of the main characteristics of the storage and access impairments.

The actual co-occurrence of the four characteristics has been recently assessed in the
Warrington and Cipolotti (1996) set of four ’storage’ and two ’access’ patients. In order to
gain some theoretical insight into this complex experimental evidence it is useful to consider
some computational constraints that could enlighten the links between the various charac-
teristics of the storage and the access impairments. As Rapp and Caramazza (1993) pointed

out, discussing these issues in the absence of a specific theoretical framework can be unsafe.



so the discussion will be restricted to a class of models, namely attractor neural networks
implementing Hebbian learning. e.g. storing patterns in the form of content addressable
memories. A network of this type has been used as the building block for the Multimodal
Model of Semantic Memory proposed in (Lauro-Grotto et al., 1997) and is discussed in
Chapter 3. However any result which is not expected to hold in other kinds of attractor

networks will be explicitly indicated.

1.3.1 Attractor networks.

Attractor networks can be viewed as dynamical systems which encorporate the principal
characteristics of the neural dynamics at a highly schematized level. Neurons are repres-
ented by stochastic variables whose activity is determined by the balance of excitatory
and inhibitory signals received from other neurons: when the total signal exceeds a given
threshold the firing probability of the neuron increases dramatically. In biologically relev-
ant models global inhibition has a determinant role in keeping the activity of the net in the
low range that appears to be optimal for associative storage and retrieval (Braitenberg and
Schuz, 1992). What allows such a system to work as a memory system is the possibility
to define learning rules which ensure that the network dynamics, given appropriate initial
conditions, and appropriate ranges of values for the parameters of the model, will evolve
towards stable self-reproducible states, the so called attractors. These stable patterns of
neural activity are highly correlated with the patterns of activity found in the net during
the first stimulus presentation, so that after learning has taken place, a stimulus can be en-
tirely retrieved from a very partial initial cue. Hebbian learning is based on the hypothesis.

now generally accepted, that the crucial modification is realized at the synaptic level in the
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form of a strengthening of the synapses between neurons that are simultaneously activated
during the presentation of the to be learned stimulus.

I will consider here a model of an associative attractor network storing binary patterns.
whose behavior has been studied analytically (Buhmann and Schulten, 1987; Lauro-Grotto.
1993). I will discuss how the storage and retrieval pattern of performance could be explained
in the context of such type of model, as the analytical knowledge of the network behavior
is helpful in understanding the computational meaning of the described phenomena.

The basic computational unit of a neural network is the so called formal neuron, which
incorporates the fundamental characteristics of the real neural computation: at each time ¢
the formal neuron receives many signals from other neurons as its input, each scaled with
a given synaptic efficacy; it adds up these scaled signals, and finally switches to the firing
or the non firing state according to a firing rule. The firing rule is usually a threshold
rule: if the total signal in input is higher than the activation threshold, the neuron will fire
with a given probability f, which is usually function of the difference between the incoming
signal and the threshold. If f = 1 the neuron fires if and only if the incoming signal is
over threshold. In this case the network dynamics is said to be deterministic. The firing
state of the formal neuron corresponds to the emission of spike train from a real neuron:
although more complex schemes have evident advantages ((Panzeri et al., 1996)). for many
computational derivations it is sufficient to consider binary neurons, e.g. neurons that can
be found in either of two states: firing and non-firing. The output of each neuron contributes
to the signal in input to all the neurons on which it makes synaptic contacts.

The model I will discuss presents N binary units S, = {1,0},¢=1,, NV whose dynamics
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is described by the following stochastic (asynchronous) firing rule:

1
HS(t+a) =1} = T = 0)/T
f{S,(t+At) =0} = 1-p{S(t+At)=1} (1.13)

h,(t) is the global signal received by neuron ¢ at time t: the state of the neuron at the
successive time (¢ + At) is determined by the difference h,(t) — U where U is the neural
activation threshold. This firing rule is probabilistic: in fact the probability of firing is
basically a sigmoid function of the difference h,(t) — U: so even if the signal is under
threshold there is a non-null probability of firing, as well as a non-null probability of firing
failure if the signal is over threshold. The sigmoid function changes into a step function if
T — 0 (noiseless or deterministic dynamics): the T parameter in fact controls the shape of
the sigmoid function and hence the level of the the so called fast noise? in the network.

In the model the to be learned stimuli are represented by binary patterns &, where
v = 1,,N;p = 0,,p— 1, which are stochastically determined by the prescription that
p(EH) = abpirac(€® — 1)+ (1 = a)dpirac(§*) Vi, 1, where a specifies the average proportion
of firing neurons when the network is retrieving a given pattern and the function dpirae()
is defined as usual ( [ &pirac(z)dz = 1if 2 = 0, [dpirac(z)dz = 0if 2 # 0). Ifa # 0.5
the patterns are said to be polarized. the choice a ~ 0.1 is considered biologically plausible
for associative areas (Miyashita and Chang, 1988; Miyashita, 1988; Sakai and Miyashita.
1991; Braitenberg and Schuz, 1992): This level of activity corresponds to a neural network
in which, during a memory task, 10% of the neurons in average are emitting spike trains at

a given time.

This type of noise is called ’fast noise’ because it is related to the network dynamics; a different type
of noise, the so called ’quenched noise’ is related to the presence of the stored patterns in the network: it
may be considered as built in during learning.

23



The learning rule defines the value of the synaptic efficacy W,,, as a function of the p

to be learned patterns (Buhmann and Schulten, 1987):

S -a)(g -a) o
- — 1.14
; a(l—a)N aN ( )

The first term implements the Hebbian learning mechanism (Hebb, 1949) for polarized
patterns, while the second models global inhibition as a function of the mean activity in
the net (v > 0). Global inhibition is a way of introducing a soft constraint in the network
dynamics, which stabilizes the mean activity around a. Each neuron in the network receives
a signal h,(t) = W, S,

In the limit of very low fast noise level, 7' — 0, and in thé relevant range of the para-
meters values, the dynamics exhibit stable attractor states corresponding to the memorized
patterns (Lauro-Grotto, 1993). The stable states can be described by introducing some
mean field variables which globally describe the state of the network: M and m*. M is the
global level of activity in the network, while the overlaps m* Yu, - 1, .., p are measures

of the degree of correlation between the actual state of the network and each memorized

pattern:
N
<5, >
< ; aN >
N
— (G —a) <S5 > -
mt =< > Yu 1.15)

; aN > t (

In these expressions ” < --- > 7 is the mean on the fast noise due to the probabilistic

nature of the updating rule (which, for 7 # 0 can produce neural activation even if the
signal is under threshold and viceversa); 7 < --- > ” is the mean on the quenched noise

produced by the various £#: the quenched noise arises from the fact that when a pattern is
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presented to the network for retrieval, at the beginning of the retrieval phase the network
is found in a state which has a macroscopic overlap with the corresponding stored pattern,
but also, due to the statistical structure of the patterns, a minimal degree of overlap with
every other stored memory: the sum of all the microscopical overlaps with patterns that are
not involved in the retrieval is responsible for the quenched noise, while the macroscopic
overlap with the to be retrieved pattern produces the signal leading the network dynamics
into the attractor state.

In general the amount of quenched noise is linked in a non-trivial way to the number of
stored patterns, p. The storage capacity of the network, ¢, is defined, in the thermodynamic
limit, as the ratio of the maximum value of p that the network is able to sustain, to N:

o« = 2. In a standard Hopfield network storing uncorrelated patterns oo = 0.138 (Crisanti

2

et al., 1986: McElice et al., 1987): in a network of the type I am considering, the existence
of a non-null correlation between stored patterns produces significant cancellations in the
noise, so that one finds that a is proportional to 51_112 (Buhmann and Schulten, 1987).
The self-consistency equations in the low temperature limit can be easily derived if p
does not exceed the storage capacity limits of the network. If pattern &' is presented for
retrieval the equations can be derived by explicitly performing the means in the definitions

of m! and M:

N 1
1 Z_(S.LMQ)<SZ>
" - 1=1 B (LN >

= (1-a)(<S> —< 8> (1.16)
N

M= <),

1=1

< S, >
alN

>=

1 -
= <5>; +~Ta- <5 > (1.17)
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where < § >; and < S >q are the means over the fast noise of S over the sites where &, = 1

and & = 0 respectively. In their explicit form the equations read:

1 1
1
m' = (1-a) — - 3 }
p — M =yM=U = =m —yM-U
14 exp = 1+ exp——=——
1 l-a 1
M = —— + ( —) (1.18)
m —yM-U — o —~ MU
l—i—eXp——YT__ a 1+exp_ —a T M -U
The solution can be derived in the limit 7' — 0, in which
<S> — Im—-yM-U)
<S> — ﬁ(—ﬁm1~7M—U) (1.19)
and the self-consistency equations become:
m' = (1-a)(<S> — <8 >)
, l1—-a
M = <S>+ < S >p (1.20)

a

where ¥(z) is the usual ¥-function defined as equal to 1 for positive values of the argument
z and equal to 0 for negative values of z.

When only one pattern is presented for retrieval, for example pattern £!, according
to the values of the parameters of the model, two stable solutions can be found: {m! =
l—a;M =1}, forl—a—v > U >0,and {m! =0; M = 0},for0 < 1—a—~ < U. The first
corresponds to successful retrieval while the second corresponds to a state of no-recognition.
e.g. a state in which the network does not retrieve any pattern. The existence and stability
of the state of no-recognition is a characteristic of the network having 0,1 variables and
constrained dynamics (Amit, 1989). Networks exhibiting stable no-recognition states are

said to be non — opinionated (Buhmann and Schulten, 1987).
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The simple case of retrieval of a single memory is sufficient to discuss the issues of the

storage and access types of impairments. The storage pattern will be discussed first.

1.3.2 Impaired storage.

The characteristics of the storage impairments have been recapitulated in Table 1.7 on the
basis of the results of repeated administrations of a word-picture matching task: perform-
ance is consistent across trials and strongly influenced by the frequency class of the stimulus
word; furthermore there is not beneficial effect of long delays between the patient’s answer
and the presentation of the subsequent stimulus. According to (Warrington and Cipolotti,
1996) performance is independent of the nature of the distractors presented together with
the target picture in the word-picture matching task: the semantic similarity between tar-
get and distractors does not compromise performance. This last evidence however is less
well established, and in fact Warrington and Cipolotti (1996) point out that better results
may be obtained if distractors from very remote semantic categories are used. In order to
include the investigation on the effects of semantic similarity in the computational study
of the storage and access impairment, it is necessary to formulate specific assumptions on
the nature of the similarity relationships across representations and on the representation
of semantic categories in the model. This point will not be addressed in the present work.

The interpretation of the described storage pattern of performance is in terms of a
permanent neural loss due to a neurodegenerative process. This account can be modeled
in terms of a random elimination of a given percentage of units from the network. In the
neural network model just described this means that, after learning, IV is decreased because

a given number of units are lost due to the pathological process. As a first approximation I
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will model damage as a random loss of neurons, with each neuron being either damaged with
probability d or intact with probability (1 — d).‘ Damage is intended to involve permanent
loss of the neuron, so that if neuron ¢ 'is lost, then S, (¢) = 0 Vz.

Using the geometrical interpretation described in (Lauro-Grotto, 1993) it is easy to find
that the self-consistency equations for the case of retrieval of a single pattern, for example

&#=1  at low loading, are modified so as to be:

m' = (l-—a)(1-d)<S> ~[(1-a)1+d)]<S >0

(1—a)(1-d)

M = 1-d<S>+ <S> (1.21)

The two stable solutions, and the corresponding stability conditions, in the low temperature

limit become:

m! = (1-a)(1-d)

M = (1-d) for(l1—-a)(l—d)—~(1-d)>U>0 (1.22)
for the solution corresponding to correct retrieval, and

m! = 0

M = 0 forO0<(l-a)(1—d)—~v(1-d)<U (1.23)

for the solution corresponding to no-retrieval.
So the retrieval quality decreases due to neural loss. Furthermore the stability condition

for retrieval (1-a)(1~d)~y(1~d) > U > 0 can be written in the form: (1-a)—y > 7% > 0,
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and if an effective threshold 3 damage to in the presence of damage is defined in the form:

U k
— 7 1.24
Uy 1= d >0 ( )
the stability conditions for retrieval becomes:
1—a-v>Us>U>0 (1.25)

So the effect of neural loss can be seen as an increase of the activation threshold of the
surviving neurons, which favors the stability of the solution of no-retrieval. This amounts
to reducing the basins of attraction of the solutions corresponding to retrieval and enlarging
the basin of attraction of the solution corresponding to no-retrieval (Amit, 1989; Lauro-
Grotto, 1993).

But are these kind of difficulties expected to produce item consistency? Surprisingly
enough the answer is in general: No. If one assumes random damage, as usually done,
all the representations are expected to be affected in the same way on average by the
signal reduction, and failure or success in retrieval depends on the details of the dynamical
evolution of the network state in a given retrieval process. So inconsistency rather than
consistency should be expected! As the description of the network that has been proposed
is exact only in the so called mean field limit, e.g. for NV — oo it is always possible that the
statistical fluctuations around the average to be expected for finite N values would produce
a certain degree of specificity with respect to a given damage: some representations could
be more sensitive to the damage because more of their active neurons have been eliminated

due to random damage. Also the effect of fluctuations will be more and more evident as

The term ’effective threshold’ is introduced because in the presence of neural damage the stability
conditions corresponding to retrieval of a given memory are equivalent to those of an undamaged network
with threshold Uj.
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long as N is decreased due to damage as they are proportional to :/—1]—\7- (Amit, 1989). But

this explanation is quite unsatisfactory if compared with the robustness of the consistency
effects.

A more appropriate way to ’escape from inconsistency’ is to break the symmetry across
the stored memories. There is a trivial way of doing it, e.g. by saying that the pathology
would produce not only neural loss, but also synaptic damage, soA that the memory trace
of some patterns are lost. This kind of explanation would just reproduce the original
question at a different level: why some representations and not others? The less trivial way
is by realizing that the symmetry across memories is an oversimplification of the model.
Consistency should be seen as an evidence against this oversimplification. If one assumeé
the the strength of the memory trace can vary across the patterns, so will the robustness of
the signal.

The factors influencing the strength of the memory traces can be related to the different
experiences that a subject might have about the various stimuli: for instance some may be
encountered and/or retrieved more often than others. One way of taking this into account
is by considering the frequency class of a word or the familiarity of a visually presented
stimulus. These global factors my account for the ’zero order’ effect, but more fine-grained
differentiations are to be expected due to individual differences, and these one would be
responsible for the long scale consistency pattern found in storage patients.

In a neural network model the natural way of thinking about frequency and familiarity
classes is by considering a differential robustness in the signal for different stimuli. It is
possible to think of two different factors which would alter the robustness of a signal: the

first is the strength of the memory traces and hence the deepness of the attractors; the second
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is the number of neurons involved in a given representation?. It is obvious that the more
neurons are involved in given representation the more robust is that representation to neural
loss. Furthermore the bigger is the network involved in a given representation the higher
is the possibility to assign different neurons to different representations, thus minimizing
the interference across elements of the same class. Reducing interference is indeed another
mean to increase the quality of the signal. One can think of the case of faces representations
as an example in which frequent and relevant stimuli have been evolutionary allocated to a
specific neural area. It is however at least plausible to assume that if a given subject, due
to his his personal experience, is specifically familiar with a given category of stimuli - say
plants, if one devoted his life to botanic sciences - he might have devoted specific networks
in the brain to store the information about that class of stimuli.

However I will consider here the simpler case in which the frequency effects are con-
sidered within a given category of semantic representations. In this case frequency can
be introduced by altering the the strength of the memory traces; in the model this can be
achieved by introducing more sophisticated learning rules. I will consider for the sake of
simplicity only two word frequency classes, high and low, and assign half of the patterns to
each class. One can then differentiate the learning rules for the two classes by adding an

appropriate multiplicative factor in the synaptic matrix:

Ph Br _ g)(EHR — P B g} (&K — g -
W, 2t = Z(Hh)(g’ o l(ij)zv ) + >, (1-—h)(Ez e E(ZJ)N )~aZ/V (1.26)

pr=1 m=pn+1

where the pattern indices up and gy run over the patterns of the high and low frequency
classes respectively (un = 1,,Pa; 1 = Pr + 1,,P), p = 2ps, and h(0 < h < 1), is the factor

determining the advantage for the high frequency patterns (in fact the corresponding energy

I owe this idea to a conversation with Prof.M.A. Virasoro.
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levels are lowered so that the attractors become more stable).
The explicit form of the self-consistency equations in the case of retrieval of an high

frequency pattern (e.g. p = 1) at low loading is:

1 1
1
mt = (1-a)f{ —— — ; —_}
l—l—exp—{H‘h‘)mT YM-U 1 + exp ——=s (1+h)Tm MU
1 1-a 1
M = - T - ) (1.27)
1 +exp_(1.h)mT—71\[—U a ]_-l—exp—-—‘“ (1_*_},_?Tm —AM—U

If an high frequency pattern is presented for retrieval, the stable solution of the self-
consistency equations corresponding to retrieval remains unaltered, but the corresponding
stability conditions are modified as follows: (14A)(1—a)—~ > U > 0 for the retrieval solu-
tion {m! = 1—a; M = 1} of the high frequency class. The stability condition for no-retrieval
remains unaltered. Similarly one can derive the stability conditions (I-R)(1—a)—y>U >0
for the solution {mP»*! =1 — a; M = 1}, corresponding to the retrieval of the pattern £P»
from the low frequency class. As h > 0 the effect of the modification of the learning rule
is to increase the stability and the basin of attraction of the solution corresponding to the
high frequency patterns and decrease the ones corresponding to the low frequency patterns.

If neural damage is introduced according to the schema just proposed the following

stable solutions are obtained for the high and low frequency patterns respectively:

m' = (1-a)(1-4d)

M = (1-d) for(l+h)(1-a)=v>U;>U>0 (1.28)
mPrtl = (1-a)(1-d)
M = (1-d) for(l-h)(1-a)—v>U;>U>0 (1.29)
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So even if all of the two classes were stable before the damage, for every value of A
there will be a value of the damage d (remember that Uy = -l—t_j—g), for which high frequency
patterns only will be attractor states of the network dynamic.

It is interesting to note that in this very preliminary picture the low frequency rep-
resentations are not ’lost’, but are successively and permanently destabilized as long as d
increases.

The absence of rate of presentation effects is not a peculiar phenomenon: it is their
presence in the context of the access pattern that has to be explained, and this will be

addressed in the next section.

1.3.3 Impaired access and ’refractoriness’.

The pattern of performance of the “access’ patients is described in Table 1.7; again the evid-
ence is derived from repeated administrations of a word-picture matching task (Warrington
and Cipolotti, 1996; Warrington and McCarthy, 1987). Performanceis not consistent across
trials and there is no evidence of any frequency effect; furthermore the very peculiar phe-
nomenon of the significant influence of response-stimulus interval has now been clearly
documented.

In the last section we have seen that it is plausible to assume that different memories are
encoded with different synaptic efficacy, and that familiarity and word frequency classes are
expected have an influence on the stability of a given attractor state. And in fact such an
assumption is necessary in order to explain the consistent pattern of performance shown by
the storage patients. Now if one has assumed that there is a difference in the memory trace

of high and low frequency stimuli in order to explain the consistent pattern of performance
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of the storage patients, in the case of the access patients one will have to explain what type
of deficit would result in a performance independent frorﬁ the frequency class of the stimuli
and so produce inconsistency across trials.

According to the original argument by Warrington and Shallice, inconsistency originates
from a retrieval impairment, e.g. from a failure to reach the attractor state once the stimulus
has been presented to the network. A possible way of inducing retrieval deficits in an
associative neural network is by increasing the noise level over given critical values. How
behavior of a network like the one we have just proposed changes at different noise levels
is known: as long as T increases from zero toward the critical value T. = 1 above which
the system dynamics becomes ergodic, the overlap decreases. This can be easily seen from
the self-consistency equation for the overlap in the Hopfield network by considering the
geometric solution of the equation m =<« §tanh(7Z >. For the more complex network we
are considering, in which the neurons have {0, 1} instead of {—1, +1} as possible states, the

same picture holds, except for the fact that at the critical temperature m =

=

At 0 < T < T, the attractor state is substituted by a distribution of states fluctuating
around the memorized pattern with an overlap mr < mr=o (Amit, 1989): this is because,
even if the network is in the attractor state, due to the fast noise, some neurons can tempor-
ary flip and become misallined with the retrieved pattern; the average value in any case the
overlap between_ the network state and the pattern remains quite high (> 90%) for relatively
high T' values, so that the system can realize associative recall.

Although it reduces retrieval quality, the fast noise has a beneficial influence from a
different point of view: it destabilizes spurious attractor states (Amﬁ et al., 1985). Spurious

states correspond to an attractor having a macroscopic overlap with more than one pattern
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in the network (Gardner, 1986). When the network state evolves towards a spurious state
retrieval fails because more than one memory is partially activated, and ambiguity follows.
When the noise level is raised from zero, the spurious states corresponding to mixture of
several patterns, that are local minima of the energy function at 7" = 0, are subsequently
destabilized, until for T > % only the global minima, corresponding to the retrieval of one
memory pattern, are found to be stable attractors (Amit, 1989) (See Table 1.8). At this
noise level the attractor states are characterized by overlap values ranging around 95% of the
corresponding zero noise values (mr=g; ~ 0.95mr=0). In conclusion a moderately noisy
situation not only is more plausible from the biological point of view, but also is optimal for
the the retrieval abilities of the network. Similar results were found in a biologically more
plausible network in (Buhmann et al., 1989), where the noise was introduced in the form of

fluctuations in the membrane potential of the simulated neurons.

NOISE, RETRIEVAL and SPURIOUS STATES

T range retrieval quality | spurious states
T=0 optimal metastable
0<T<1/2 good metastable
T=1/2 good unstable
1/2<T <T.=1}{ good— poor unstable
T="1T, null absent
T>T, null absent

Table 1.8: Effect of the noise level on retrieval quality and on the stability of the spurious
states in the Hopfield network (Amit, 1989). In the range 1/2 < T < T, if T' is near 1/2
there is an optimal range for associative recall: retrieval quality is good (with an overlap
around 95% of the T = 0 value) and all the spurious states are unstable.

However if the fast noise level is further increased towards 7T, the overlap decreases

towards zero, and so does the signal which stabilizes the corresponding attractor; as a
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consequence the basin of attraction also is reduced in amplitude, and the retrieval dynamics
is slowed (Amit, 1987). This situation fits with the retrieval impairment postulated by
Shallice (1988): when the basins of attraction of the stored memories are reduced in size,
the probability of correct retrieval is also reduced: retrieval will be successful or fail just
due to the particular initial conditions of each process (Amit, 1989). In this situation
inconsistent performance is expected. Furthermore, if the noise level is high, both high
and low frequency stimuli (according to the definition given in the previous section) can be
affected by the retrieval impairment: although high frequency patterns have deeper basins
of attraction, they do not have better retrieval quality from the point of view of the overlap.
In fact, as we have shown in the previous section, frequency has an influence on the stability
conditions and not on the solutions of self-consistency equations.

It is interesting to note that in this simple picture retrieval failure has two main char-
acteristics: from the point of view of the temporal evolution of the dynamics, it is plausible
to assume that retrieval is successful only if the network is able to reach the attractor state
in a reasonable amount of time. Furthermore, if the attractor is reached in a reasonable
amount of time, the retrieval quality, measured by the overlap, could be insufficient to allow
systems downstream to detect that the net reached an attractor state, i.e. to sustain the

cognitive performance.

A different way of eliminating the beneficial effect of frequency and obtaining inconsist-
ent performance, is by considering a kind of impairment which emerges when the network
has already reached the stable attractor state: if the system was then in a condition in

which, for some physiological reasons due to the pathology, sustained activity was difficult
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to maintain, the diﬂ'erence in stability due to frequency would become irrelevant. Such an
impaired network would have troubles in sustaining its own activity both while reaching the
attractor and while in the attractor state. In this case the network model just described is
too simple to produce relevant evidence because the state of the dynamical variables at time
t is entirely determined by the signal at time ¢ — 1 and there is no memory of the preceding
states.

A relevant hypothesis has been considered by (Warrington and Cipolotti, 1996) in
their proposal about refractoriness, which has has been put forward in order to explain
the rate of presentation effect. Rate of presentation effects, and the related phenomenon
of decreasing performance across single items in repeated trials (Warrington and Cipolotti,
1996) are very peculiar phenomena, because they clearly document the existence of a neg-
ative auto-correlation in performance: the probability of correct performance on the same
item decreases in subsequent trials. Furthermore if the items are presented at a very low
response-stimulus interval (15s) the overall performance is significantly higher than if the
rate of presentation is fast (2s). The ’refractoriness’ hypothesis is based on physiological
considerations: the typical etiology found till now in the access deficit is either vascular
or oncological. They argue that in both cases a compressive lesion would be expected to
produce negative interference to the blood supply of the surrounding tissue, and hence pos-
sible ozygen and energy deprivation, which would be responsible for reversible conduction
failures. In this condition neurons would have difficulties in maintaining sustained activ-
ity. This proposal is extremely appealing but also underspecified from the physiological
point of view. Brain hypoxia and hypoglicemia in fact are known to have very complex

consequences, and even different ones according to the duration and the severity of the
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deprivation. Furthermore in the case of the access patients a chronic state of very mild
deprivation has to be considered. Most of the experimental evidence on the consequence
of hypoxic brain insult on the contrary has been produced with respect to the acute or
subacute state.

In order to collect evidence that could be relevant to the case it is therefore necessary
to consider that reversible conduction failures imply a lack of permanent neural damage,
so endogenous neuroprotective factors must play a crucial role in the phenomenon. Among
these, the hypothesis to be explored in this thesis is that the most relevant effect for very

mild and short-term hypoxic conditions is the effect of endogenous Adenosine.

1.4 The Adenosine Hypothesis.

Removing the oxygen supply to a given brain area leads to a fall in intracellular ATP levels,
and thus to a slowing of the sodium/potassium exchange pump. As a result there is a slow
rundown of the ionic and voltage gradients across the cell membrane lasting for about 2
minutes, after which the extracellular potassium concentration [KT], suddenly jumps up
to about 50-60mM, which depolarizes cells to about -20mV and completely suppresses ac-
tion potential production(Attwell, 1988). During the slow depolarization phase a constant
release in excitatory aminoacids (glutamate and aspartate) is produced throughout vescicle
exocitosis. Excitatory aminoacids are known to have dramatic neurotoxic effects at high
extracellular concentrations(Szatkowski and Attwell, 1994; Martin et al., 1994), eventually
triggering cell death. In normal conditions a glutamate carrier is responsible for glutamate
reuptake. If severe anoxia is prolonged for more than two minutes, the changes in trans-

membrane ion and voltage gradients (that is an increase in [K+], and [Na*]; and a decrease
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in [K*]; and [Na*],, and membrane depolarization) produce a reversal of the glutamate
re-uptake mechanisms, the carrier will pump glutamate out of cells into the extracellular
space until a new equilibrium is reached with the extracellular concentration of glutam-
ate at highly neurotoxic levels ([glu], > 100puM) (Attwell, 1988). In this situation further
prolongation of the anoxic state will produce irreversible damage. If one wants to consider
reversible conductance failures only phenomena occurring before the reversed uptake of
glutamate takes place must be considered (Martin et al., 1994; Santos et al., 1996).

The most relevant evidence comes from experiments on artificially induced hypoxia
(oxygen deprivation) and ischemia (oxygen and glucose supply shortage) in rats and pigs
(Santos et al., 1996; Gribkoff and Bauman, 1992). In the very early phase of ischemia a pro-
nounced increase in the level of endogenous extracellular Adenosine has been documented
(Rudolphi et al., 1992) (See Table 1.9). Adenosine is released in the extracellular space
probably because ATP (Adenosine Triphosphate) is stored as a co-transmitter with some
neurotransmitters: the released ATP is converted to Adenosine by extracellular ectonuc-
leotidases. Furthermore during initial brain anoxia Adenosine is also formed intracellularly
as mitochondria stop their production of ATP, which consequently is dephosphorilated into
ADP (Adenosine DiPhosphate), AMP (Adenosine MonoPhosphate) and finally into Aden-
osine. Adenosine is then extruded in the extracellular space on a special nucleoside carrier.
There are though two different mechanisms which link Adenosine level to the presynaptic
activity: first, the ATP release through vescicles is obviously activity dependent; second,
presynaptic activity induces faster ATP depletion, unbalancing the ATP/ADP ratio, with
the consequence of a rise in the concentration of AMP and intracellular Adenosine (Attwell,

1988; Rudolphi et al., 1992).
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ADENOSINE LEVELS IN THE BRAIN

Intervention Species | Basal | Stimulated

(1] (wM]
K™ depolarization? Rat 09-1.1 2
Bicuculline seizures® Pig 0.5 3.5
Hypozia® Rat 1—-2 5
Hypozia* Pig 1.3 2.1

Global ischemia® Rat 1.9 40
Global ischemia® Rat 2.1 39
Middle cerebral occlusion” | Rat 0.7 20

Chronic implantation® Rat |0.05—-0.2

Table 1.9: Extracellular Adenosine level in the brain as measured by microdialysis. Initial
estimates of the basal concentration (1,2,3,4,5,6,7) in the unanesthetized freely behaving
animal may represent an overestimation due to the trauma induced by the microdialysis
probe itself. After prolonged implantation lower basal levels are obtained (8). Different
types of stimulation produce a dramatic increase in the level of extracellular Adenosine. List
of references: 1-(Ballarin et al., 1987); 2-(Park et al., 1987); 3-(Zotterstrom et al., 1982);
4-(VanWylen et al., 1986); 5-(Hagberg et al., 1987); 6-(Busto et al., 1989); 7-(Hillered
et al., 1987); 8-(Ballarin et al., 1991). '

Adenosine is known to have a powerful neuromodulatory effect on excitatory, and es-
pecially glutamatergic synaptic conduction, which appear to be mediated by at least two
independent mechanisms. At the presynaptic level Adenosine’s interaction with its A4,
receptor, via activation of a G-protein, leads to the block of Voltage-dependent Ca** chan-
nels, and then to silencing of the synaptic activity (Dunwiddie, 1985; Fredholm and Dun-
widdie, 1988; Phillis and Wu, 1981; Greene and Haas, 1991). At the postsynaptic level
the membrane-stabilizing effect that limits the activity-evoked depolarization and leads to
hyperpolarization of the neurons, has to be attributed to an Adenosine-mediated increase
in K* conductance (Trussel and Jackson, 1987).

Inhibition of activity is thought to have a double neuroprotective effect: by reducing

the energy demands and the potentially neurotoxic release of glutamate, it increases the
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probability of survival to brief hypoxic periods and diminishes the possibility of partial
neural damage.

Most of the evidence on the neuroprotective effect of Adenosine has been collected with
in vitro preparations using hippocampal slices from rats and other animals, and in experi-
mental models of transient global ischemia in vivo (See (Rudolphi et al., 1992) for review).
However two studies with rats and cats used permanent middle cerebral artery occlusion,
a clinically relevant model of stroke (Hillered et al., 1987; Matsumoto et al., 1992). In
the cat study the Cerebral Blood Flow (CBF) threshold for ischemia-induced increase of
extra-cellular Adenosine and glutamate concentration was measured in the ischemic cortex
using microdialysis: the adenosine concentration was transiently elevated if CBF fell below
25ml/100g/min, while glutamate concentration started to increase only at lower flow level
of 20ml/100g/min, reflecting the inherent but time-limited protective action of Adenosine
against glutamate excitotoxicity. In 1994, Boissard, Lindner and Gribkoff produced an ana-
tomical and behavioral study in which two groups of rats that had been trained in the Morris
Water Maze were submitted to a very mild hypoxic condition. Only one group was treated
with a specific A; antagonist, CPT (8-cyclopentyltheophylline); while this group reported
substantial anatomical damage and consequent behavioral impairment, the group that was
able to benefit from the effect of endogenous Adenosine did not. It was concluded that
the Adenosine dependent silencing mechanisms has a crucial role in determining neurons
survival to brief and mild hypoxic insult in vivo.

In conclusion, the Adenosine-dependent silencing of synaptic transmission is a very

appealing neurophysiological substrate for refractoriness for the following reasons:

e it induces temporary failures of excitatory synaptic transmission;
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e it is activity-dependent, so that neurons that are externally excited are the most likely

to be inhibited;

e it has a neuroprotective effect: it reduces the energy demands of the cells and prevents

the neurotoxic accumulation of extracellular glutamate;

e its time course is compatible with the time course of the behavioral phenomena.

In principle the effect of Adenosine release at synapses can be studied with a compu-
tational simulation of a neural network such as the one described in Sect.1.4.1. One way of
introducing this supposed silencing mechanism could be by substitﬁting the neural activa-
tion threshold U with a dynamic variable U, (tj), with 2 = 1, .. ., IV, defined for each neuron
v and varying with time as a function of the state of activation of the neuron in such a way
that the threshold value is enhanced if the neuron remains active for more that a given time
interval. In the simulations time is a discrete variable 7 defined by the updating cycles
of the neural dynamics (see eq.1.11). If for example a neuron were to be silenced after m

subsequent cycles in which it has been firing, one could define

J 7
Ui(t)) = Uity = 0) (1+ A« ]] Silty) +9( D2 S.(t) — m) (1.30)
{=0 £=0
and keep the threshold value fixed to U,(t,) for any time thereafter. A > 1 is the parameter
determining the increase of the activation threshold, and 9(z) is the usual 9-function defined
as 1 for positive values of its argument and 0 for negative values of its argument. If the
value of A is sufficiently high, the silenced neuron will not be able to fire, irrespective of the
exciting signal it receives, that is irrespective of the strength of the attractor corresponding

to a given representation. This is why, at the level of the patient’s behavior, no effect of

frequency or familiarity is detected.
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The parameter m is linked to the time course of the silencing mechanism. In this zero
order approximation only subsequent time intervals in which a neuron is firing have been
considered to be able to produce the silencing effect. This is just one of various possibilities:
the dynamics of the threshold can be varied in order to take into account, for example, the
mean firing rate in a given time interval, which would render the neuron more sensible to
its remote activation states, and would allow to include in the simulations different trials in
which the same item is presented for retrieval.

In my opinion, both an experimental investigation of the physiology of refractoriness
and serious computational work are needed in order to give a comprehensive account of the
phenomenology of refractoriness. The Adenosine Hvpothesis should be seen as a possible

guideline in this research.
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Chapter 2

2.1 Dissociations in Semantic Memory impairments.

Important evidence on the organization of the semantic system has been obtained from
investigation of neurological patients. Since Warrington’s 1975 paper, in which the select-
ive impairment of semantic memory was first documented, different patterns of semantic
impairments have been considered (See (McCarthy and Warrington, 1990) for a review). In
the previous chapter I have discussed the evidences which favor the dicothomy between ac-
cess and storage impairments. Even more relevant from the point of view of the implications
for modeling semantic memory function have been the experimental findings on category-
specificity (Warrington and McCarthy, 1983; Warrington and Shallice, 1984; Sartori et al.,
1993) and modality specificity (McCarthy and Warrington, 1988; Chertkow and Bub, 1990),
including modality-specific naming impairments (Lhermitte and Beauvois, 1973; Beauvois,
1982; Manning and Campbell, 1992; Endo et al., 1996).

The dissociations in performance on different semantic categories have now been ex-
tensively documented in patients suffering from different types of neurological impairment,
such as neural damage secondary to Herpes Simplex Encephalitis, neurodegenerative illness

and cerebro-vascular disease. In a recent review of single case studies !, R. McCarthy

Presented in the course of the Post-Doctoral School on Semantic Memory Functions, S.I1.S.S.A. - Trieste
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produced the following summary of the semantic categories for which dissociations can be
found: abstract words and concrete words (Warrington, 1975; Warrington, 1981), common
names and proper names (Semenza and Zettin, 1989; Ellis et al., 1989; McNeil et al., 1994)
(but see (Shallice, 1993) for a different interpretation of this dissociation), proper names
with and without unique referent (Shallice, 1993), country names (McKenna and Warring-
ton, 1978) object names and action names (McCarthy and Warrington, 1985), living and
non-living items (Warrington and Shallice, 1984; McCarthy and Warrington, 1988; Hillis
et al., 1990; Farah et al., 1991; DeRenzi and Lucchelli, 1994), animals (Sartori et al., 1993)
fruit and vegetables (Hart et al., 1985), food (Humphreys and Riddoch, 1987), body parts
(Ogden, 1985; Semenza and Goodglass, 1985; Sacchett and Humphreys, 1992), colors, tools
and non-manipulable artifacts (Warrington and McCarthy, 1987; Sacchett and Humphreys,
1992; Sartori and Job, 1993), musical instruments and vehicles (Warrington and McCarthy,
1987). Also specific patterns of impairment that cross the boundaries of general categor-
izations have been reported: so usually musical instruments tend to be impaired together
with living items, while body parts ofter follow the fate of non-living items (Warrington
and McCarthy, 1987; Sartori and Job, 1993). Category-specific effects have been docu-
mented in the context of both storage and access impairments (Warrington and McCarthy,
1983; Warrington and Shallice, 1984; Riddoch and Humphreys, 1987; Sartori et al., 1993;
McNeil et al., 1994); furthermore in some cases the category-specific deficits were restricted
to given modalities of stimulus presentation (Warrington and McCarthy, 1994; Hart et al.,
1985; Hart and Gordon, 1992).

Some authors have raised the possibility that category-specific effects could be found as

1996.
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a byproduct of different characteristics of the experimental stimuli, such as word frequency
and familiarity (Funnell and Sheridan, 1992; Stewart et al., 1992; Parkin and Stewart, 1993).
in particular the class of living items should be less robust due to lower familiarity values
when compared to the categories of non-living items such as tools, vehicles or furniture,
which are higher in familiarity. Since these relevant observations were made, case studies
have been performed using carefullv balanced sets of stimuli. Furthermore a regression
analysis, taking into account familiarity and frequency of the stimuli, as well as the semantic
category, can be used to assess the genuinity of the phenomenon if normative data on the
set of stimuli are available. For example this approach was used in the analysis of the
performance at Hodges’ Battery for Semantic Memory (Hodges et al., 1992a) in the case
study of patient R.M., as described in Section 3.3.

Although less frequent than the converse dissociation, the oc