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Introduction

This thesis collects variational results concerning the modeling of nematic elastomers and
some issues regarding the characterization of the limit behavior of solutions to some singularly
perturbed evolution problems. A large part of these results, which are the content of Chapters
2–7, has been published in [1]–[4]. Part of the material composing this thesis is extracted from
these papers.

Let us start with a brief introduction to nematic elastomers. Synthesized at the end of the
80’s, these materials are rubbery elastic solids made of cross–linked polymeric chains to which rigid
rod–like molecules, the nematic mesogens, are attached. In particular, nematic elastomers exhibit
large spontaneous deformations, which can be triggered and controlled by temperature, applied
electric fields, irradiation by UV light. These properties make them interesting as materials for
fast soft actuators and justify the considerable attention that they have attracted in recent years.

Theoretical modeling of the mechanical response of nematic elastomers has concentrated on
the occurrence of equilibrium configurations exhibiting fine domain patterns (stripe domains),
and the stress plateau associated with rearrangement of stripe domains in stretching experiments
(soft elasticity). Starting from the pioneering work of Warner, Terentjev, and their collaborators
[10, 69], several models have been proposed [6, 13, 37, 40, 48, 70, 71]. The model based on the
free energy density put forward in [10] is particularly worth mentioning, both for its fundamental
nature and for its success at reproducing (and even predicting) essential features of experimental
observations. In fact, energy minimizing states computed with this model reproduce experimental
evidence with a remarkable degree of accuracy. Examples include the highly nontrivial spatially
dependent domain structures observed in [73] and simulated numerically in [16, 17], the existence
of a plateau in the stress–strain response in some uniaxial extension experiments [16, 17, 35],
and the decay of shear moduli in stretching experiments when the imposed stretch reaches the
ends of the stress plateau [9, 32, 55].

In Chapter 1 we describe in more detail the most important feature of nematic elastomers,
namely, the coupling between nematic orientational order and rubber elasticity. Indeed, the
nematic mesogens are randomly oriented at high temperature, but, upon cooling through a specific
transition temperature, they align along a common direction described by the nematic director,
which is represented by a unit vector n of R3. At the same time, the underlying polymer network
exhibits the spontaneous elastic distortion described by the tensor

Ln := a
2
3n⊗ n+ a−

1
3 (I − n⊗ n), (0.1)

where a > 1 is a non dimensional material parameter. We then introduce the following expression
for the energy density of an isotropic and incompressible nematic elastomers:

µ

2

[

tr (FTL−1
n F )− 3

]

, detF = 1. (0.2)

Here, F is a 3×3 matrix representing the gradient of a deformation with respect to the reference
configuration Ω, chosen as the one the sample would exhibit in the high–temperature phase. This
is a classical expression, studied, e.g., in [16] and [31], and obtained from an earlier proposal
by Bladon, Terentjev and Warner [10] by an affine change of variables, first introduced in [29].
This energy is always nonnegative and it is null precisely when FFT is of the form (0.1). The
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4 INTRODUCTION

fact that these states of deformation are those observed experimentally (under sufficiently small
applied loads) is one of the main justifications for the physical soundness of the model.

In Chapter 2, we study the following natural generalization of energy (0.2), in order to handle
compressible nematic elastomers:

Wn(F ) :=
µ

2

[

tr (FTL−1
n F )− 3− 2 ln(detF )

]

+
λ

2
(detF − 1)2, detF > 0, (0.3)

Then, we consider the energy

W (F ) := min
|n|=1

Wn(F ), detF > 0, (0.4)

which models the purely mechanical response of the system. We present and discuss in details
the linearized versions of (0.3)–(0.4) obtained on the basis of Taylor expansion, in the spirit
of [32]. To proceed with the presentation of the results of Chapter 2, we briefly comment on
the justification via Γ–convergence of linearized theories in elasticity (we discusss this subject in
Subsection 1.2.2 in more details).

The energy stored by a homogeneous and hyperelastic body occupying a reference configura-
tion Ω ⊆ Rn and subject to a deformation v : Ω → Rn is

∫

Ω

f(∇v)dx,

where ∇v is the deformation gradient and f is the energy density. Suppose that f is minimized
at the value 0 by the identity matrix I, and that f is frame indifferent. In these conditions one
expects that small external loads εl(x) will produce small deformations v(x) = x + εu(x). In
turn, the total energy will be given by

∫

Ω

f(I + ε∇u)dx− ε2
∫

Ω

ludx.

Denoting by e(u) the symmetric part of the displacement gradient ∇u, the stored elastic energy
of linearized elasticity is

1

2

∫

Ω

D2f(I)[e(u)]2dx−
∫

Ω

ludx,

and can be obtained by Taylor–expansion from the previous formula rescaled by ε−2. This formal
derivation of linear elasticity does not guarantee that the minimizers of the “ε–functionals” (under
prescribed boundary conditions) converge to the minimizer of the limit functional (under the same
boundary conditions). On the other hand, if one manages to prove a statement of Γ–convergence
for the functionals involved, then it is possible to recover information on the convergence of the
minimizers. This is one of the most important features of Γ–convergence (see [23, Chapter 7]).

In this framework, convergence of minimizers has been established by Dal Maso, Negri and
Percivale in [26], under the assumption

f(F ) ≥ Cd2(F, SO(n)), (0.5)

where SO(n) is the set of rotations of Rn and d2(F, SO(n)) is the square of the distance of F
from SO(n). This result has been extended in [60] to a family {fε} of stored energy densities
whose set of minimizers is of the form

SO(n)U1,ε ∪ ... ∪ SO(n)Uk,ε, (0.6)

where Ui,ε = I + εÛi + o(ε) is a positive definite symmetric matrix. In [60], the growth behavior
of the fε’s is again as in (0.5), with the set (0.6) in place of SO(n).

Going back to the expressions (0.3)–(0.4), we see that the energy density Wε obtained from
(0.4) by replacing Ln with

Ln,ε := (1 + ε)2n⊗ n+ (1 + ε)−1(I − n⊗ n),
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has the following set of minimizers

SO(3)Uε, where Uε :=
⋃

|n|=1

L
1
2
n,ε.

Also, it satisfies
Wε(F ) ≥ Cd2(F, SO(3)Uε), for every F. (0.7)

A straightforward extension of the Γ–convergence result of [60] applies to our family of energy
densities {Wε}. We then apply this result and show that, under prescribed boundary conditions,
the minimizers of (proper rescalings of) the nonlinear functionals converge to minimizers of the

relaxed linearized functional (Theorem 2.4). The linearized functional is given by

∫

Ω

V (e(u))dx,

with the small strain energy density V (linear limit) defined on every symmetric matrix E as

V (E) := lim
ε→0

1

ε2
Wε(I + εE).

More explicitly, the linearized functional has the expression
∫

Ω

{

µ min
|n|=1

∣

∣

∣
(e(u))d − Ûn

∣

∣

∣

2

+
k

2
(tr∇u)2

}

dx,

where k is a function of the material parameters appearing in (0.3), and Ûn comes from the

linearization Lε,n = I + 2εÛn + o(ε). An explicit relaxation formula for the linearized functional
is available in [12]. We conclude Chapter 2 with the analysis of another compressible version of
(0.2), alternative to (0.3)–(0.4). This alternative model shares with (0.3)–(0.4) the set of wells
Uε as well as the linear limit. What is different is the growth behavior in the regime of large
deformations. For this reason, we discuss and justify a modified version of it to which the theory
of [60] applies and gives Theorem 2.7.

The previous analysis leaves open the question whether the results of [60] can be generalized to
energies satisfying condition (0.7) only near the wells. In Chapter 3, we give a positive answer for
the case of single–well energies. More precisely, we obtain in Theorem 3.2 the same conclusions as
Dal Maso, Negri and Percivale under the assumption that (0.5) is satisfied only in a neighbourhood
of SO(n), while far away from SO(n) the growth condition can be weakened to

f(F ) ≥ c dp(F, SO(n)), for some 1 < p < 2. (0.8)

Similar results have been obtained in [59] assuming also a bound of order p from above. It is
worth noticing that the reason for considering energies satisfying (0.8) (without any bound from
above) is not purely academic. Indeed, for a large class of compressible rubber–like materials,
the growth behavior (0.8) is the appropriate one (see Subsection 3.1.1).

Concerning the strategy of the proof, we observe that in [26] the main tool adopted to
prove the compactness of the minimizers is the Geometric Rigidity Lemma of [38]. To obtain
the analogous issue when (0.5) holds only near SO(n), while (0.8) holds far from SO(n), see
Theorem 3.3, we need a version with two exponents of the Geometric Rigidity Lemma, similar to
those used in [18], [51], and in [59].

In proving the Γ–convergence result (Theorem 3.4), our approach is different from the one
employed in [26], as well as from the further improvements introduced in [60]. The main simpli-
fication relies on some arguments developed in [38] for the rigorous proof of dimension reduction
results. Moreover, in place of the weak convergence in W 1,2 of the minimizers obtained in [26],
we provide strong convergence in W 1,p (see Theorem 3.5).

We hope that all our results can be extended to multi–well energies.

We now describe the results of Chapter 4. Albeit the Warner–Terentjev model has been
quite successful at reproducing observed material instabilities (stripe domains and soft elasticity,
which are associated with the non convexity of the proposed energies), however it does not predict
accurately stress–build–up at large imposed stretches. The reason for that is the Neo–Hookean
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form of the expression for the free energy density, which results from the assumption of phantom
gaussian chains made in its derivation from statistical mechanics. Just as in classical rubber
elasticity, stress–strain curves showing the typical hardening response of rubbers at high strains
and stresses requires the use of functional forms richer than the Neo–Hookean template. Inspired
by the seminal work of Ogden [54], we provide Ogden–type extensions of the Warner–Terentjev
model to the regime of very high strains, and also include finite compressibility effects.

The main new results contained in Chapter 4 are the following. By exploiting a multiplicative
decomposition of the deformation gradient into an elastic and a remanent or spontaneous part,
we propose the Ogden–type expressions

Wn(F ) :=

N
∑

i=1

ci
γi

[

tr
(

L
− 1

2
n FFTL

− 1
2

n

)

γi
2 − 3

]

, detF = 1,

for the free energy density of nematic elastomers, and provide a template for further extensions.
Here, γi ≥ 2 and ci > 0, for every i = 1, ..., N . We compute the geometrically linear version of the
new models, which shows the geometric structure of the underlying energy landscape in a very
transparent fashion: the energy grows quadratically with the distance from the nonconvex set of
spontaneous strains (energy wells). Energies of this type are very common in the theoretical and
computational mechanics community, especially in the context of active and phase-transforming
materials [8]. Our discussion of their relation with a parent fully nonlinear theory may have
the additional side benefit of inspiring generalizations in the opposite direction, namely, finite
deformation generalizations of existing small strain theories for active materials.

We then derive (Proposition 4.3) the expression of the energiesW := min|n|=1Wn describing
the purely mechanical response governed by the new model, which turns out to be

W (F ) =

N
∑

i=1

ci
γi

[(

λ1(F )

a−
1
6

)γi

+

(

λ2(F )

a−
1
6

)γi

+

(

λ3(F )

a
1
3

)γi

− 3

]

, detF = 1, (0.9)

where λ1(F ) ≤ λ2(F ) ≤ λ3(F ) are the ordered singular values of F . This expression is “sepa-
rable” in the sense discussed in [54] and justifies the name “Ogden–type” for this new model.
Moreover, because of the structure with multiple energy wells, these energies are not quasiconvex.
Finally, using the results of [31], we provide explicit formulas for their quasiconvex envelopes in
Theorem 4.10, and apply them to a simple thought experiment (pure–shear) to demonstrate their
use and their potential at reproducing the stiffening behavior at very large imposed strains, that
is typical of elastomeric materials.

In Chapter 5, we present two results of attainment of the minimal energy, one for the non-
linear model and the other for the geometrically linear one. These results have been obtained in
collaboration with G. Dal Maso and A. DeSimone. We consider first the nonlinear energy density
given by

W (F ) :=

N
∑

i=1

ci
γi

[(

λ1(F )

e1

)γi

+

(

λ2(F )

e2

)γi

+

(

λ3(F )

e3

)γi

− 3

]

, detF = 1,

where γi ≥ 2, ci > 0 for every i = 1, ..., N , and 0 < e1 ≤ e2 ≤ e3 are three fixed ordered real
numbers such that e1e2e3 = 1. Note that Ogden–type energies for nematic elastomers (0.9) are
included in this expression. The function W is minimized at the value zero if λi(F ) = ei, for
i = 1, 2, 3. Theorem 5.2 states that for every function v : Ω → R3 which is piecewise affine and
Lipschitz, if

det∇v = 1 a.e. in Ω, ess infΩ|λ1(∇v)| > e1, ess supΩ|λ3(∇v)| < e3, (0.10)

then there exists a dense set of Lipschitz functions y : Ω → R3 such that
∫

Ω

W (∇y) = 0 a.e. in Ω, y = v on ∂Ω. (0.11)
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The same holds if v is of class C1,α(Ω;R3), for some 0 < α < 1, and satisfy (0.10). This result is
an application of the theory developed by Müller and Sverák in [53]. In this paper, the authors
study the solutions of first order partial differential relations

∇y ∈ K a.e. in Ω, y = v on ∂Ω, (0.12)

where the set K is contained in {F : M(F ) = t}, M(F ) is a fixed minor of F , and t 6= 0. The
case M(F ) = detF and t = 1 perfectly applies to our minimum problem (0.11), which can be
rewritten as (0.12) with K = {3×3 matrices F : λi(F ) = ei , i = 1, 2, 3}

The case where the set K appearing in (0.12) is contained in {F : trF = 0} is not explicitly
treated in [53]. Thus, focusing on the two–dimensional case, we state and prove Theorem 5.11,
which is a linear version of the main result of Müller and Sverák, with slightly simplified assump-
tions. We then apply Theorem 5.11 to obtain the following result (Theorem 5.7). We consider
the small strain (incompressible) energy density given by

V (E) :=
(

|E| −
√
2
)2

, for every 2×2 symmetric matrix E such that trE = 0. (0.13)

This expression can be derived by taking the limit, as ε goes to zero, of the ratio Wε(I + εE)/ε2,
where Wε is obtained from (0.2) by replacing Ln with (1 + ε)2n ⊗ n + (1 + ε)−2(I − n ⊗ n),
and considering n as a unit vector of R2. We prove that for every piecewise affine Lipschitz map
w : Ω → R2 such that

divw = 0 a.e. in Ω, ess supΩ|e(w)| <
√
2, (0.14)

there exists a dense set of Lipschitz functions u : Ω → R2 such that
∫

Ω

V (e(u)) = 0 a.e. in Ω, u = w on ∂Ω. (0.15)

The same holds if w is of class C1,α(Ω;R2), for some 0 < α < 1, and satisfies (0.14). In fact, our
minimum problem (0.15) can be rewritten as

∇u ∈ K0 a.e. in Ω, u = w on ∂Ω, (0.16)

where K0 :=
{

2×2 matrices F : trF = 0, |symF | =
√
2
}

.
We also propose another method to solve problem (0.15) in the case where w = 0, see

Proposition 5.6, without making use of the theory of [53]. This method provides solutions of

class W 1,p
0 , for every 1 ≤ p <∞, and gives explicit solutions in the case where Ω is a disk.

The motivation for the study of minimal energy’s attainment problems is the attempt to
understand the dynamic response of nematic elastomers. Concerning the dynamics, we have
considered an evolution problem in the simplest situation: the two–dimensional small strain
regime. Let Ω be the reference configuration, ∂DΩ a Dirichlet part of the boundary ∂Ω with
positive H 1 measure, and let H be defined by

H := {u ∈ H1(Ω;R2) : u = 0 on ∂DΩ},
where the equality is referred to the traces of the functions. Given g ∈ H−1/2(∂Ω \ ∂DΩ;R3), we
consider the functional

E(u) :=

∫

Ω

V (e(u))dx + 〈g, u〉,

where V is defined in (0.13), and 〈g, u〉 is the duality product between g and the trace of u on
∂Ω \ ∂DΩ. The functional E is a Lyapunov function for the evolution problem

divS = 0, div u = 0 on Ω, u(t, ·) ∈ H, Sν = g on ∂Ω \ ∂DΩ, (0.17)

where

S :=
∂V

∂E
(e(u)) + e(u̇).

While the existence of the solutions is not difficult to prove, up to a regularization of V in a
neighborhood of the origin, the crucial question regards the behavior of the solutions at infinity.
It is implicit that the aim of this approach is finding a way to select some critical points of E.
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This problem is very difficult and, apart from some examples of evolution built by hand, we are
unable to produce general results at the moment.

In the last two chapters we consider two other dynamic problems in a more abstract frame-
work. In particular, we deal with singular perturbations of these evolution problems and study
the limit behavior of their solutions. Even if not directly related to the modeling of nematic
elastomers, they present some connections with problem (0.17).

In Chapter 6 we address the problem of finding a function t 7→ u(t) satisfying

∇xE(t, u(t)) = 0 and ∇2
xE(t, u(t)) > 0. (0.18)

This problem appears in many areas of applied mathematics, where, usually, the real–valued
function E(t, x) represents a time–dependent energy, defined for t ∈ [0, T ] and x ∈ Rn. The
symbol ∇x denotes the gradient with respect to x, while ∇2

x is the corresponding Hessian. The
inequality in (0.18) means that the matrix ∇2

xE(t, u(t)) is positive definite. Therefore, (0.18) says
that, for every t, the state u(t) is a stable equilibrium point for the potential E(t, ·).

If we look for a continuous solution t 7→ u(t), defined only in a neighborhood of a prescribed
time, the problem is solved by the Implicit Function Theorem. In many applications, however,
we want to obtain a piecewise continuous solution t 7→ u(t) on the whole interval [0, T ]. The
main problem is, therefore, to extend the solution beyond its maximal interval of continuity. A
first possibility is to select, for every t, a global minimizer u(t) of E(t, ·). This choice has some
drawbacks, as we shall explain later. Different extension criteria can be proposed, motivated by
different interpretations of the problem.

Problem (0.18) can be considered, for instance, as describing the limiting case of a system
governed by an overdamped dynamics, as the relaxation time tends to 0. Indeed, one can prove
that, when the relaxation time is very small, the state u(t) of the system is always close to a
stable equilibrium for the potential E(t, ·), which, in general, is not a global minimizer of E(t, ·).
The first general result in this direction has been obtained by Zanini (see [72]), who considers
(0.18) as limit of the viscous dynamics governed by the gradient flow

εu̇ε(t) +∇xE(t, u
ε(t)) = 0. (0.19)

She proves that the limit u(t) of the solution uε(t) to problem (0.19) is a piecewise continuous
function satisfying (0.18), and describes the trajectories followed by the system at the jump times.
Under different and stronger hypotheses, similar vanishing viscosity limits have been studied in
finite dimension [27, 34, 49, 50, 62], and even in infinite dimension in [11, 23, 24, 25, 46, 65].

Simple examples show that the solution u(t) found in [72] is, in general, different from the
global minimizer. We note that the global minimizer may exhibit abrupt discontinuities at times
where it must jump from a potential well to another one with the same energy level. This jump
cannot be justified if we interpret (0.18) as limit of a dynamic problem, since the state should
overcome a potential barrier during the jump.

We consider (0.18) as the limiting case of a sequence of singular second order evolution
problems, namely

ε2Aüε(t) + εBu̇ε(t) +∇xE(t, u
ε(t)) = 0, (0.20)

where A and B are positive definite and symmetric matrices. This describes the evolution of
a mechanical system where both inertia and friction are taken into account, encoded in A and
B, respectively. We use the same assumptions as in [72]. Among these assumptions, a very
important one is that

the critical points of E(t, ·) are isolated, for every t ∈ [0, T ]. (0.21)

We prove that the solution uε of (0.20) is such that (uε, εBu̇ε) tends to (u, 0), where u is piecewise
continuous and satisfies (0.18). Moreover, the trajectories of the system at the jump times are
described through suitable autonomous second order systems related to A, B, and ∇xE.
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Let us explain, in more detail, the procedure that we follow. We first construct a suitable
piecewise continuous solution u of problem (0.18) and then show that the solutions uε(t) of (0.20),
with the same initial conditions, converge to u(t) at every continuity time t.

The function u is defined in the following way (see Proposition 6.6). We begin with a point
u(0) such that ∇xE(0, u(0)) = 0 and ∇2

xE(0, u(0)) > 0. By the Implicit Function Theorem, we
find a continuous solution u of (0.18) up to a certain time t1 ≤ T such that ∇2

xE(t1, u(t
−
1 )) has

only one zero eigenvalue. In a “generic” situation (see Assumption 3 in Section 6.1 and Remark
6.3), certain transversality conditions hold at the point (t1, u(t

−
1 )). These conditions imply that

a saddle–node bifurcation of the vector field F (t, ·), corresponding to the first order autonomous
system equivalent to

Aẅ(s) +Bẇ(s) +∇xE(t, w(s)) = 0, (0.22)

occurs at t1. Let (t, x) be close enough to (t1, u(t
−
1 )). If t < t1, then F (t, ·) has two zeros, a saddle

and a node. If t > t1, there are no zeros of F (t, ·). Under these conditions, it is also possible
to prove (see Lemma 6.4) existence and uniqueness, up to time–translations, of a non constant
solution to system (0.22), satisfying

lim
s→−∞

(w(s), ẇ(s)) = (u(t−1 ), 0). (0.23)

Moreover, the limit

lim
s→+∞

(w(s), ẇ(s)) =: (xr1, 0) (0.24)

exists, and xr1 is another zero of ∇xE(t1, ·). If t1 < T , we make the “generic” assumption that
∇2

xf(t1, x
r
1) is positive definite (see Assumption 4 in Section 6.1). This allows us to restart the

procedure and, in turn, to find a solution of (0.18) on [t1, t2), for a certain t2 ≤ T , and so on.
In this way, we find a piecewise continuous solution u of (0.18), with certain discontinuity times
t1, ..., tm−1, and, for j = 1, ...,m − 1, a heteroclinic solution wj of (0.22) with t = tj , which
connects a degenerate critical point of E(tj , ·) at s = −∞ to a non degenerate critical point at
s = +∞.

The next step consists in proving that, if (uε(0), εu̇ε(0)) → (u(0), 0), then (uε, εBu̇ε) converges
to (u, 0) uniformly on the compact subsets of [0, T ] \ {t1, ..., tm−1}, while a proper rescaling vεj of
uε is such that (vεj , v̇

ε
j ) converges uniformly to (wj , ẇj) on the compact subsets of R (see Theorem

6.8 and Remark 6.17). This shows that (0.22) governs the fast dynamics of the system at the
jump times. Theorem 6.9 summarizes these convergences in a more geometric statement involving
the Hausdorff distance.

We conclude Chapter 6 showing that the same solution u of (0.18) introduced before can be
obtained as the limit of a discrete time approximation, which uses only autonomous systems. For
every k ∈ N, we consider the partition τki = i

kT , i = 1, ..., k, of the interval [0, T ]. Let {uki }i
recursively defined by uk0 = u(0) and by

uki := lim
σ→+∞

vki (σ), (0.25)

where vki is the solution to the autonomous system

Av̈ki (σ) +Bv̇ki (σ) +∇xE(τ
k
i , v

k
i (σ)) = 0, (0.26)

with initial conditions (vki (0), v̇
k
i (0)) = (uki−1, 0). The existence of the limit in (0.25) is a property

of the autonomous system, ensured by Lemma 6.4.
We prove that uki = u(τki ), unless τ

k
i is close to the discontinuity times t1, ..., tm−1 of u. More

precisely, given an arbitrary neighborhood U of the set {t1, ..., tm−1}, we prove that uki = u(τki )
whenever k is sufficiently large and τki /∈ U (see Lemma 6.20 and Lemma 6.21). This implies
that the piecewise constant and the piecewise affine interpolations of the values uki ’s converge
uniformly to u on the compact subsets of [0, T ] \ {t1, ..., tm−1}.

In order to obtain the convergence to the heteroclines wj ’s near the jump times, as well as
the convergence of the velocity (Proposition 6.25 and Theorem 6.18), we introduce a suitable
interpolation of uki based on the solution vki of (0.26) (see the definition in (6.108)).
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In Chapter 7, we extend to an infinite dimensional setting the analysis performed in [72]
about the compactness and the limit behavior of a family of solutions to (0.19). These results
have been obtained in collaboration with G. Savaré and R. Rossi.

We work with an energy functional E : [0, T ]×X → R, where X is a Hilbert space. Apart
from standard and minimal semicontinuity and coerciveness hypotheses on the functional E, all
the assumptions of [72] have been removed, with the only exception of the crucial requirement
(0.21).

For a vanishing sequence {εn}, we let {uεn} be a family of solutions to the gradient flow (0.19)
and we prove in Theorem 7.12 that, up to a subsequence, {uεn} converges a.e. to a function u
satisfying

∇xE(t, u(t)), for a.e. t ∈ (0, T ). (0.27)

To show this, we start with a detailed analysis of the limit behavior, as n → +∞, of the
integrals

∫ tn2

tn1

‖∇xE(r, uεn(r))‖‖u̇εn(r)‖dr, (0.28)

when the sequences {tn1} and {tn2} tend to t, for some t ∈ [0, T ]. Using assumption (0.21), it is
possible to prove that if the sequences {uεn(tn1 )} and {uεn(tn2 )} converge to two different critical
points x1 and x2 of E(t, ·), then the integrals (0.28) are bounded below by a single positive integral

∫ 1

0

‖∇xE(t, ϑ(r))‖‖ϑ̇(r)‖dr,

where ϑ is a function in the class

A
t
x1,x2

:=

{

ϑ : [0, 1] → X continuous : there exist 0 = t0 < t1 < . . . < tj = 1 s.t.

ϑ(0) = x1, ϑ(1) = x2, and for every i = 0, . . . , j − 1,

ϑ is locally Lipschitz on (ti, ti+1), ϑ(ti) 6= ϑ(ti+1), ∇xE(ti, ϑ(ti)) = 0

}

.

This is the content of Lemma 7.4. Building on this, we can prove that the following minimum is
achieved:

c(t;x1, x2) := min

{∫ 1

0

‖∇xE(t, ϑ(r))‖‖ϑ̇(r)‖dr : ϑ ∈ A
t
x1,x2

}

.

Combining some key properties (Proposition 7.9) of the cost function c(t;x1, x2) with suitable a
priori estimates, we finally prove the a.e. convergence of a family of solutions {uεn} to a limit
function u satisfying (0.27).

Theorem 7.12 also says that u is continuous on [0, T ]\J , where the jump set J is a countable
set. Moreover, the left and the right limits u−(t), u+(t) exist everywhere and are such that

E(t, u−(t))− E(t, u+(t)) = c(t;u−(t), u+(t)), for every t ∈ J.

We point out that from this condition and from the definition of the cost function it is possible
to deduce that, for every t ∈ J , there exists a function w ∈ A t

u−(t),u+(t) satisfying the equation

ẇ(s) + λ(s)∇xE(t, w(s)) = 0, for a.e. s ∈ (0, 1),

for some function λ(s) > 0. The existence of this kind of functions at the jump times is the
infinite dimensional counterpart of what happen in the finite dimensional case [72]. In particular,
in [72] it is proved that, at any fixed jump time t, there exists a function which satisfies (0.22)
with A = 0 and B = I, and which connects two critical point of E(t, ·).



Notation

• Rn is the set of real n–dimensional vectors;

• Rn
+ is the subset of Rn of the vectors whose entries are all nonnegative;

• Mm×n is the set of m×n real matrices;

• Mn×n
0 is the set of n×n traceless (deviatoric) matrices;

• MT ∈ Mn×m is the transpose of the matrix M ∈ Mm×n;

• Sym(n) := {M ∈ Mn×n : M =MT } is the set of n×n symmetric matrices;

• Sym0(n) the set of n×n symmetric and traceless matrices;

• Skw(n) := {M ∈ Mn×n : M = −MT } is the set of n×n skew–symmetric matrices;

• Lin+(n): the set of n×n invertible matrices with positive determinant;

• Orth(n) := {M ∈ Mn×n : M−1 =MT } is the set of n×n orthogonal matrices;

• SO(n) := {M ∈ Mn×n : M−1 =MT , detM = 1} is the set of rotations of Rn;

• Psym(n) is the set of n×n positive definite symmetric matrices;

• symM := M+MT

2 is the symmetric part of M ∈ Mn×n;

• skwM := M−MT

2 is the skew–symmetric part of M ∈ Mn×n;

• Md :=
[

M − 1
n (trM)I

]

∈ Mn×n
0 is the deviatoric part of M ∈ Mn×n;

• µ1(M) ≤ ... ≤ µn(M) are the ordered eigenvalues of M ∈ Sym(n);

• λ1(M) ≤ ... ≤ λn(M) are the ordered singular values of M ∈ Mn×n, where λi(M) :=
[

µi(M
TM)

]
1
2 ;

• Λ(M) is the set of the singular values of M ∈ Mn×n;

• Sn is the unit sphere in Rn+1;

• I is the unit matrix;

• e(u) := sym(∇u), for a generic deformation or displacement u;

• L n is the n–dimensional Lebesgue measure.

• H n is the n–dimensional Hausdorff measure.

11



12 NOTATION

The measure of a L n–measurable set Ω ⊆ Rn is sometimes denoted by |Ω|. We use the
symbol 1Ω for the characteristic function of Ω, which is defined by

1Ω(x) :=

{

1 if x ∈ Ω,
0 otherwise.

Throughout, d(·, ·) indicates the Euclidean distance both between two points and between a point
and a set, and dp(·, ·) means the p–th power of d(·, ·).

We denotes the Euclidean inner product between A and B by A · B. Thus,

a · b :=
n
∑

i=1

aibj if a, b ∈ Rn, A ·B := tr (ATB) =

m
∑

i=1

n
∑

j=1

AijBij if A,B ∈ Mm×n,

where trA is the trace of A. The corresponding Euclidean norm is | · |. We often use the tensor
product a⊗ b : Rn → Rn between vectors a, b ∈ Rn, which is defined by

(a⊗ b)v := (b · v)a for every v ∈ Rn.

We recall that the ij–component of a⊗ b is given by (a⊗ b)ij = aibj .
If not otherwise stated, B(x, r) denotes the open ball centered at x with radius r. The ball

B(0, r) is sometime denoted by Br.
For f : Ω → X , we use the symbols

Df(x)[u] and D2f(x)[u,w]

to denote the differential of f at the point x applied to u and the second differential of f at the
point x applied to the pair [u,w].

We use the following classes of functions defined on Ω and taking values in X :

• C(Ω;X) the class of continuous functions;

• Ck(Ω;X) the class of k–times differentiable functions;

• C∞
c (Ω;X) the class of smooth functions with compact support in Ω;

• Ck,α(Ω;X) the class of Hölder functions;

• Lip(Ω;X) the class of Lipschitz functions;

• Liploc(Ω;X) the class of locally Lipschitz functions;

• Lp(Ω;X) the class of Lebesgue functions;

• W 1,p(Ω;X) the class of Sobolev functions.

The space W 1,2(Ω;X) is also denoted by H1(Ω;X). The space W 1,p
0 (Ω;X), for 1 ≤ p < ∞,

is the closure of C∞
c (Ω;X) with respect to the topology of W 1,p(Ω;X). For functions defined on

an open interval (a, b), we also use the notation Lp(a, b;X), H1(a, b;X), and so on. The spaces
of absolutely continuous functions and of functions with bounded variation on [a, b] are denoted
by AC([a, b];X) and BV([a, b];X), respectively.

We point out that the codomain is sometimes dropped out in the notation, whenever it is
clear from the context.

Throughout we denote by C a generic constant whose value may vary from line to line.



CHAPTER 1

Modeling of nematic elastomers

Nematic liquid crystal elastomers are rubbery elastic solids which consist of a polymeric
backbone, made of cross–linked polymeric chains, where nematic mesogens are embedded. We
limit ourselves to a brief description of these materials, referring the reader to the monograph by
Warner and Terentjev [69] for a thorough introduction to the chemistry and physics of nematic
elastomers, and for an extensive list of references.

The polymeric backbone is made of monomers containing tetra–valent atoms which form
long and flexible chains which are connected to each other by means of other flexible chains, the
cross–linkers, to form a network. The nematic mesogens are rigid rod–like molecules (containing
benzenic rings) which can either be part of the backbone or be attached sideways. These mesogens
are randomly oriented at high temperature (isotropic phase), but at a sufficiently low temperature
they align along a common average direction, the nematic director, and the system becomes
anisotropic (nematic phase).

The polymeric backbone experiences reversible distortions as the material is cooled through
the isotropic–to–nematic phase transition temperature: a uniaxial elongation occurs parallel to
the nematic director as a consequence of the ordering of the mesogenic units that are incorporated
into the network.

Given the isotropy of the high–temperature phase, the system is free to choose an arbitrary
direction of alignment, so that different parts of the sample may spontaneously deform in different
ways. We will focus on monodomain nematic elastomers, that is on the case where, in the nematic
phase, there is only one (average) direction of alignment throughout the sample.

We work in the framework of a Frank–type theory, in which the liquid crystal order is supposed
to be uniaxial with fixed degree of orientation. To describe the mechanical implication of such
an order (in dimension 3), we consider the tensor

Ln := a
2
3n⊗n+ a−

1
3 (I − n⊗n), n ∈ S2. (1.1)

Here, n represents the nematic director, and the material parameter a > 1 is the step–length
anisotropy quantifying the magnitude of the spontaneous stretch along n accompanying the
isotropic–to–nematic phase transformation. This spontaneous distortion of the polymer chains
induced by the alignment of the nematic mesogens along the direction n is

L
1
2
n = a

1
3n⊗n+ a−

1
6 (I − n⊗n).

Note that L
1
2
n represents a volume–preserving uniaxial stretch. More precisely, a

1
3 is the elongation

along n and a−
1
6 is the contraction along all the orthogonal directions. We remark that the

13



14 1. MODELING OF NEMATIC ELASTOMERS

parameter a is in principle a function of the temperature, but we assume it to be constant,
because we will be working at a fixed constant temperature well below the phase transition
temperature.

In Section 1.1 we describe the most basic and fundamental expression for the elastic energy
density stored by a nematic elastomer. We will refer to it throughout the following chapters. In
Section 1.2 we introduce some mathematical tools and results which will be useful later on.

1.1. The classical BTW expression for the energy density

Fixing a reference orientation nr (e.g., the first basis vector of a given cartesian frame) and
focusing on the incompressible case, the expression for the energy density proposed by Bladon,
Terentjev and Warner [10, 69] stored by a monodomain nematic elastomer in the state (F , n) is

Wn(F ) =
µ

2

[

tr
(

LnrF
T
L−1
n F

)

− 3
]

, detF = 1, (1.2)

where µ > 0 is a material parameter controlling the rubber energy scale (shear modulus) and
F = ∇y is the gradient of the deformation y mapping a minimum energy configuration associated
with nr (chosen as reference configuration) into the current configuration. Note that the choice
of nr is arbitrary and, just as the choice of the reference configuration, is only a matter of
convenience. If there exists a distinguished orientation in the material, it is natural to use it as
a reference one. This is the case, e.g., when treating anisotropic nematic elastomers [32].

Following [29, 30] (see also the discussion in [32, Section 3]), we choose as reference configu-
ration a minimum energy configuration associated with the high–temperature isotropic state, see
Figure 1.1.

y

∇y = F

∇q = L
1
2
nr

q

n

y

nr

∇y = F

Figure 1.1. Schematic diagram illustrating two possible choices of reference
configuration (the one for y and the other for y).

Introducing the affine change of variables q, with ∇q = L
1
2
nr , we set

y = y ◦ q,
where ◦ denotes the composition of the maps y and q, and let F := ∇y. We have

F = FL
− 1

2
nr (1.3)

and we can rewrite energy (1.2) as

Wn(F ) :=
µ

2

[

tr
(

FTL−1
n F

)

− 3
]

, detF = 1. (1.4)
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Throughout our discussion we will refer to (1.4) as to the BTW model. We remark that the
energies Wn and Wn, which are related to each other by Wn(F ) = Wn(F ), in view of (1.3), are
entirely oblivious to the reference orientation nr. They describe a material for which there exist
no distinguished material directions, namely, an isotropic material. In fact, we have that

Wn(FQ) =Wn(F ), for every Q ∈ SO(3),

for every n ∈ S2. Note that, in checking the isotropy of Wn, we have not applied Q to n. This is
because, considering Wn(F ) as a function of n, this variable should be interpreted as a Eulerian
variable. This is not the case for nr in formula (1.2): to check that (1.2) governs an isotropic
material, we have to show that expression (1.2) does not change if we replace F and nr with FQ
and Qnr, respectively, because nr in (1.2) represents a Lagrangian variable.

While Wn is the energy density modeling the mechanic response of nematic elastomers when
n is maintained fixed (e.g., by an applied electric field), the energy density W we are going to
introduce models the so called purely mechanical response, that is the mechanical response when
the system is free to adjust n at fixed F . Following the notation 0 < λ1(F ) ≤ λ2(F ) ≤ λ3(F )
for the ordered singular values of F (so that λ21(F ) ≤ λ22(F ) ≤ λ23(F ) are the ordered eigenvalues
of FFT ), we consider

W (F ) := min
n∈S2

Wn(F )

=
µ

2

[

(

λ1(F )

a−
1
6

)2

+

(

λ2(F )

a−
1
6

)2

+

(

λ3(F )

a
1
3

)2

− 3

]

, detF = 1. (1.5)

We set Wn(F ) = W (F ) = +∞, if detF 6= 1. The expression in (1.5) can be obtained observing
that

min
n∈S2

tr
(

FTL−1
n F

)

= min
n∈S2

(FFT )·L−1
n

= min
n∈S2

(FFT )·
[

a−
2
3n⊗n+ a

1
3 (I − n⊗n)

]

= a
1
3 min
n∈S2

(FFT )·
[

I +

(

1

a
− 1

)

n⊗n
]

= a
1
3 min
n∈S2

[

tr(FFT ) +

(

1

a
− 1

)

(FFTn)·n
]

. (1.6)

Since a > 1, the minimum in (1.6) is attained when n is an eigenvector of FFT corresponding to
its maximum eigenvalue λ23(F ) , so that

min
n∈S2

tr
(

FTL−1
n F

)

= a
1
3

[

tr (FFT ) +

(

1

a
− 1

)

λ23(F )

]

.

From this equivalence, expression (1.5) follows.

Proposition 1.1. Considering Wn and W defined by (1.4) and (1.5), respectively, we have
that

(i) Wn ≥ 0 and Wn(F ) = 0 if and only if FFT = Ln;
(ii) W ≥ 0 and W (F ) = 0 if and only if FFT = Ln, for some n ∈ S2.

Note that, by left polar decomposition, the condition FFT = Ln for some F ∈ Lin+(3) is
equivalent to

F = UnR for some R ∈ SO(3), where Un := L
1
2
n .

Moreover, Proposition 1.1 (ii) tells us that W attains its minimum value zero on the set of energy
wells

U :=
⋃

n∈S2

{UnR : R ∈ SO(3)} = {QUn̂R : Q,R ∈ SO(3)} , (1.7)

where n̂ is some fixed unit vector. Equivalently, F ∈ U if and only if Λ(F ) =
{

a
1
3 , a−

1
6 , a−

1
6

}

.
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Proof. Denoting by ν1, ν2 and ν3 the (positive) eigenvalues of L
− 1

2
n FFTL

− 1
2

n , the standard
inequality between geometric and arithmetic mean gives

tr (FTL−1
n F ) =

3
∑

k=1

νk ≥ 3

(

3
∏

k=1

νk

)
1
3

= 3
[

det(FTL−1
n F )

]
1
3 = 3, (1.8)

where we have also used the fact that detF = detL−1
n = 1. Note the equality holds in (1.8) if

and only if ν1 = ν2 = ν3 = 1, that is FTL−1
n F = I. This concludes the proof of (i). Property (ii)

trivially follows from (i), from the definition of W , and from the fact that, for every m ∈ S2 and
R ∈ SO(3), W (RUm) := minn∈S2 Wn(RUm) = 0. �

1.2. Mathematical tools

In this section we introduce some mathematical tools which will be useful in our treatment.

1.2.1. Notions of convexity. The variational problems arising in the study of nematic
elastomers are vectorial problems of the multi–dimensional calculus of variations, whose funda-
mental convexity condition is quasiconvexity. Together with quasiconvexity, in Chapters 2, 4, and
5 the following notions of convexity will be useful. For completeness, we start with the definition
of convexity. For this notion, as well as for the following ones, we allow the functions to take the
value +∞: this is standard, when one is interested in applications to elasticity.

Definition 1.2. A function f : Mm×n → R ∪ {+∞} is convex if

f(λA+ (1− λ)B) ≤ λf(A) + (1− λ)f(B), for every λ ∈ [0, 1], A,B ∈ Mm×n. (1.9)

In passing, we recall that for a function f : Mm×n → R ∪ {−∞} ∪ {+∞} the convexity
condition is (1.9) adding more f(A), f(B) < +∞.

Definition 1.3. A function f : Mm×n → R ∪ {+∞} is polyconvex if there exists a convex
function g which depends on the vector M(F ) of all minors of F such that f(F ) = g(M(F )).

In particular, if m = n = 2, then f(F ) = g(F, detF ) with g defined in R5, and, in the case
m = n = 3, f(F ) = g(F, cofF, detF ) with g defined in R19.

Definition 1.4. Let f : Mm×n → R ∪ {+∞} be Borel measurable and bounded below. The
function f is called quasiconvex if

f(F ) ≤ 1

|Ω|

∫

Ω

f(F +∇ϕ)dx, (1.10)

for every bounded open set Ω ⊆ Rn with |∂Ω| = 0, for every F ∈ Mm×n, and every ϕ ∈ W 1,∞
0 (Ω;Rm).

Suppose that (1.10) holds for some nonempty bounded open set Ω ⊆ Rn, for some F ∈ Mm×n,

and for every ϕ ∈ W 1,∞
0 (Ω;Rm). Suppose further that

f(F ) < +∞.

Then, for any other bounded open set Ω′ ⊆ Rn, there exist x̂ ∈ Rn and ε > 0 such that
x̂+ εΩ′ ⊆ Ω. Therefore, it follows from (1.10) that for every ϕ ∈ W 1,∞

0 (Ω′;Rm)

|Ω|f(F ) ≤
∫

x̂+εΩ′
f

(

F +∇ϕ
(

x− x̂

ε

))

dx+ |Ω \ (x̂ + εΩ′)| f(F ),

and in turn that

|Ω′|f(F ) ≤
∫

Ω′
f(F +∇ϕ(x))dx.

Note that this argument fails when f(F ) = +∞. Nevertheless, we have the following proposition
whose proof is based on a Vitali covering argument and can be found in [7].

Proposition 1.5. If (1.10) holds for some nonempty bounded open set Ω ⊆ Rn, for every

F ∈ Mm×n, and every ϕ ∈ W 1,∞
0 (Ω;Rm), then f is quasiconvex.
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In Section 1.2.2 and in Chapter 2 we will deal also with the following variant of quasiconvexity.

Definition 1.6. Let f : Sym(n) → R ∪ {+∞} be Borel measurable and bounded below. The
function f is quasiconvex on linear strains if

f(E) ≤ 1

|Ω|

∫

Ω

f(E + e(ϕ))dx,

for every bounded open set Ω ⊆ Rn with |∂Ω| = 0, for every E ∈ Sym(n), and every ϕ ∈ W 1,∞
0 (Ω;Rn).

Here, e(ϕ) := sym(∇ϕ) is the linear strain. Observe that f is quasiconvex on linear strains
if its extension F 7→ f(symF ) to all of Mn×n is quasiconvex. Conversely, if f is quasiconvex, this
does not imply in general that f restricted to Sym(n) is quasiconvex on linear strains.

Definition 1.7. A function f : Mm×n → R ∪ {+∞} is rank–one convex if

f(λA+ (1− λ)B) ≤ λf(A) + (1− λ)f(B), (1.11)

for every λ ∈ [0, 1] and every A, B ∈ Mm×n such that rank (A−B) ≤ 1.

Equivalently, f is rank–one convex if the function t 7→ f(F + tR) is convex for every F ,
R ∈ Mm×n such that rankR = 1.

If f : Mm×n → R∪{+∞}, polyconvexity implies both quasiconvexity and rank–one convexity,
but quasiconvexity does not imply rank–one convexity. If we restrict our attention to the case of
real valued functions, then

f convex ⇒ f polyconvex ⇒ f quasiconvex ⇒ f rank–one convex

(see [20]).
The polyconvex envelope of f is the largest polyconvex function less than or equal to f .

The quasiconvex envelope, the quasiconvex envelope on linear strains, and the rank–one convex
envelope of f are defined analogously and denoted by f qc, f qce and f rc, respectively.

The macroscopic response of nematic elastomers is governed by the quasiconvex envolope
W qc of the free energy density W of the system. This is true in general for materials displaying
fine internal structures.

The polyconvex hull Kpc, the quasiconvex hull Kqc, and the rank–one convex hull Krc of
a compact set K ⊆ Mm×n are defined by duality with polyconvex, quasiconvex, and rank–one
convex functions, respectively, in the following way:

Kpc :=

{

F ∈ Mm×n : f(F ) ≤ sup
G∈K

f(G) for every f : Mm×n → R polyconvex

}

,

Kqc :=

{

F ∈ Mm×n : f(F ) ≤ sup
G∈K

f(G) for every f : Mm×n → R quasiconvex

}

,

Krc :=

{

F ∈ Mm×n : f(F ) ≤ sup
G∈K

f(G) for every f : Mm×n → R rank–one convex

}

.

(1.12)

The last type of convexity we introduce is defined set–theoretically and will be crucial later.

Definition 1.8. A set K ⊆ Mm×n is lamination convex if

(1− λ)A+ λB ∈ K

for every λ ∈ [0, 1] and every A, B ∈ K such that rank(A−B) ≤ 1.

The lamination convex hull K lc is defined as the smallest lamination convex set which contains
K. The following characterization of the lamination convex hull will be very useful. It states that
the lamination convex hull can be obtained by successively adding rank–one segments.

Proposition 1.9. For every K ⊆ Mm×n, we have that

K lc =
⋃

i

Ki,
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where K0 := K and

Ki+1 := {(1− λ)A + λB : A,B ∈ Ki, λ ∈ [0, 1], rank(A−B) = 1}.
Moreover, if K is open, then the sets Ki’s are open.

For the proof of this proposition, see [52]. For sake of completeness, we recall the following
alternative characterization of K lc.

Proposition 1.10. For every K ∈ Mm×n,

K lc =

{

F ∈ Mm×n : f(F ) ≤ sup
G∈E

f(G) for every f : Mm×n → R ∪ {+∞} rank–one convex

}

.

(1.13)

Note that this characterization is obtained by allowing all R∪{+∞} valued rank–one convex
functions in the definition of Krc.

Proof. Let us call K̂ the set on the right–hand side of (1.13). We want to prove that

K lc = K̂. Note that K̂ is lamination convex. Indeed, if A, B ∈ K̂ are such that rank (A−B) ≤ 1

and f : Mm×n → R ∪ {+∞} is rank–one convex, then, by definition of K̂,

f(λA+ (1− λ)B) ≤ λf(A) + (1− λ)f(B) ≤ sup
G∈K

f(G),

and in turn λA + (1 − λ)B ∈ K̂. Since K ⊆ K̂, by definition of K lc we have K lc ⊆ K̂. On the
other hand, let us consider the function f : Mm×n → [0,∞] defined by

f(F ) :=

{

0 if F ∈ K lc,
∞ otherwise.

We have that f is rank–one convex. To see this, consider A, B ∈ Mm×n such that rank (A−B) ≤ 1
and λ ∈ [0, 1]. If f(A) = ∞ or f(B) = ∞, then (1.11) is trivially satisfied. Otherwise, by definition
of f , we have that A, B ∈ K lc and f(A) = f(B) = 0. Thus, f(λA + (1 − λ)B) ≤ 0, because

λA+(1−λ)B ∈ K lc. Hence, if F ∈ K̂, by definition of K̂ we have that f(F ) ≤ supG∈K f(G) = 0
and therefore F ∈ K lc. This concludes the proof. �

Definitions (1.12), characterization (1.13), and the relations between the different notions of
convexity imply the inclusions

K lc ⊆ Krc ⊆ Kqc ⊆ Kpc,

for every compact K ⊆ Mm×n.
The next example, which was found independently by several authors (see, e.g., [64]) il-

lustrates the difference between lamination convexity (which is defined set–theoretically) and
rank–one convexity (which is defined by duality with functions). Let K be the subset of the
diagonal matrices in M2×2 given by

K := {A1, A2, A3, A4}, (1.14)

where

A1 :=

(

1 0
0 3

)

, A2 :=

(

3 0
0 −1

)

, A3 :=

(

−1 0
0 −3

)

, A4 :=

(

−3 0
0 1

)

.

It turns out that K lc is strictly contained in Krc. Indeed, since K does not contain rank–
one connections, we have that K lc = K. We can check that K lc ⊆ K (and therefore that
K lc = K), also using the functional characterization (1.13): it is enough to consider the function
f : M2×2 → [0,∞] defined by

f(F ) :=

{

0 if F ∈ K,
∞ otherwise.
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This is a rank–one function. To check this, we can equivalently prove that the function t 7→
f(A + tR) is convex for every A, R ∈ M2×2 such that rankR = 1. This function is clearly
nonconvex iff

A+ tiR = Ai and A+ tjR = Aj for some i 6= j. (1.15)

But (1.15) is not possible, because it implies rank (Ai − Aj) = 1, which is not true. Thus, if
F ∈ K lc, then f(F ) ≤ supG∈K f(G) = 0 and therefore F ∈ K.

On the other hand, if Fi,j are the matrices’ coordinates, we have that Krc contains the square
Q := {|F11| ≤ 1, |F22| ≤ 1} and the segments [Ak, Jk], for k = 1, ..., 4, where

J1 :=

(

1 0
0 1

)

, J2 :=

(

1 0
0 −1

)

, J3 :=

(

−1 0
0 −1

)

, J4 :=

(

−1 0
0 1

)

are the vertexes of Q. To see this, let f : M2×2 → R be rank–one convex. From the definition
of Krc, we have to check that f(F ) ≤ supK f , for every F ∈ Q ∪

⋃

k=1,...,4[Ak, Jk]. Note that if
supK f = ∞ there is nothing to prove and that, up to consider f − supK f , we can suppose that
supK f ≤ 0 and then prove that

f(F ) ≤ 0, for every F ∈ Q ∪
⋃

k=1,...,4

[Ak, Jk].

Since f is convex along all the lines parallel to [J1, J2] and those parallel to [J2, J3], it must
attain its maximum over Q in one of its vertex, say J1. If we prove that f(J1) ≤ 0, we are done.
Note that [J1, J2] ⊆ [A1, J2]. If f(J1) > 0, then convexity along [A1, J2] yields the contradiction
f(J2) > f(J1).

1.2.2. Two known results from Γ–convergence theory. In this section we collect two
already established Γ–convergence results which are fundamental for the rest part of our discus-
sion. Even if their statements are not written in terms of Γ–convergence, it is clear that their
proofs require Γ–convergence as well as compactness arguments. Both of them take into account
energy densities of the form W (x, F ), with (x, F ) ∈ Ω×Mn×n. For simplicity, we present such
results in the homogeneous case where W does not depend on x.

Consider an elastic body occupying a reference configuration Ω ⊆ Rn, with n ≥ 2, subject
to some deformation v : Ω → Rn. Assuming that the body is homogeneous and hyperelastic, the
stored energy can be written as

∫

Ω

W (∇v)dx,

where ∇v is the deformation gradient, and the energy density W (F ) ≥ 0 is defined for every
F ∈ Mn×n and it is finite only for detF > 0. Assume that the energy density W is minimized at
the value 0 by the identity matrix I, which amounts to saying that the reference configuration is
stress free. Assume also that W is frame indifferent, i.e., W (F ) = W (RF ) for every F ∈ Mn×n

and every R in the space SO(n) of rotations.
Since the deformation v(x) = x is an equilibrium when no external loads are applied, we

expect that small external loads εl(x) will produce deformations of the form v(x) = x+ εu(x), so
that the total energy is given by

∫

Ω

W (I + ε∇u)dx− ε2
∫

Ω

lu dx. (1.16)

In the case ∇u bounded, by Taylor–expandingW (I+ε∇u) around I and rescaling (1.16) by ε−2,
we obtain in the limit ε→ 0 the formula

1

2

∫

Ω

D2W (I)[∇u]2dx−
∫

Ω

lu dx, (1.17)
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where D2W (I)[∇u]2 is the second differential of W at I applied to the pair [∇u,∇u]. By frame
indifference, the first summand in (1.17) depends only on the symmetric part e(u) of the dis-
placement gradient ∇u, i.e.,

1

2

∫

Ω

D2W (I)[∇u]2dx =
1

2

∫

Ω

D2W (I)[e(u)]2dx.

This functional is the linearized elastic energy associated with the displacement u.
This elementary derivation of linear elasticity requires only C2 regularity of W near I, and

hence in a neighbourhood of SO(n), by frame indifference. However, it does not guarantee that
the minimizers of the most natural boundary value problems for (1.16) converge to the minimizer
of the corresponding problems for the limit functional (1.17), as example (1.12) shows.

Convergence of minimizers has been established by Dal Maso, Negri and Percivale [26] in the
framework of Γ–convergence, under the assumption

W (F ) ≥ Cd2(F, SO(n)), for every F ∈ Mn×n. (1.18)

More precisely, let Ω be a bounded domain with Lipschitz boundary and let ∂Ω be a closed
subset of ∂DΩ such that H n−1(∂DΩ) > 0. Fixed h ∈ W 1,∞(Ω;Rn), let H1

h,∂DΩ denote the

closure in H1(Ω;Rn) of the space of functions u ∈ W 1,∞(Ω;Rn) such that u = h on ∂DΩ, and let
L : H1(Ω;Rn) → R be a continuous linear operator. Define Gε, G : H1(Ω;Rn) → (−∞,∞] by

Gε(u) :=
1

ε2

∫

Ω

W (I + ε∇u)dx− L (u) and G (u) :=
1

2

∫

Ω

D2W (I)[e(u)]dx − L (u),

if u ∈ H1
h,∂DΩ, and by Gε(u) = G (u) = +∞ otherwise in H1(Ω;Rn).

The main result in [26] is the following theorem.

Theorem 1.11. Let W : Mn×n → [0,∞] be B–measurable, where B is the σ–algebra of the
Borel measurable subsets of Mn×n. Suppose that W is frame indifferent, and of class C2 in some
neighborhood of SO(n). Moreover, suppose that W = 0 on SO(n) and that (1.18) holds.

If {uε} satisfies

Gε(uε) = inf
H1

g,∂DΩ

Gε + o(1), (1.19)

then {uε} converges weakly in H1(Ω;Rn) to the (unique) solution of min
H1

g,∂DΩ

G .

The following example shows that, if other energy wells are present, we might loose compact-
ness.

Example 1.12. Consider Ω := (−1, 1)×(−1, 1) and L (u) :=
∫

Ω
u · e1dx, where e1 :=

(

1
0

)

.

Let w ∈ H1
0 (Ω;R

2) be defined by

w(x1, x2) :=

(

1−max{|x1|, |x2|}
0

)

, (x1, x2) ∈ R2.

Set wε := w/ε and note that I + ε∇wε takes only four values:

F1 :=

(

0 0
0 1

)

, F2 :=

(

1 −1
0 1

)

, F3 :=

(

2 0
0 1

)

, F4 :=

(

1 1
0 1

)

.

If W is an energy density such that W (Fi) = 0 for i = 1, ..., 4, we have that

inf
H1

0 (Ω;R2)
Gε ≤

1

ε2

∫

Ω

W (I + ε∇wε)dx−
∫

Ω

wεdx = −1

ε
||w||L1(Ω;R2).

If {uε} is a sequence satisfying (1.19), then

−1

ε
||w||L1(Ω;R2) + o(1) ≥ ||uε||L1(Ω;R2),

and therefore {||uε||L1(Ω;R2)} diverges.
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In [60] Schmidt extends the results of Dal Maso, Negri and Percivale allowing for a family
{Wε} of stored energy densities where, for every ε > 0 arbitrarily small, the set of the energy
wells of Wε is of the form

Uε := SO(n)U1(ε) ∪ ... ∪ SO(n)Uk(ε), (1.20)

with

Ui(ε) ∈ Sym(n) and Ui(ε) = I + εUi + o(ε), (1.21)

for some Ui ∈ Mn×n, for every i = 1, ..., k. These energies are important when modeling mate-
rials with different “variants”, i.e. preferred strains represented by the wells SO(n)Ui(ε). This
occurs, e.g., in the martensitic phase of shape memory alloys. In these cases the energies are
not quasiconvex and the materials tend to form microstructures in order to assume energetically
favorable configurations. As for [26], the intent of Schmidt is to understand the limit behaviour
of the functionals

Eε(u) :=
1

ε2

∫

Ω

Wε(I + ε∇u)dx− L (u).

In order to derive a geometrically linear model in this multiple–well case, the energy wells have to
be sufficiently close to each other. This is why the small parameter ε, in terms of which the typical
distance between the energy wells (1.20) is measured, is introduced. Moreover, the physically
interesting regime is when the displacements scale with the same parameter ε. Indeed, recalling
that v stands for a deformation, if ∇v− I tends to 0 more slowly than ε, then the corresponding
geometrically linear version would result trivialized into the case where U1 = ... = Uk = I in
(1.21). On the other hand, if |∇v − I| is much smaller than ε, then one would effectively try to
linearize at one particular well and this would lead to a loss of compactness.

Let us specify in more details what are the assumptions on the family {Wε}. For every ε
arbitrarily small, the energy density Wε : Mn×n → [0,∞] is B–measurable, frame indifferent,
and C0 in an ε–independent neighborhood of SO(n). Moreover, Wε = 0 on the set Uε, defined
in (1.20), and

Wε(F ) ≥ Cd2(F,Uε).

Let us introduce Vε : Sym(n) → R defined by

Vε(E) =
1

ε2
Wε(I + εE),

and suppose that Vε(E) tends to the linear limit V (E), as ε→ 0, for every E ∈ Sym(n). Finally,
let us define E , E : H1

h,∂DΩ → (−∞,∞] by

E (u) =

∫

Ω

V (e(u))dx− L (u) and E (u) =

∫

Ω

V qce(e(u))dx− L (u), (1.22)

where V qce is the quasiconvexification on linear strains of V (see Subsection 1.2.1 for a definition).
The main result in [60] is the following theorem.

Theorem 1.13. Suppose that Vε → V on the compact subsets of Sym(n) and that there exists
α ∈ R such that

V (E) ≤ α(1 + |E|2), for every E ∈ Sym(n). (1.23)

Then

lim
ε→0

inf
H1

h,∂DΩ

Eε = inf
H1

h,∂DΩ

E = min
H1

h,∂DΩ

E .

Moreover, if {uε} satisfies

Eε(uε) = inf
H1

h,∂DΩ

Eε + o(1),

then

lim
ε→0

E (uε) = inf
H1

h,∂DΩ

E .
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Furthermore, there exists a subsequence of {uε} which converges weakly in H1(Ω;Rn) to some
u ∈ H1

h,∂DΩ and u is a minimizer of E .

1.2.3. Rigidity estimates. In this section we recall some well known results from geometric
rigidity theory, which will be mainly employed in Chapter 3. We begin by recalling the following
version of the crucial Korn’s inequality, for which we refer, e.g., to [63].

Theorem 1.14. Let Ω be a Lipschitz domain of Rn, Γ ⊆ ∂Ω with H n−1(Γ) > 0, and
1 < p <∞. Then there exists a constant C > 0, depending on Ω, Γ and p, such that

||u||W 1,p(Ω;Rn) ≤ C||e(u)||Lp(Ω;Rn),

for every u ∈W 1,p(Ω;Rn) with trace null on Γ.

We recall also this version of Korn’s inequality: for every u ∈ W 1,2(Ω;Rn) there exists
A ∈ Skw(n) such that

∫

Ω

|∇u−A|2dx ≤ C

∫

Ω

|e(u)|2dx.

This can be seen as the linear counterpart of the following inequality due to Friesecke, James
and S. Müller [38], which is, in turn, a quantitative version of Liouville’s Theorem.

Theorem 1.15. Let Ω be a bounded Lipschitz domain of Rn. There exists a constant C > 0,
depending on Γ, with the following property. For each v ∈ W 1,2(Ω;Rn) there is an associated
rotation R ∈ SO(n) such that

∫

Ω

|∇v −R|2dx ≤ C

∫

Ω

|d(∇v, SO(n))|2dx.

To prove the compactness results of Chapter 3 we will need a variant of Theorem 1.15 with
two exponents: Lemma 3.8. As for Theorem 1.15, the proof of Lemma 3.8 hinges on the following
auxiliary truncation result.

Proposition 1.16 ([38], Proposition A.1). Let Ω be a bounded Lipschitz domain of Rn, n,
m ≥ 1, and 1 ≤ p <∞. There exists a constant C, depending on Ω, m and p, with the following
property. For each v ∈W 1,p(Ω;Rm) and every λ > 0, there exists V ∈ W 1,∞(Ω;Rm) such that

(i) ||∇V ||L∞(Ω;Rm) ≤ Cλ,

(ii) |{x ∈ Ω : v(x) 6= V (x)}| ≤ C

λp

∫

{x∈Ω : |∇v(x)|>λ}

|∇v|pdx,

(iii) ||∇v −∇V ||pLp(Ω;Rm) ≤ C

∫

{x∈Ω : |∇v(x)|>λ}

|∇v|pdx.

Conti, Dolzmann, and Müller [19] have recently proved the following version of Theorem 1.15
with mixed growth conditions. This result was first stated without proof in [39]. We will use it
to prove strong convergence of minimizers in Section 3.4.

Theorem 1.17. Let Ω be a bounded Lipschitz domain of Rn and 1 < p1 < p2 < ∞. There
exists C > 0, depending on Ω, p1, and p2 with the following property. For every v ∈ W 1,1 with

d(∇v, SO(n)) = f1 + f2 a.e. in Ω, and fi ∈ Lpi , i = 1, 2,

there exist gi ∈ Lpi , i = 1, 2, and a constant rotation R ∈ SO(n) such that

∇v = R + g1 + g2, a.e. in Ω, with ||gi||Lpi ≤ C||fi||Lpi , i = 1, 2.



CHAPTER 2

From the nonlinear to the geometrically linear model via

Γ–convergence

In this chapter, we present the results of [3]. We consider two variational models which
describe the mechanical behavior of nematic elastomers either in the fully nonlinear regime or
in the framework of a geometrically linear theory. We show that there exists a sequence of
minimizers of suitable rescalings of the nonlinear functionals which converges to a minimizer of
the relaxed linearized functional. We focus on compressible nematic elastomers and therefore on
energy densities which are finite only in Lin+(3). We use the same notation Wn and W already
employed in Section 1.1 for the incompressible model and consider the expression

W (F ) := min
n∈S2

Wn(F ), F ∈ M3×3, (2.1)

where

Wn(F ) :=

{

µ

2

[

tr (FTL−1
n F )− 3− 2 ln(detF )

]

+
λ

2
(detF − 1)2 if F ∈ Lin+(3),

+∞ otherwise,
(2.2)

and Ln is defined as in (1.1). This is a natural generalization of (1.4). Indeed, observe that for
detF = 1 (2.2) reduces to (1.4). Moreover, by Proposition 2.9, W attains its minimum value zero
on the set U , defined in (1.7), which is the set of the wells of energy (1.5). The term in square
brackets in (2.2) is motivated by Flory’s work on polymer elasticity [36]. The presence of the
term λ

2 (detF − 1)2 guarantees that the Taylor expansion at order two coincides with isotropic
linear elasticity with two independent natural parameters (shear modulus and bulk modulus, see
(2.14) below).

In Section 2.1 we present the linearized version of (2.1)–(2.2) on the basis of Taylor expansion,
in the spirit of [32]. Then, in Section 2.2 we provide a justification, via Γ–convergence, of the
linearized theory, and of its relaxation obtained in [12]. In Section 2.3 we use the same approach
of Sections 2.1 and 2.2 and deal with another compressible energy density.

2.1. The geometrically linear version of the BTW model

Let us explain why we are interested in a geometrically linear theory for nematic elastomers.
In spite of its obvious limitations (see, e.g., [8]), the geometrically linear theory is a valuable
conceptual tool in the study of phase transforming materials: it is simpler and familiar to a larger
group of users, the resulting energy landscape has an easier geometric structure, and rigorous and
more complete mathematical results are available for it [12, 14]. Furthermore, the linear theory
is suitable for the exploration of new model extensions taking into account, e.g., the effects of
applied electric fields (see, e.g., [40]).

In order to obtain the geometrically linear approximation of energy (2.2), we consider the
small strain regime |∇u| = ε, where u is the displacement associated with the deformation y
through y(x) = x+ u(x), and matrices Ln that scale with ε as

Ln,ε := (1 + ε)2n⊗ n+ (1 + ε)−1(I − n⊗ n). (2.3)

This scaling is necessary to ensure that the stress–free strains described by the tensors Ln,ε’s are
reachable within a small strain theory (see the discussion in Subsection 1.2.2 and [32, Appendix

23
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B.1]). With the notation introduced in Section 1.1 for Ln, based on the material parameter a,

we have that a
1
3 = 1+ ε. By expanding (2.3) in ε around 0, we obtain

Ln,ε = I + εL̂n + o(ε), with L̂n := 3

(

n⊗ n− 1

3
I

)

. (2.4)

Similarly, from

Un,ε := L
1
2
n,ε = (1 + ε)n⊗ n+ (1 + ε)−

1
2 (I − n⊗ n), (2.5)

we have that

Un,ε = I + εÛn + o(ε), with Ûn =
1

2
L̂n. (2.6)

Now, we define

Wε(F ) := min
n∈S2

Wn,ε(F ), F ∈ M3×3, (2.7)

where Wn,ε is given by (2.2) with Ln,ε in place of Ln, that is

Wn,ε(F ) :=

{

µ

2

[

tr (FTL−1
n,εF )− 3− 2 ln(detF )

]

+
λ

2
(detF − 1)2 if F ∈ Lin+(3),

+∞ otherwise.
(2.8)

Also, we have that Wn,ε(F ) = W̃n,ε(FF
T ), for every F ∈ Lin+(3), where

W̃n,ε(B) :=
µ

2

[

B · L−1
n,ε − 3− ln(detB)

]

+
λ

2
(
√
detB − 1)2, B ∈ Psym(3). (2.9)

Proposition 2.1. In the small strain regime |∇u| = ε, we have that, modulo terms of order
higher than two in ε,

Wn,ε(I +∇u) = µ
∣

∣

∣[e(u)]d − εÛn

∣

∣

∣

2

+
k

2
(tr∇u)2, (2.10)

where Ûn is the traceless matrix defined in (2.6) and k = λ+ 2
3µ.

We can recognize in (2.10) the formula for the energy in the small deformations regime
obtained in [32].

Proof. In order to derive (2.10), let us define for every E ∈ Sym(3) the linear limit

Vn(E) := lim
ε→0

1

ε2
Wn,ε(I + εE) = lim

ε→0

1

ε2
W̃n,ε

(

(I + εE)2
)

.

Since W̃n,ε is minimized by Ln,ε at the value 0 (see Proposition 2.9), the linear term of the Taylor
expansion vanishes and we have

Vn(E) = lim
ε→0

1

ε2

{

1

2
D2W̃n,ε(Ln,ε)[(I + εE)2 − Ln,ε]

2 + o
(

|(I + εE)2 − Ln,ε|2
)

}

=
1

2
D2W̃n,0(I)[2E − L̂n]

2 = 2D2W̃n,0(I)[E − Ûn]
2, (2.11)

where the last two equalities are obtained using (2.4)–(2.6). Simple calculations give

DW̃n,ε(B)[H ] =
µ

2
[H · L−1

n,ε −B−T ·H ] +
λ

2
(
√
detB − 1)

√
detBB−T ·H,

and in turn

D2W̃n,ε(Ln,ε)[H ]2 =
µ

2
tr(L−1

n,εH)2 +
λ

4
tr2(L−1

n,εH), (2.12)

for every B ∈ Psym(3) and H ∈ Sym(3). Thus, from (2.11) and (2.12) we have that

Vn(E) =
µ

4
tr(2E − L̂n)

2 +
λ

4
tr2(2E − L̂n)

= µ tr(E − Ûn)
2 + λtr2(E − Ûn), (2.13)
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where in the second identity we used the fact that L̂n = 2Ûn. Since Ûn is traceless, we prefer to
write the first summand in (2.13) in terms of the deviatoric part Ed. Thus, since

|E − Ûn|2 = |Ed − Ûn|2 +
1

3
(trE)2,

setting k = λ+ 2
3µ we obtain that

Vn(E) = µ |Ed − Ûn|2 +
k

2
(trE)2, for every E ∈ Sym(3). (2.14)

Note that

Ûn =
3

2

(

n⊗ n− 1

3
I

)

, for every n ∈ S2. (2.15)

It remains to observe that, since Wn,ε(F ) can be expressed in terms of FFT (through W̃n,ε), it
turns out that

lim
ε→0+

1

ε2
Wn,ε(I + εM) = lim

ε→0+

1

ε2
Wn,ε(I + ε symM) =: Vn(symM),

for every M ∈ M3×3. In particular, we have that, modulo terms of order higher than two,

Wn,ε

(

I + ε
∇u
|∇u|

)

= ε2Vn

(

sym

( ∇u
|∇u|

))

= ε2Vn

(

e(u)

|∇u|

)

.

Thus, considering ∇u with the proper scale |∇u| = ε and using (2.14), we obtain (2.10). �

Remark 2.2. Note that the incompressible version of the large and small strain theories
can be obtained by considering the formal limit λ → +∞ and k → +∞ in (2.2) and in (2.10),
respectively: in the large strain regime we obtain energy (1.4), and in the small strain regime we
obtain

Wn,ε(I +∇u) = µ
∣

∣

∣e(u)− εÛn

∣

∣

∣

2

, div u = 0,

or, equivalently, the linear limit

Vn(E) = µ
∣

∣

∣
E − Ûn

∣

∣

∣

2

, E ∈ Sym0(3).

Now, let us consider the smallest energy density achievable by the system, in the small strain
regime, if it is allowed to freely adjust n, at fixed E ∈ Sym(3). Recalling that µ1(E) ≤ µ2(E) ≤
µ3(E) are the ordered eigenvalues of E, this is given by

V (E) := min
n∈S2

Vn(E) = µ min
n∈S2

|Ed − Ûn|2 +
k

2
(trE)2 (2.16)

= µ

[

(

µ1(E) +
1

2

)2

+

(

µ2(E) +
1

2

)2

+ (µ3(E)− 1)2

]

+

(

k

2
− µ

3

)

(trE)2. (2.17)

Expression (2.17) can be obtained by considering that

min
n∈S2

|Ed − Ûn|2 = min
n∈S2

(

|Ed|2 − 2Ed · Ûn + |Ûn|2
)

= min
n∈S2

(

|E|2 − 1

3
(trE)2 − 3(En) · n+ trE +

3

2

)

.

Since the minimum in the last expression is attained when n is an eigenvector corresponding to
the maximum eigenvalue µ3(E) of E, we have

min
n∈S2

|Ed − Ûn|2 = |E|2 +
[

µ1(E) + µ2(E)− 2µ3(E)
]

+
3

2
− 1

3
(trE)2

=

(

µ1(E) +
1

2

)2

+

(

µ2(E) +
1

2

)2

+ (µ3(E)− 1)2 − 1

3
(trE)2,

and in turn (2.17).
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The following remark will be useful in Chapter 5

Remark 2.3. Moving from the three dimensional case to the two dimensional case, we con-
sider the nematic director

Ln := a n⊗n+ a−1(I − n⊗n), n ∈ S1,

where a > 1. In the small strain regime a = (1 + ε)2, we define

Ln,ε := (1 + ε)2n⊗n+ (1 + ε)−2(I − n⊗n), n ∈ S1,

and

Wn,ε(F ) :=
µ

2

[

tr (FTL−1
n,εF )− 2− 2 ln(detF )

]

+
λ

2
(detF − 1)2, F ∈ Lin+(2).

From Proposition 2.9 we have that Wn,ε is nonnegative and that Wn,ε(F ) = 0 if and only if
FFT = Ln,ε. In this case, the linear limit Vn(E) := limε→0

1
ε2Wn,ε(I + εE) has the expression

Vn(E) = µ|Ed − Ûn|2 +
k

2
tr 2E, for every E ∈ Sym(2),

where now k = λ+ µ, and

Ûn := 2n⊗n− I, for every n ∈ S1. (2.18)

In Chapter 5 we will consider the incompressible version

Vn(E) = µ |E − Ûn|2, E ∈ Sym0(2). (2.19)

In this case, we set Vn(E) = +∞ for every E ∈ Sym(2) such that trE 6= 0.

2.2. Justification of the geometrically linear theory via Γ–convergence

To present the following theorem, let us introduce some notation. Let Ω ⊆ R3 be a bounded
Lipschitz domain, ∂DΩ a subset of ∂Ω with positive surface measure, h ∈ W 1,∞(Ω,R3) some
boundary data, and L : H1(Ω,R3) → R a continuous linear operator representing the work of
the loads. Moreover, let H1

h,∂DΩ be the closure of the set
{

v ∈ W 1,∞(Ω;R3) : v = h on ∂DΩ
}

in

H1(Ω;R3). Considering the energyWε defined by (2.7)–(2.8), we introduce the energy functionals
Eε and E defined on H1(Ω;R3) as

Eε(u) :=







1

ε2

∫

Ω

Wε(I + ε∇u)dx− L (u) if u ∈ H1
h,∂DΩ,

+∞ otherwise,

E (u) :=

{

∫

Ω V (e(u))dx− L (u) if u ∈ H1
h,∂DΩ,

+∞ otherwise,
(2.20)

where the function V : Sym(3) → R is given by (2.16). In what follows, E is the relaxation of E

in the weak sequential (briefly, w. s.) topology of H1, that is

E := sup{F : F is H1(Ω,R3)–w. s. lower semicontinuous, F ≤ E }.
Theorem 2.4. We have that

lim
ε→0

inf
H1

h,∂DΩ

Eε = inf
H1

h,∂DΩ

E = min
H1

h,∂DΩ

E , (2.21)

with

E (u) =

{

∫

Ω
V qce(e(u))dx− L (u) if u ∈ H1

h,∂DΩ,

+∞ otherwise.
(2.22)

Here, V qce is given by

V qce(E) = µ min
Q∈Q

|Ed −Q|2 + k

2
tr2E, for every E ∈ Sym(3), (2.23)
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where k = λ+ 2
3µ and

Q :=

{

M ∈ Sym0(3) with eigenvalues in

[

−1

2
, 1

]}

. (2.24)

Moreover, if {uε} is a sequence of “almost minimizers” for {Eε}, which means

Eε(uε) = inf
H1

h,∂DΩ

Eε + o(1),

then {uε} is also a minimizing sequence for E , that is

lim
ε→0

E (uε) = inf
H1

h,∂DΩ

E (2.25)

Furthermore, there exists a subsequence of {uε} which converges weakly in H1(Ω;R3) to some

u ∈ H1
h,∂DΩ and u is a minimizer of E .

We remark that V qce is the quasiconvex envelope on linear strains of V (see Definition 1.6).
Expressions (2.16) and (2.23) show that the parameters µ and k have the physical meaning of a
shear modulus and a bulk modulus, respectively.

Remark 2.5. In the engineering literature, it is customary to write small strain theories
using the leading order term of the deviation of the strain from the identity. In other words, one
considers F = I +∇w + o(ε), where |∇w| = ε, and then writes the energy as a function of w.
This energy is related to (2.20) by a simple scaling (see Proposition 2.1), so that, modulo terms
of order higher than two in ε,

E (w) =

∫

Ω

{

µ min
n∈S2

|(e(w))d − E0(n)|2 +
k

2
(tr∇w)2

}

dx− L (w), (2.26)

where

E0(n) =
3

2
ε

(

n⊗ n− 1

3
I

)

.

The corresponding relaxation is

E (w) =

∫

Ω

{

µ min
Q∈Q

|(e(w))d − εQ|2 + k

2
(tr∇w)2

}

dx− L (w).

This relaxed functional may prove very useful to set up effective numerical schemes in applications
where one is interested in the behaviour of global energy minimizers, similarly to what has been
done in [16, 17]. When, instead, local minimizers or dynamics are studied (see, e.g., [13] and
[40]), (2.26) describes the correct energetics.

Our result is an application of the abstract theory developed by Schmidt in [60], where
linearized theories are derived from nonlinear elasticity theory for multi–well energies, via Γ–
convergence. We have presented the main result of [60] in Section 2. We refer the reader to that
section for some details which are implicit in the following discussion as well as in the remaining
part of this chapter. One class of energy densities to which Schmidt’s result applies is of the form

Wε(F ) = min
i=1,...k

Wi,ε(F ), (2.27)

where, for i = 1, ..., k, the function Wi,ε is a frame indifferent single–well energy minimized and
equal to zero on SO(N)Ui,ε. Here, Ui,ε ∈ Sym(N) is of the form Ui(ε) = I + εUi + o(ε) and

Wi,ε(F ) ≥ Cd2(F, SO(N)Ui,ε).

The linear limit of Wε is

V(E) =
1

2
min

i=1,...,k
Ai[E − Ui]

2, E ∈ Sym(N),
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where Ai := limε→0D
2
Wε,i(Ui(ε)). The double–well case k = 2 with A1 = A2 is of particular

interest since, in this case, an explicit formula for the quasiconvex envelope of V is available
[47, 56].

Now, the family of energy densities {Wε} that we consider (see (2.7)–(2.8)) can be viewed
as an infinite–dimensional analogue of (2.27). To handle this case, an extension of the theory for
energy densities with wells which vary on a compact is required. For this purpose, we generalize
Schmidt’s Theorem 1.13 to the following class of “admissible” energy densities.

Definition 2.6. We say that {Wε} is an admissible family of energy densities if, for every
ε arbitrarily small, the following properties are satisfied:

(i) Wε : MN×N → [0,+∞] is frame indifferent;
(ii) Wε is minimized at the value 0 on SO(N)Uε, where

Uε = {U ∈ Sym(N) : U = I + εÛ + o(ε), Û ∈ M }, (2.28)

and M is a compact in MN×N ;
(iii) Wε is measurable and continuous in an ε–independent neighbourhood of I;
(iv) there exists a constant C not depending on ε and F such that

Wε(F ) ≥ Cd2(F, SO(N)Uε), for every F ∈ MN×N . (2.29)

The generalization of Theorem 1.13 to this class of energies does not require any change in
its proof. In fact, for such a proof, it is sufficient that Wε satisfies (i), (iii), and

Wε(F ) ≥ c d2(F, SO(N)) − Cε2,

for some c, C > 0, see [60, Remark 2.9]. Observe that this condition is implied by (2.28) and
(2.29). Indeed, let

d(F, SO(N)Uε) = |F −RU |,
for some R ∈ SO(N) and U = I + εÛ + o(ε). Since Û varies in the compact M , we have that

|F −R| ≤ |F −RU |+ |U − I| ≤ d(F, SO(N)Uε) +Kε,

and therefore

d(F, SO(N)) ≤ d(F, SO(N)Uε) +Kε,

for some constant K > 0 and every ε > 0 small enough.
We now move to the specific energies for nematic elastomers and focus on the three–dimensional
case N = 3. Let us introduce the set

Uε :=
{

Un,ε : n ∈ S2
}

, (2.30)

where Un,ε is defined in (2.5). From (2.6) it is clear that Uε is a class of type (2.28).

Proof of Theorem 2.4. To apply Theorem 1.13 in the generalized version discussed above,
we have first to check that {Wε} is an admissible family of energy densities in the sense of Defi-
nition 2.6. Conditions (i) and (iii) trivially hold. To prove (ii), note that, if detF > 0, then

Wε(F ) =
µ

2
fopt
ε (FFT ) +

λ

2
(detF − 1)2,

where fopt
ε is defined as in (2.51) (specialized to dimension 3). By Proposition 2.9, this is minimal

at the value 0 on SO(3)Uε. Also, observe that SO(3)Uε = UεSO(3). To prove (iv), we restrict
the attention to the non trivial case detF > 0 and look separately at three regimes: the case
F far from SO(3), the case F close to SO(3) and the intermediate regime. Thus, we divide the
proof into three steps. In what follows, we use the standard convention and denote by C a generic
positive constant whose exact value may change from line to line.
Step 1. We prove that there exist α > 0 and C1 > 0 such that, for every ε small enough,

if d(F, SO(3)) ≤ α, then Wε(F ) ≥ C1d
2(F, SO(3)Uε).
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We can write Wn,ε(F ) = W̃n,ε(FF
T ), where W̃n,ε is defined on Psym(3) as in (2.9). Let

d(F, SO(3)) ≤ α, with α > 0 to be chosen later. Then |FFT − I| ≤ α2 + 2α and FFT be-
longs to the closed ball centered in Ln,ε and with radius 2α2 + 4α, for every ε small enough.

Thus, for α small enough, we can expand W̃n,ε around Ln,ε and obtain

W̃n,ε(FF
T ) =

1

2
D2W̃n,ε(Ln,ε)[FF

T − Ln,ε]
2 +Rα, (2.31)

where
|Rα| ≤ Cα|FFT − Ln,ε|3, (2.32)

for a certain positive constant Cα, which depends on α but not on ε and n. From (2.12) we note
that

D2W̃n,ε(Ln,ε)[H ]2 ≥ µ

2
tr(L−1

n,εH)2 ≥ µ

4
|H |2, (2.33)

for every n ∈ S2, H ∈ Sym(3), and every ε sufficiently small. Thus, from (2.31), (2.32) and
(2.33) it turns out that

Wn,ε(F ) ≥ µ

8
|FFT − Ln,ε|2 +Rα

≥ µ

8
|FFT − Ln,ε|2

(

1− 8Cα

µ
|FFT − Ln,ε|

)

,

for every ε small enough. Now, it is possible to choose α > 0 such that the parenthesis in the last
inequality is arbitrarily close to one and hence

Wn,ε(F ) ≥ C|FFT − Ln,ε|2.
Therefore, since |

√
G −

√
H| ≤ C|G −H | for every G, H ∈ Psym(3), if H is sufficiently near I,

then there exists a constant C1 > 0, not depending on F , ε and n, such that

Wn,ε(F ) ≥ C1|
√
FFT − Un,ε|2.

Then, we can conclude by using the following inequalities:

Wε(F ) := min
n∈S2

Wn,ε(F ) ≥ C1 min
n∈S2

|
√
FFT − Un,ε|2 ≥ C1d

2(F, SO(3)Uε).

Step 2. Let α be the constant found in the Step 1. We now show that there exists C2 > 0 such
that, for every ε small enough,

if d(F, SO(3)) > α, then Wε(F ) ≥ C2.

Recall that, by polar decomposition, |
√
FFT − I| = d(F, SO(3)) (see [42, Ex. 7, p. 17] for more

details). Thus, if d(F, SO(3)) > α, using Lemma 2.11 with B = FFT and d = 3, there exists
δ ∈ (0, 1) such that, if

det(FFT ) ∈ [1− δ, 1 + δ],

then f ε
opt >

α2

2 for every ε small enough and therefore

Wε(F ) =
µ

2
f ε
opt(FF

T ) +
λ

2
(detF − 1)2 >

µα2

4
> 0.

On the other hand, if det(FFT ) ∈ R \ [1− δ, 1 + δ], then

Wε(F ) ≥
λ

2
(detF − 1)2 ≥ λ

2
min{1, δ2} > 0.

Step 3. Finally, we prove that there exists β large enough such that,

if d(F, SO(3)) > β, then Wε(F ) ≥ C3d
2(F, SO(3)Uε),

for some constant C3 > 0 and for every ε small enough.
By using Proposition (2.9) with d = 3 and denoting by 0 < λ1 ≤ λ2 ≤ λ3 the ordered singular
values of F , we have that

Wε(F ) ≥
µ

2
[(1 + ε)(λ21 + λ22) + (1 + ε)−2λ23 − 3− 2 ln(λ1λ2λ3)].
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Therefore, since (1 + ε)−2, (1 + ε) tend to 1 as ε tends to zero, we have that, for ε small enough,

Wε(F ) ≥
µ

2

[ |F |2
2

− 3− ln(λ1λ2λ3)
2

]

. (2.34)

By using the inequality between arithmetic and geometric mean, we obtain from (2.34)

Wε(F ) ≥ µ

2

[ |F |2
2

− 3− 3 ln
|F |2
3

]

>
µ

2

[ |F |2
2

− 3 ln |F |2
]

,

so that, if |F | is sufficiently large, we have that Wε(F ) ≥ µ
8 |F |2. Thus, if β is large enough, we

have that

Wε(F ) ≥ C|FFT − I|, (2.35)

for a certain constant C > 0. Now, observe that

|
√
FFT − I|2 =

3
∑

i=1

(λi − 1)2 ≤

√

√

√

√3
3
∑

i=1

(λ2i − 1)2 + 6 =
√
3|FFT − I|+ 6. (2.36)

Thus, if ε is small enough, from (2.6) and (2.36) we have that

1

2
|
√
FFT − Un,ε|2 ≤ |

√
FFT − I|2 + |I − Un,ε|2

≤
√
3|FFT − I|+ 6 + |εUn + o(ε)|2

≤
√
3|FFT − I|+ 7

C

β

β

C

<

(√
3 + 7

C

β

)

|FFT − I|, (2.37)

for every n ∈ S2. From (2.35) and (2.37), by choosing β > 0 sufficiently large, we can conclude
that there exists C3 > 0 such that for every ε > 0 small enough

Wε(F ) ≥ C3|
√
FFT − Un,ε|2,

and in turn

Wε(F ) ≥ C3d
2(F, SO(3)Uε).

The quadratic growths established by Steps 1 and 3, together with the estimate in Step 2, show
that we can bound Wε with a single function, growing with the square of the distance, so that
(2.29) holds.

In order to apply Theorem 1.13, it remains to consider the linear limit

lim
ε→0

1

ε2
Wε(I + εE) = lim

ε→0
min
n∈S2

1

ε2
Wn,ε(I + εE). (2.38)

Note that this limit coincides with the function V , given by (2.16), which defines the functional E

in (2.20). We have to check that the limit (2.38) is uniform on the compact subsets of Sym(3) and
that V satisfies growth condition (1.23). Both these properties are trivially satisfied, in view of
the expressions of the functions Wn,ε and V , and of the computations performed in the previous
section. Hence, Theorem 1.13 directly gives (2.21), (2.25), and the last sentence of our theorem.
Finally, the characterization (2.22)–(2.24) of the relaxed functional E can be obtained by using
[12, Theorem 1] with γ = 1, Q in place of QB , and the set

{

3

2

(

n⊗ n− 1

3
I

)

: n ∈ S2

}

of matrices in Sym0(3) with eigenvalues 1, − 1
2 , − 1

2 , in place of QFr. The proof of Theorem 2.4
is thus concluded. �
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2.3. An alternative model

It is natural to explore the small strain behavior of another class of model energies, discussed
in [32], and obtained from the BTW incompressible template (1.4), by a procedure which is quite
common in rubber elasticity and computational mechanics. This is based on the additive split of
the energy density into a distortional term (invariant under the transformation F → αF , with α

a positive scalar), obtained from (1.4) by replacing F with (detF )−
1
3F , and a volumetric term

(which only depends on detF ). The resulting energy is of the form

W1,ε(F ) := min
n∈S2

W1,n,ε(F ), F ∈ M3×3, (2.39)

where

W1,n,ε(F ) :=

{

µ

2
(detF )−

2
3 tr (FTL−1

n,εF )−
3

2
µ+

k

2
(detF − 1)2 if F ∈ Lin+(3),

+∞ otherwise,
(2.40)

and Ln,ε is given by (2.3) for ε > 0 and n ∈ S2. W1,ε is again a natural generalization of (1.4)
because it coincides with it for detF = 1, it has the same set of energy wells

SO(3)Uε =
⋃

n∈S2

{

RL
1
2
n,ε : R ∈ SO(3)

}

as (2.7) and the same behavior near the energy wells (same linear limit (2.16) or, equivalently,
same Taylor expansion at order two). However, W1,ε violates the hypothesis of quadratic growth
with respect to d(F, SO(3)Uε) (see Remark 2.8). Therefore, we cannot apply to it the abstract
theory of [60] and the characterization of the Γ–limit of the functionals

E1,ε(u) =
1

ε2

∫

Ω

W1,ε(I + ε∇u)dx− L (u) (2.41)

requires an extension of Schmidt’s theory. Some results in this direction are given in [2] for the
single–well case. These results will be described in Chapter 3.

While Schmidt’s theory does not apply to (2.39), it does apply to energies with quadratic
growth that are obtained from (2.39) by changing its functional form only for matrices F such
that, simultaneously, d(F, SO(3)) and detF are large. More in detail, we define, for β > 0,

W β
ε (F ) :=

{

W1,ε(F ) if either d(F, SO(3)) ≤ β or detF ≤ β,

W2(F ) otherwise,
(2.42)

where W2 is any frame indifferent function of F such that W2(F ) ≥ Cd2(F, SO(3)Uε) for some
constant C > 0, whenever detF > β and d(F, SO(3)) > β. W β

ε has the same set of energy
wells SO(3)Uε of (2.39), for every β > 0. Moreover, W1,ε and W β

ε have the same linear limit
(2.14). Since the threshold β can be made arbitrarily large, (2.42) modifies energy (2.39) only in a
regime in which |F | and detF are very large. It is well known from rubber elasticity that, in such
extreme regimes, Neohookean–type energies such as (1.4), in which the energy depends linearly
on FFT , are unable to reproduce the experimentally observed behaviour. In fact, expression
(1.4) is best regarded as a conceptual tool to explore the behaviour of nematic elastomers under
small applied forces, i.e., near the energy wells. The correction W2 in (2.42) can thus be seen as
a technical device with no mechanical significance, since it alters the values of the energy in a
regime of deformations where expression (1.4), and hence (2.39), is no longer reliable.

Once the legitimacy of the correction (2.42) is accepted, again using [60] (generalized to the
admissible energy densities of Definition 2.6) it is possible to compute the small strain Γ–limit
of all energies of this type for every β sufficiently large. It is implicit in the following theorem
that they all share the same Γ–limit E , which is independent of β. This is not surprising since,
looking at the proof of Theorem 2.4, it is clear that the important features of the energy densities
are their behavior near the energy wells (the only part which is involved in the computation of
the linear limit: this is given by (2.16), which is independent of β), and the quadratic growth.
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Let us follow the same notation of Section 2.2 and define the energy functionals E β
ε on

H1(Ω;R3) as

E
β
ε (u) :=







1

ε2

∫

Ω

W β
ε (I + ε∇u)dx− L (u) if u ∈ H1

h,∂DΩ,

+∞ otherwise,
(2.43)

with W β
ε defined by (2.39), (2.40) and (2.42) for β > 0.

Theorem 2.7. We have that

lim
ε→0

inf
H1

h,∂DΩ

E
β
ε = inf

H1
h,∂DΩ

E = min
H1

h,∂DΩ

E ,

where E and E are given by (2.20) and (2.22)–(2.24), respectively. Moreover, if {uε} is a sequence
of “almost minimizers” for {E β

ε }, then {uε} is also a minimizing sequence for E . Furthermore,
there exists a subsequence of {uε} which converges weakly in H1(Ω;R3) to some u ∈ H1

h,∂DΩ and

u is a minimizer of E .

Proof of Theorem 2.7. Let us verify the admissibility of {W β
ε } in the sense of Definition

2.6. It is clear that conditions (i) and (iii) hold. To prove (ii), consider the non trivial case
detF > 0, and notice that, if d(F, SO(3)) > β and detF > β, W β

ε (F ) is nonnegative, otherwise

W β
ε (F ) =

µ

2
goptε (FFT ) +

k

2
(detF − 1)2, (2.44)

where goptε is defined as in (2.56) with d = 3. By Proposition 2.10, expression (2.44) is minimal at
the value 0 on SO(3)Uε, where Uε is defined in (2.30). Next, we prove that (iv) holds for W β

ε , for
every β large enough. More precisely, we want to prove that for every β sufficiently large there
exists a constant Cβ > 0 such that W β

ε (F ) ≥ Cβd
2(f, SO(3)Uε) for every F and every ε > 0

small enough. In view of the definition of W β
ε , it is enough to prove that there exists β1 > 0 such

that, for every β ≥ β1,
W 1

ε (F ) ≥ Cβd
2(F, SO(3)Uε),

whenever d(F, SO(3)) ≤ β or detF ≤ β, and ε > 0 is sufficiently small. We divide the proof of
this in the following three steps and restrict attention to the non-trivial case detF > 0.
Step 1. We prove that there exist α > 0 and C1 > 0 such that, for every ε small enough and for
every F ∈ R3×3,

if d(F, SO(3)) ≤ α, then W1,ε(F ) ≥ C1d
2(F, SO(3)Uε).

This can be shown as done in Step 1 of the proof of Theorem 2.4: we use the expansion of W̃1,n,ε

around Ln,ε, where W̃1,n,ε is defined in (2.62) and W1,n,ε(F ) = W̃1,n,ε(FF
T ), and we use Lemma

2.13 to conclude.
Step 2. Let α be the constant found in the Step 1. We want to show that there exists C2 > 0
such that, for every ε small enough,

if d(F, SO(3)) > α, then W1,ε(F ) ≥ C2.

Again, the proof is the same of Step 2 of the proof of Theorem 2.4, by using Lemma 2.12 in place
of Lemma 2.11.
Step 3. Finally, we prove that there exists β1 large enough such that, for every β ≥ β1,

if d(F, SO(3)) > β and detF ≤ β, then W1,ε(F ) ≥ Cβd
2(F, SO(3)Uε),

for every ε small enough.
By using Proposition (2.10) and denoting by 0 < λ1 ≤ λ2 ≤ λ3 ≤ the ordered singular values of
F , we have that

W1,ε(F ) ≥ µ

2
(detF )−

2
3 [(λ21 + λ22)(1 + ε) + λ23(1 + ε)−2]− 3

2
µ

≥ µ

2β
2
3

[(λ21 + λ22)(1 + ε) + λ23(1 + ε)−2]− 3

2
µ.
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Therefore, since (1 + ε)−2, (1 + ε) tend to 1 as ε tends to zero, we have that, for ε small enough,

W1,ε(F ) ≥
µ

4β
2
3

[λ21 + λ22 + λ23]−
3

2
µ =

µ

4β
2
3

|FFT | − 3

2
µ. (2.45)

Observe that β < |
√
FFT − I| ≤ |FFT − I|. Thus, if β1 is large enough, on one hand, from

(2.45), we have that for every β ≥ β1

W1,ε(F ) ≥ C̃β |FFT − I|; (2.46)

on the other hand, proceeding as in (2.36)–(2.37), we obtain again that, for every ε small enough,

1

2
|
√
FFT − Un,ε|2 <

(√
3 + 7

C

β

)

|FFT − I|, (2.47)

for every n ∈ S2. From (2.46) and (2.47) we can conclude that for every β ≥ β1 and every ε > 0
sufficiently small,

W1,ε(F ) ≥ Cβ |
√
FFT − Un,ε|2,

for a certain Cβ > 0, from which

W1,ε(F ) ≥ Cβd
2(F, SO(3)Uε).

The quadratic growths established by Steps 1 and 3, together with the estimate in Step 2, show
that we can bound W1,ε with a single function, growing with the square of the distance, in the
case d(F, SO(3)) ≤ β or detB ≤ β.

Now, let us compute the linear limit

V̂ (E) = lim
ε→0

1

ε2
W β

ε (I + εE), E ∈ Sym(3).

It is clear that

V̂ (E) = lim
ε→0

1

ε2
W1,ε(I + εE) = min

n∈S2
lim
ε→0

1

ε2
W̃1,n,ε((I + εE)(I + εE)T ),

where W̃1,n,ε is defined as in (2.62). Since W̃1,n,ε and its gradient vanish at Ln,ε, we have, from
(2.4), that

V̂ (E) =
1

2
min
n∈S2

D2W̃1,n,0(I)[2E − L̂n]
2.

From (2.65) and from the fact that L̂n = 2Ûn, it turns out that

V̂ (E) = µ min
n∈S2

|E − Ûn|2 +
(

k

2
− µ

3

)

tr2E = V (E), for every E ∈ Sym(3),

where V is given by (2.16). This complete the proof, in view of Theorem 1.13. The characteri-

zation of E has been already established in the proof of Theorem 2.4 using the relaxation results
of [12]. �

We remark again that, even if the Γ–limits of (2.43) are all the same, independent of β, this

says nothing about the Γ–limit of (2.41). In fact, W1,ε(F ) ≥ Cd
3
2 (F, SO(3)Uε) for |F | large

enough (as can be seen using Young’s inequality) and W1,ε violates the hypothesis of quadratic
growth on M3×3 (see the following remark) required by Schmidt’s theory. Characterizing the
Γ–limit of (2.41), and establishing whether this coincides with the Γ–limit of (2.43) requires an
extension of Schmidt’s theory. These are interesting questions, and will be addressed in future
work.

Remark 2.8. The function W1,ε does not have a quadratic growth in d(F, SO(3)Uε) in the
regime of large determinant and norm. By Proposition 2.10, we have that

W1,ε(F ) =
µ

2
(detF )−

2
3 [(λ21 + λ22)(1 + ε) + λ23(1 + ε)−2]− 3

2
µ+

k

2
(detF − 1)2,
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where λi = λi(F ). More in general, consider an energy of the form

Gε(F ) =
µ

2
(detF )−

2
3 [(λ21 + λ22)(1 + ε) + λ23(1 + ε)−2] + g(detF ),

with g any scalar–valued function which goes to +∞ as detF → +∞. We observe that Gε cannot
satisfy

Gε(F ) ≥ Cd2(F, SO(3)Uε) for every F ∈ M3×3,

for a certain C > 0 and for any ε small enough. Indeed, Gε doesn’t satisfy this growth condition
if F has both norm and determinant arbitrarily large.

In order to prove this, given a fixed arbitrary constant C > 0, we have to show that for every
ε̂ > 0 there exists ε < ε̂ and F ∈ M3×3 such that

Gε(F ) < Cd2(F, SO(3)Uε).

Consider

F :=







λg(λ)(1 + ε) 0 0

0 (1+ε)−
1
2

λg(λ) 0

0 0 λ(1 + ε)−
1
2







with ε < ε̂ and λ ∈ R to be chosen later. It turns out that

Gε(F ) =
µ

2
λ−

2
3

[

λ2g2(λ) +
1

λ2g2(λ)
+ λ2

]

+ g(λ),

which behaves as λ2−
2
3 g2(λ) for λ large. At the same time, when ε→ 0,

d2(F, SO(3)Uε) −→ (λg(λ) − 1)2 +

(

1

λg(λ)
− 1

)2

+ (λ − 1)2.

Thus, for any δ > 0, we can find ε < ε̂ such that

d2(F, SO(3)Uε) > (λg(λ) − 1)2 +

(

1

λg(λ)
− 1

)2

+ (λ − 1)2 − δ. (2.48)

Now, if we choose λ large enough such that

Gε(F ) ≤ C

[

(λg(λ) − 1)2 +

(

1

λg(λ)
− 1

)2

+ (λ − 1)2 − δ

]

,

we can conclude from (2.48) that

Gε(F ) < Cd2(F, SO(3)Uε),

as claimed.

2.4. Appendix: some results from tensor calculus

We recall that µ1(M) ≤ µ2(M) ≤ ... ≤ µd(M) are the ordered eigenvalues of the matrix
M ∈ Sym(d). The next proposition is a slight variant of [32, Proposition 1].

Proposition 2.9. Let B ∈ Psym(d), L ∈ Md×d, and consider the scalar–valued function

f(B,L) = B · L−1 − d− ln(detB). (2.49)

The following properties hold:

(i) for every L ∈ Psym(d) with detL = 1, we have that

min
B∈Psym(d)

f(B,L) = f(L,L) = 0;
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(ii) assume that L is of the form

Ln,ε := (1 + ε)2n⊗ n+ (1 + ε)−
2

(d−1) (I − n⊗ n), (2.50)

for ε > 0 and n belonging to the unitary sphere Sd−1. Then, for every B ∈ Psym(d),
we have that

f ε
opt(B) := min

n∈Sd−1
f(B,Ln,ε)

= (1 + ε)
2

d−1 [trB − µd(B)] + (1 + ε)−2µd(B)− d− ln(detB); (2.51)

(iii) for every ε > 0,

min
B∈Psym(d)

f ε
opt(B) = 0

and this minimum is obtained by any matrix in Psym(d) whose largest eigenvalue is

(1 + ε)2 and whose other eigenvalues are all equal to (1 + ε)−
2

(d−1) .

Proof. To prove (i), let {b1, ..., bd} and {l1, ..., ld} be the orthonormal bases of eigenvectors
of B, L ∈ Psym(d), respectively. Then

B · L−1 =

(

d
∑

i=1

µi(B)bi ⊗ bi

)

·





d
∑

j=1

µj(L
−1)lj ⊗ lj





=

d
∑

i,j=1

µi(B)λj(L
−1)(bilj)

2 ≥
d
∑

i=1

µi(B)µi(L
−1)(bili)

2.

Observe that the equality holds if and only if bilj = 0 for all i 6= j; thus, in order to minimize
f(·, L), we restrict our attention to the case in which both B and L are in diagonal form. Then,
by using the well-known inequality between arithmetic and geometric mean and the fact that
detL = 1, we have that

f(B,L) =

d
∑

i=1

µi(B)µi(L
−1)− d− ln(detB) (2.52)

≥ d (detBL−1)
1
d − d− ln(detB) (2.53)

= dψ(α), (2.54)

where ψ(α) := α− 1− lnα and α := (detB)
1
d . Since ψ ≥ 0 and ψ(α) = 0 if and only if α = 1, we

have, from (2.52)-(2.54), that f(B,L) = 0 if and only if µi(B)µi(L
−1) = µj(B)µj(L

−1) for every
i, j ∈ {1, ..., d} and α = 1. These conditions are equivalent to

1 = detB detL−1 =

d
∏

i=1

µi(B)µi(L
−1) =

[

µi(B)µi(L
−1)
]d
, for every i = 1, ..., d,

which gives B = L.
To prove (ii), let us fix n̂ ∈ Sd−1 and observe that

L−1
n̂,ε = (1 + ε)

2
d−1

[

I −
(

1− (1 + ε)−
2d

d−1

)

n̂⊗ n̂
]

.

Clearly,

f ε
opt(B) = min

R∈Orth(d)
f(B,RLn̂,εR

T ),

thus

f ε
opt(B) = (1 + ε)

2
d−1 min

R∈Orth(d)
B ·
[

I −
(

1− (1 + ε)−
2d

d−1

)

Rn̂⊗Rn̂
]

− d− ln(detB)

= (1 + ε)
2

d−1 min
R∈Orth(d)

[

trB −
(

1− (1 + ε)−
2d

d−1

)

BRn̂ · Rn̂
]

− d− ln(detB).
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From the last equality we deduce that the minimum is attained when R maps n̂ onto the maximum
eigenvalue of B and thus the thesis follows.
To prove (iii), observe that

min
B∈Psym(d)

f ε
opt(B) = min

n∈Sd−1
min

B∈Psym(d)
f(B,Ln,ε)

= min
n∈Sd−1

f(Ln,ε, Ln,ε) = 0,

where the last equality follows from (i). �

We also use the following result, which we state without proof.

Proposition 2.10. Let B ∈ Psym(d), L ∈ Md×d, and consider the scalar–valued function

g(B,L) = (detB)−
1
dB · L−1 − d. (2.55)

The following statements hold:

(i) for every L ∈ Psym(d) with detL = 1, we have that

min
B∈Psym(d)

g(B,L) = g(αL,L) = 0, for every α > 0;

(ii) assume that L = Ln,ε, for some ε > 0 and n ∈ Sd−1, where Ln,ε is defined in (2.50).
Then, for every B ∈ Psym(d), we have that

gεopt(B) := min
n∈Sd−1

g(B,Ln,ε)

= (detB)−
1
d

{

(1 + ε)
2

(d−1) [trB − λ1(B)] + (1 + ε)−2µd(B)
}

− d; (2.56)

(iii) for every ε > 0,
min

B∈Psym(d)
gεopt(B) = 0

and this minimum is obtained by any matrix in Psym(d) whose largest eigenvalue is

α(1 + ε)2 and whose other eigenvalues are all equal to α(1 + ε)−
2

(d−1) , for some α > 0.

We now collect some results from tensor calculus that we used in the Section 2.2 and 2.3.

Lemma 2.11. Let B ∈ Psym(d) and suppose that |
√
B − I| > α > 0. There exists δ ∈ (0, 1)

such that, if
detB ∈ [1− δ, 1 + δ],

then, for every ε small enough,

f ε
opt(B) >

α2

2
> 0,

where f ε
opt is the function defined in (2.51).

Proof. From the expression of f ε
opt given in point (ii) of Proposition 2.9, it is clear that for

a parameter η ∈ (0, 1) to be chosen and for every ε small enough, we have that

f ε
opt(B) > η trB − d− ln(detB). (2.57)

Now, if we write µi = µi(
√
B), the hypothesis |

√
B − I|2 > α2 becomes

d
∑

i=1

(µi − 1)2 > α2.

Expanding the squares and using again the inequality between arithmetic and geometric mean,
we obtain

trB =

d
∑

i=1

µ2
i > α2 − d+ 2

d
∑

i=1

µi

≥ α2 − d+ 2d(detB)
1
2d . (2.58)
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From (2.57) and (2.58) it descends that

f ε
opt(B) > η

[

α2 − d+ 2d(detB)
1
2d

]

− d− ln(detB)

≥ η
[

α2 − d+ 2d(1− δ)
1
2d

]

− d− ln(1 + δ) := K, (2.59)

where in the last inequality we are supposing detB to vary in [1 − δ, 1 + δ], with δ ∈ (0, 1) a
parameter to be chosen. Finally, since the right hand side of (2.59) tends to α2 as η → 1− and

δ → 0+, we can choose η sufficiently near 1 and δ sufficiently near 0 such that K ≥ α2

2 and the
thesis follows. �

Lemma 2.12. Let B ∈ Psym(d) and suppose that |
√
B − I| > α > 0. There exists δ ∈ (0, 1)

such that, if

detB ∈ [1− δ, 1 + δ],

then, for every ε small enough,

gεopt(B) >
α2

2
,

where gεopt is the function defined in (2.56).

Proof. From the expression of gεopt, we have that, for a parameter η ∈ (0, 1) to be chosen
and for any ε small enough,

gεopt(B) > η(detB)−
1
d trB − d. (2.60)

Now, as in the proof of Lemma 2.11, consider (2.58) (where µi = µi(
√
B)), which descends from

the hypothesis. From (2.60) and (2.58) we obtain that

gεopt(B) > η(detB)−
1
d

[

α2 − d+ 2d(detB)
1
2d

]

− d

≥ η

(1 + δ)
1
d

[

α2 − d+ 2d(1− δ)
1
2d

]

− d := K, (2.61)

where in the last inequality we are supposing detB to vary in [1 − δ, 1 + δ], with δ ∈ (0, 1) a
parameter to be chosen. Since the right hand side of (2.61) tends to α2 as η → 1− and δ → 0+,

we can choose η sufficiently near 1 and δ sufficiently near 0 such that K ≥ α2

2 and the thesis
follows. �

Lemma 2.13. Let µ and k be two positive constants. For ε > 0 and n ∈ S2, let W̃1,n,ε be the
scalar–valued function which, to each B ∈ Psym(3), gives the value

W̃1,n,ε(B) =
µ

2
g(B,Ln,ε) +

k

2
(
√
detB − 1)2, (2.62)

where g and Ln,ε are defined in (2.55) and (2.50), specialized to dimension 3, respectively. Then,
there exists a positive constant C such that

D2W̃1,n,ε(Ln,ε)[S]
2 ≥ C|S|2

for every n ∈ S2, S ∈ Sym(3), and for every ε small enough.

Proof. For B ∈ Psym(3), let h1(B) = (detB)−
1
3B and h2(B) = (

√
detB − 1)2. Then, for

every S ∈ Sym(3), we have

Dh1(B)[S] = −1

3
(detB)−

1
3 (B−1 · S)B + (detB)−

1
3S,

and

Dh2(B)[S] = (detB −
√
detB)B−1 · S.
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By some computations, we obtain:

D2h1(B)[S,H ] =
1

9
(detB)−

1
3 (B−1 · S)(B−1 ·H)B+

+
1

3
(detB)−

1
3 [(B−1HB−1) · S]B − 1

3
(detB)−

1
3 (B−1 · S)H−

− 1

3
(detB)−

1
3 (B−1 ·H)S,

and

D2h2(B)[S,H ] =

(

detB −
√
detB

2

)

(B−1 · S)(B−1 ·H)−

− (detB −
√
detB)(B−1HB−1) · S,

for every S, H ∈ Sym(3). Thus, if L = Ln,ε for some ε and n, we have that

D2h1(L)[S]
2 =

1

9
(L−1 · S)2L+

1

3
[(L−1SL−1) · S]L− 2

3
(L−1 · S)S, (2.63)

and

D2h2(L)[S]
2 =

1

2
(L−1 · S)2, (2.64)

for every S ∈ Sym(3). Since g(B,L) = h1(B) ·L−1− 3, by using (2.63) and (2.64) we obtain that

D2W̃1,n,ε(L)[S]
2 =

µ

2
D2h1(L)[S]

2 · L−1 +
k

2
D2h2(L)[S]

2

=
µ

2

[

−1

3
(L−1 · S)2 + (L−1SL−1) · S

]

+
k

4
(L−1 · S)2,

and therefore, by the fact that (L−1SL−1) · S = tr(L−1S)2, that

2D2W̃1,n,ε(L)[S]
2 =

(

k

2
− µ

3

)

tr2(L−1S) + µtr(L−1S)2. (2.65)

Now, since for every H ∈ Sym(3) one has that tr2H ≤ 3trH2, then

2D2W̃1,n,ε(Ln,ε)[S]
2 ≥ min

{

µ,
3

2
k

}

tr(L−1
n,εS)

2.

The conclusion follows from the fact that tr(L−1
n,εS)

2 ≥ 1
4 |S|2 for every ε sufficiently small. �



CHAPTER 3

From finite to linear elasticity via Γ–convergence under

weak conditions

In this chapter, we present the results of [2]. We consider a homogeneous and hypere-
lastic body occupying a reference configuration Ω ⊆ Rn, with n ≥ 2, subject to a deforma-
tion v : Ω → Rn, and endowed with a frame indifferent energy density W minimized at the
value 0 by the identity matrix I. The linearized elastic energy associated with the displacement
u(x) = v(x) − x is given by the formula

1

2

∫

Ω

D2W (I)[e(u)]2dx. (3.1)

We suppose that W satisfies the growth conditions

W (F ) ≥ c d2(F, SO(n)) around SO(n), W (F ) ≥ C dp(F, SO(n)) far from SO(n), (3.2)

for some 1 < p ≤ 2. In Theorem 3.2, we essentially show that, under prescribed boundary
conditions, the minimizers of the functionals

∫

Ω

W (I + ε∇u)dx

converge strongly in W 1,p(Ω;Rn) to the minimizer of the corresponding boundary value problem
for the functional (3.1). In the case where p = 2 in (3.2), the justification of (3.1) as the small
strain Γ–limit of finite elasticity has been already established in [26]. We refer the reader to
Subsection 1.2.2 in Section 1.2 for an account of the main result of [26] showing the crucial role
of Γ–convergence for the derivation of linear elasticity.

The proof of Theorem 3.2 hinges on a compactness result and on a Γ–convergence result, as
well as on a result of strong convergence of minimizers, which are proved in Sections 3.2, 3.3,
and 3.4, respectively. In Section 3.1, we specify the setting of our problem and state the main
results of this chapter. Also, we show with some examples that the growth behavior (3.2) is the
appropriate one for a large class of compressible rubber–like materials.

3.1. Energy densities with a weak coerciveness property

The reference configuration Ω is a bounded connected open set of Rn with Lipschitz boundary
∂Ω. Throughout this chapter, the Sobolev space W 1,p(Ω;Rn) will be denoted by W 1,p. We will
prescribe a Dirichlet condition on a part ∂DΩ of ∂Ω with Lipschitz boundary in ∂Ω, according to
the following definition.

Definition 3.1. Let us define

Q := (−1, 1)n, Q+ := (−1, 1)n−1×(0, 1),

Q0 := (−1, 1)n−1×{0}, Q+
0 := (−1, 1)n−2×(0, 1)×{0}.

We say that E ⊆ ∂Ω has Lipschitz boundary in ∂Ω if it is nonempty and for every x in the
boundary of E for the relative topology of ∂Ω there exist an open neighbourhood U of x in Rn and
a bi–Lipschitz homeomorphism ψ : U → Q such that

ψ(U ∩Ω) = Q+, ψ(U ∩ ∂Ω) = Q0, ψ(U ∩E) = Q+
0 .

39
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To deal with the Dirichlet boundary condition, for every h ∈ W 1,p we introduce the set

W 1,p
h :=

{

u ∈ W 1,p : u = h H
n−1–a.e. on ∂DΩ

}

, (3.3)

where the equality on ∂DΩ refers to the traces of the functions on the boundary ∂Ω.
We consider a hyperelastic material with a L × B–measurable stored energy density

W : Ω×Mn×n → [0,∞],

where L and B are the σ–algebras of the Lebesgue measurable subsets of Rn and Borel mea-
surable subsets of Mn×n, respectively. We assume that W satisfies the following properties for
a.e. x ∈ Ω:

(i) W (x, ·) is frame indifferent;
(ii) W (x, ·) is of class C2 in some neighbourhood of SO(n), independent of x, where the

second derivatives are bounded by a constant independent of x;
(iii) W (x, F ) = 0 if F ∈ SO(n);
(iv) W (x, F ) ≥ gp(d(F, SO(n))), for some 1 < p ≤ 2, where gp : [0,∞) → R is defined by

gp(t) :=







t2

2 if 0 ≤ t ≤ 1,

tp

p + 1
2 − 1

p if t > 1.
(3.4)

Observe that these assumptions are compatible with the condition W (x, F ) = ∞, if detF ≤ 0,
which is classical in the context of finite elasticity. Also, observe that gp is a convex function. By
frame indifference, for a.e x ∈ Ω we have that

D2W (x, I)[M ]2 = D2W (x, I)[symM ]2, for every M ∈ Mn×n. (3.5)

Together with assumption (iv), this implies that the quadratic form D2W (x, I)[·]2 is null on
Skw(n) and satisfies the coerciveness condition

D2W (x, I)[symM ]2 ≥ |symM |2, for a.e x ∈ Ω and every M ∈ Mn×n. (3.6)

The load is modelled by a continuous linear functional L :W 1,p → R. If v ∈W 1,p represents
the deformation of the elastic body, the stable equilibria of the elastic body are obtained by
minimizing the functional

∫

Ω

W (x,∇v)dx − L (v),

under the prescribed boundary conditions. We are interested in the case where the load has the
form εL and we want to study the behaviour of the solution as ε tends to zero. We write

v = x+ εu

and we assume Dirichlet boundary condition of the form

v = x+ εh H
n−1–a.e. on ∂DΩ,

with a prescribed h ∈ W 1,∞. The corresponding minimum problem for u becomes

min
W 1,p

{∫

Ω

W (x, I + ε∇u)dx− εL (εu)

}

, (3.7)

where the term εL (x) has been neglected since it does not depend on u. The following theorem
is the main result of this chapter. It describes the behavior of the minimizers of (3.7).

Theorem 3.2. Assume that W : Ω × Mn×n → [0,∞] satisfies conditions (i)–(iv) for some
1 < p ≤ 2, and let h ∈ W 1,∞. For every ε > 0 let

mε := inf
u∈W 1,p

h

{

1

ε2

∫

Ω

W (x, I + ε∇u)dx− L (u)

}

, (3.8)

and let {uε}ε>0 be a sequence such that

1

ε2

∫

Ω

W (x, I + ε∇uε)dx− L (uε) = mε + o(1). (3.9)
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Then, {uε} converges strongly in W 1,p to the unique solution of the problem

m := min
u∈W 1,2

h

{

1

2

∫

Ω

D2W (x, I)[e(u)]2 − L (u)

}

. (3.10)

Moreover, mε → m.

In the case 1 < p < 2, Theorem 3.2 asserts that a sequence of “almost minimizers” in W 1,p
h

for the ε–problems converges to a minimizer for the limit problem in a different Sobolev space:
indeed, the limit problem is formulated in W 1,2

h .
In the case p = 2, weak convergence of the “almost minimizers” has already been proved in

[26]. Theorem 3.2 extends this result to the case 1 < p ≤ 2 and provides also strong convergence.
The proof is based on the following three results which are proved in Section 3.2, 3.3, and 3.4,
respectively. To simplify the exposition, the proofs are given only when W does not depend
explicitly on x. The general case requires only minor modifications. Such results involve the
functionals Fε, F :W 1,p → [0,∞] defined by

Fε(u) :=







1

ε2

∫

Ω

W (x, I + ε∇u)dx if u ∈W 1,p
h ,

∞ otherwise,
(3.11)

and

F (u) :=







1

2

∫

Ω

D2W (x, I)[e(u)]2dx if u ∈W 1,2
h ,

∞ otherwise,
(3.12)

and the functionals Gε, G :W 1,p → (−∞,∞] defined by

Gε := Fε − L , G := F − L . (3.13)

Observe that, due to the growth property (iv) of W , the functionals Gε and G are bounded
from below.

Theorem 3.3. Assume that W : Ω × Mn×n → [0,∞] satisfies conditions (i)–(iv) for some
1 ≤ p ≤ 2. There exists a constant C > 0 depending on Ω, ∂DΩ, and p such that for every
h ∈W 1,p and every sequence {uε} ⊆W 1,p

h we have

∫

Ω

|∇uε|pdx ≤ C

[

1 + Fε(uε) +

(∫

∂DΩ

|h|dH n−1

)2
]

, (3.14)

for every ε > 0 sufficiently small.

The previous theorem ensures that, if {uε} is a sequence in W 1,p
h such that {Fε(uε)} is

bounded, then {uε} is bounded in W 1,p, hence a subsequence converges weakly in W 1,p.

Theorem 3.4. Under the hypotheses of Theorem 3.2, for every εj → 0 we have that

Fεj
Γ−→ F , as j → ∞,

in the weak topology of W 1,p.

Theorem 3.4, together with the compactness result provided by Theorem 3.3, implies the
convergence of minima and the weak convergence of minimizers, using standard results on Γ–
convergence. The next theorem and the previous remarks allow us to obtain the strong conver-
gence of minimizers.

Theorem 3.5. Under the hypotheses of Theorem 3.2, let εj → 0 and let {uj} be a recovery

sequence for u ∈W 1,2
h , that is uj ⇀ u weakly in W 1,p and Fεj (uj) → F (u). Then {uj} converges

strongly in W 1,p.
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Remark 3.6 (On the condition ∂DΩ 6= Ø). Observe that in Theorem 3.3 the assumption
∂DΩ 6= Ø is crucial. When ∂DΩ = Ø, inequality (3.14) is false, as the following example shows.
Consider the simple case W (F ) := gp(d(F, SO(n))) for every F ∈ Lin+(n). For every ε > 0 and
some R ∈ SO(n) \ {I}, set

uε(x) :=
R− I

ε
x, x ∈ Ω.

In this case, we have that
∫

Ω

|∇uε|pdx =
|Ω||R − I|p

εp
−→ ∞, as ε→ 0+,

whereas

Fε(uε) =
1

ε2

∫

Ω

gp(d(I + ε∇uε, SO(n)))dx = 0, for every ε > 0.

Remark 3.7 (On the condition h ∈ W 1,∞). In Theorems 3.2, 3.4 and 3.5 the hypothesis
h ∈W 1,∞ cannot be replaced by h ∈W 1,2, unless W satisfies suitable bounds from above, which
are not natural in the context of finite elasticity. Consider the simple case ∂DΩ = ∂Ω, L = 0,
and assume that for some r > 2 we have

W (F ) ≥ |F |r for |F | large enough.

By well known properties of the images of Sobolev spaces under the trace operator, there exists
h ∈W 1,2 such that

{u ∈W 1,r : u = h H
n−1–a.e. on ∂Ω} = Ø. (3.15)

Let us prove that Fε(u) = ∞ for every u ∈ W 1,p. Assume by contradiction that there exists
u ∈ W 1,p with Fε(u) < ∞. By (3.11) we have that ∇u ∈ Lr, hence u ∈ W 1,r, because Ω has
Lipschitz boundary. This contradicts (3.15). Therefore {Fε} cannot Γ–converge to F , because
F (h) <∞.

3.1.1. Model energy densities. A large class of models where the energy density grows
quadratically near the wells and less than quadratically elsewhere is provided by rubber elasticity,
when one wishes to take into account the compressibility of the material. We recall that we have
formalized this growth behaviour by introducing, as bound from below of our energies, the function

gp(d(·, SO(3))), for some 1 < p < 2,

where gp is the function defined in (3.4). For simplicity, we focus on the homogeneous case.
As seen, e.g., in Section 2.3 and 4.1, a common practice to pass from an incompressible model,

with associated energy density W̃ defined on {F ∈ Mn×n : detF = 1}, to a corresponding
compressible model W (see also [45]) is to define

W (F ) := W̃ ((detF )−1/3F ) +Wvol(detF ), for every F ∈ Lin+(3),

where Wvol is such that

Wvol ≥ 0 and Wvol(t) = 0 if and only if t = 1.

For example, we can take Wvol of the form

Wvol(t) = c
[

t2 − 1− 2 log t
]

, for every t > 0,

for c > 0. Consider first the Neo-Hookean incompressible model for hyperelastic materials, where
the energy density is of the form

W̃N (F ) := a
(

|F |2 − 3
)

, for every F ∈ Mn×n with detF = 1,
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for a certain a > 0. Following the procedure described above, we consider the corresponding
compressible energy density defined for every F ∈ Lin+(3) by

WN (F ) := W̃N

(

F

(detF )1/3

)

+Wvol(detF )

= a

( |F |2
(detF )2/3

− 3

)

+Wvol(detF ).

Let us check that WN has “gp–growth”. By using the well known inequality between arithmetic
and geometric mean, it is easy to see that

WN ≥ 0 and WN (F ) = 0 if and only if F ∈ SO(3). (3.16)

Moreover, recalling the Green–St. Venant strain tensor E = 1
2 (F

TF − I) and using simple rules
of tensor calculus, it turns out that in the small–strain regime, W has the expression

WN (F ) = µ|E|2 + λ

2
tr2E + o(|E|2), (3.17)

where

µ = 2a, λ = 4
(

−a
3
+ c
)

.

The parameters µ and λ+ 2
3µ have the physical meaning of a shear modulus and a bulk modulus,

respectively. Since |E|2 ≥ 1
3 tr

2E for every E ∈ Sym(3), from (3.17) we obtain that

WN (F ) ≥ min{µ, 6c}|E|2 + o(|E|2),
and in turn,

WN (F ) ≥ 1

2
min{µ, 6c}|E|2, (3.18)

if |E| is small enough, that is, if d(F, SO(3)) is small enough. Since |
√
C − I| ≤ |C − I| for every

C ∈ Psym(3), from (3.18) we obtain that

WN (F ) ≥ 1

8
min{µ, 6c}|

√
FTF − I|2 =

1

8
min{µ, 6c}d2(F, SO(3)), (3.19)

if d(F, SO(3)) is sufficiently small. Now, we want to study the growth of W in the regime
|F | → ∞. In this case, if detF is bounded, then

WN (F ) ≥ C|F |2 − 3a ≥ C̃d2(F, SO(3)), (detF bounded), (3.20)

for some C, C̃ > 0. In the case detF → ∞, we have that

WN (F ) ≥ K

( |F |2

det2/3F
+ det2F

)

,

for some K > 0. By using Young’s inequality

xy ≤ xp

p
+
yq

q

(

1

p
+

1

q
= 1

)

with x =
(

|F |3
detF

)1/2

and y = (detF )1/2, it is easy to show that

WN (F ) ≥ K|F |3/2 ≥ K̃d3/2(F, SO(3)), (detF → ∞), (3.21)

for some K̃ > 0. (3.16), (3.19), (3.20) and (3.21) shows that WN has gp growth from below with
p = 3

2 . It is important to notice that WN has not quadratic growth everywhere. In particular,
WN has not quadratic growth in the regime detF → ∞. This can be checked by taking into
account deformation gradients of the type

F =





λ2 0 0
0 1

λ 0
0 0 1



 , with λ≫ 0. (3.22)
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In Remark 2.8 a similar example shows that the BTW model for nematic elastomers has not
quadratic growth everywhere.

As a second example, we consider the Mooney–Rivlin compressible model given, for some a,
b > 0, by

WM (F ) := a

( |F |2
(detF )2/3

− 3

)

+ b
(

(detF )2/3|F−1|2 − 3
)

+Wvol(detF )

= WN (F ) + b
(

(detF )2/3|F−1|2 − 3
)

, (3.23)

for every F ∈ Lin+(3), and derived from the corresponding incompressible version as explained
before. The inequality between arithmetic and geometric mean implies that the second summand
in (3.23) is nonnegative, so that, from (3.16), we have that

WM ≥ 0 and WM (F ) = 0 if and only if F ∈ SO(3).

The formula for the small strain regime is given by (3.17), with

µ = 2(a+ b), λ = 4

(

−a+ b

3
+ c

)

.

From the fact thatWN has gp–growth and from the positiveness of the second summand of (3.23)
the gp–growth ofWM trivially follows. Also in this case, deformation gradients of the type (3.22)
show that WM does not grow quadratically everywhere.

Finally, we mention some Ogden–type compressible energy densities:

WO(F ) :=

m
∑

i=1

ai

(

tr
(

(FTF )γi/2
)

(detF )γi/3
− 3

)

+Wvol(detF ),

defined for every F ∈ Lin+(3), for some m ≥ 1 and ai, γi > 0, i = 1, ...,m. The formula for WO

in the small strain regime is again given by (3.17), with

µ = 2

m
∑

i=1

ai, λ = 4

(

−1

3

m
∑

i=1

ai + c

)

.

Arguing similarly to the Neo–Hookean and the Mooney–Rivlin models, we obtain thatWO attains
its minimum 0 at SO(3). By using Young’s inequality and proper counterexamples, it is possible
to show that WO has gp growth for some 1 < p < 2 (p depending on the exponents γi), but not
a quadratic growth in general, if 0 < γi < 3 for every i = 1, ...,m and γi >

6
5 for at least one

index i ∈ {1, ...,m}. The (multi–well) Ogden–type energies for nematic elastomers discussed in
Chapter 4 have a similar behavior.

3.2. Compactness

The compactness result requires the following extension of the well known geometric rigidity
result of [38], where a power of d(∇v, SO(n)) is replaced by gp(d(∇v, SO(n))).

Lemma 3.8 (Geometric rigidity). Let gp be the function defined in (3.4). There exists a
constant C = C(Ω, p) > 0 with the following property: for every v ∈ W 1,p there exists a constant
rotation R ∈ SO(n) satisfying

∫

Ω

gp(|∇v −R|)dx ≤ C

∫

Ω

gp(d(∇v, SO(n)))dx. (3.24)

Similar versions of Lemma 3.8 can be found in [18], [51], and in [59]. For sake of completeness,
we give the proof in Section 3.5.

We need two more lemmas in order to prove Theorem 3.3.
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Lemma 3.9. Let S ⊆ Rn be a bounded H m–measurable set with 0 < H m(S) <∞ for some
m > 0. Then

|F |S := min
ζ∈Rn

∫

S

|Fx− ζ|dH m

is a seminorm on Mn×n. Define

S0 := {x ∈ S : H
m(S ∩Bρ(x)) > 0 for every ρ > 0},

and let aff(S0) be the smallest affine space containing S0. Let K ⊆ Mn×n be a closed cone such
that

dim(Ker(F )) < dim(aff(S0)), for every F ∈ K \ {0}. (3.25)

Then, there exists a constant C = C(S) > 0 such that

C|F | ≤ |F |S , for every F ∈ K.

Proof. It is not difficult to check that the minimum which defines | · |S exists and that | · |S
is a seminorm. The following argument is an adaptation of the the proof of [26, Lemma 3.3] to
the L1 norm. Suppose, by contradication, that for every integer k there exists Fk ∈ K \ {0} such
that

|Fk|
k

> min
ζ∈Rn

∫

S

|Fkx− ζ|dH m. (3.26)

Let {ζk} ⊆ Rn be such that

min
ζ∈Rn

∫

S

|Fkx− ζ|dH m =

∫

S

|Fkx− ζk|dH m, for every k,

and observe that

min
ζ∈Rn

∫

S

|Fkx− ζ|dH m = |Fk| min
ζ∈Rn

∫

S

∣

∣

∣

∣

Fk

|Fk|
x− ζ

∣

∣

∣

∣

dH m,

so that in (3.26) we can suppose |Fk| = 1 for every k and then write

1

k
>

∫

S

|Fkx− ζk|dH m, for every k. (3.27)

The fact that K is closed and |Fk| = 1 for every k imply that, up to a subsequence,

Fk → F ∈ K, with |F | = 1. (3.28)

(3.27), together with the boundedness of {Fk} and of S, implies that {ζk} is bounded. Therefore,
up to a further subsequence, we can suppose that

ζk → ζ ∈ Rn. (3.29)

(3.27), (3.28) and (3.29) imply, in the limit k → ∞, that
∫

S

|Fx− ζ|dH m = 0, for some ζ ∈ Rn and F ∈ K \ {0}.

From the last equality we deduce that Fx = ζ for H m–a.e. x ∈ S and, in turn, by the continuity
of F , for every x ∈ S0. Finally, the linearity of F implies that Fx = ζ for every x ∈ aff(S0), so
that

dim(Ker(F )) ≥ dim(aff(S0)),

against (3.25). �

We will use the next lemma also in the proof of the Γ–convergence result.

Lemma 3.10. Let ε > 0 and uε ∈ W 1,p
h . Under the hypotheses of Theorem 3.3, let Rε ∈ SO(n)

be a constant rotation satisfying (3.24) with v = x+ εuε. Then,

|I −Rε|2 ≤ Cε2

[

Fε(uε) +

(∫

∂DΩ

|h|dH n−1

)2
]

,

where C depends only on Ω, ∂DΩ, and p.
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Proof. Consider the deformation vε := x + εuε. Lemma 3.8 tells us that there exists a
constant rotation Rε ∈ SO(n) such that

∫

Ω

gp(|∇vε −Rε|)dx ≤ C

∫

Ω

gp(d(∇vε, SO(n)))dx,

where C depends only on Ω and p. Then, by assumption (iv) on W , we have that
∫

Ω

gp(|∇vε −Rε|)dx ≤ C

∫

Ω

W (∇vε)dx = Cε2Fε(uε).

Jensen inequality thus implies

gp

(

1

|Ω|

∫

Ω

|∇vε −Rε|dx
)

≤ Cε2Fε(uε). (3.30)

Poincaré–Wirtinger inequality and the continuity of the trace operator give
∫

∂DΩ

|vε −Rεx− ζε|dH n−1 ≤ C

∫

Ω

|∇vε −Rε|dx,

where ζε := 1
|Ω|
∫

Ω(vε − Rεx)dx and C depends on Ω, so that, since vε = x + εh H n−1-a.e. on

∂DΩ, we obtain
∫

∂DΩ

|(I −Rε)x− ζε|dH n−1 ≤ C

(∫

Ω

|∇vε −Rε|dx+ ε

∫

∂DΩ

|h|dH n−1

)

. (3.31)

Now, let us use Lemma 3.9 with S = ∂DΩ and with K equal to the closed cone generated by
I − SO(n). Showing first that every F ∈ K belongs to the cone generated by I − SO(n) or to
Skw(n), it is easy to prove that every F ∈ K \ {0} is such that

dim(Ker(F )) < n− 1.

On the other hand, ∂Ω Lipschitz implies that the right-hand side of (3.25) is equal to n−1. Thus,
we can apply Lemma 3.9 to (I −Rε) ∈ K and write that

C|I −Rε| ≤ min
ζ∈Rn

∫

∂DΩ

|(I −Rε)x− ζ|dH n−1, (3.32)

where C depends on ∂DΩ and not on ε. From (3.31) and (3.32) we obtain that

|I −Rε|2 ≤ C

[

(

1

|Ω|

∫

Ω

|∇vε −Rε|dx
)2

+ ε2
(∫

∂DΩ

|h|dH n−1

)2
]

. (3.33)

We conclude the proof by distinguishing two cases. If
∫

Ω
|∇vε −Rε|dx ≤ |Ω|, then (3.30) and the

definition of gp tell us that

1

2

(

1

|Ω|

∫

Ω

|∇vε −Rε|dx
)2

≤ Cε2Fε(uε).

Using this last inequality in (3.33), it turns out (3.14). If
∫

Ω
|∇vε −Rε|dx > |Ω|, again (3.30) and

the definition of gp tell us that

Cε2Fε(uε) >
1

2
.

This bound from below of ε2Fε(uε) gives trivially (3.14), in view of the fact that |I − Rε| ≤
2
√
n. �

For the proof of Theorem 3.3 we will need the following estimate.

gp(s+ t) ≤ C[gp(s) + t2], for every s, t ≥ 0, (3.34)

for a certain C depending on p. This estimate can be easily deduced from the convexity of gp
and from the growth properties of gp which give

gp(t) ≤
1

p
min{tp, t2} and gp(2t) ≤ Cgp(t), for every t ≥ 0,
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for some C depending on p.

Proof of Theorem 3.3. Let Rε be given by Lemma 3.8 for vε := x+ εuε, for every ε > 0.
By using (3.34), we have that

∫

Ω

gp(|ε∇uε|)dx ≤ C

∫

Ω

[

gp(|∇vε −Rε|) + |I −Rε|2
]

dx

≤ C

[∫

Ω

gp(d(∇vε, SO(n)))dx + |I −Rε|2
]

,

where in the last inequality we have used Lemma 3.8. Assumption (iv) on W and Lemma 3.10
then imply that for some C, depending on Ω, ∂DΩ, and p,

∫

Ω

gp(|ε∇uε|)dx ≤ Cε2

[

Fε(uε) +

(∫

∂DΩ

|h|dH n−1

)2
]

. (3.35)

In particular, from (3.35) and from the definition of gp we obtain
∫

{x∈Ω : |ε∇uε(x)|≤1}

|ε∇uε|2dx ≤ 2

∫

Ω

gp(|ε∇uε|)dx

≤ Cε2

[

Fε(uε) +

(∫

∂DΩ

|h|dH n−1

)2
]

,

so that, by Hölder inequality, it turns out

∫

{x∈Ω : |ε∇uε(x)|≤1}

|ε∇uε|pdx ≤







∫

{x∈Ω : |ε∇uε(x)|≤1}

|ε∇uε|2dx







p/2

|Ω|1−(p/2)

≤ Cεp

[

Fε(uε) +

(∫

∂DΩ

|h|dH n−1

)2
]p/2

≤ Cεp

[

1 + Fε(uε) +

(∫

∂DΩ

|h|dH n−1

)2
]

. (3.36)

Note that in (3.36) we have used the fact that

tp/2 ≤ 1 + t, for every t ≥ 0.

On the other hand, from (3.76) and again from (3.35) we obtain that
∫

{x∈Ω:|ε∇uε(x)|>1}
|ε∇uε|pdx ≤ C

∫

{x∈Ω:|ε∇uε(x)|>1}
gp(|ε∇uε|)dx

≤ Cε2

[

Fε(uε) +

(∫

∂DΩ

|h|dH n−1

)2
]

. (3.37)

Inequalities (3.36) and (3.37) imply that (3.14) holds. �

In the next remark we construct a counterexample which shows that Theorem 3.3 is not true
in general for p ∈ (0, 1).

Remark 3.11. Let p ∈ (0, 1) and consider the simple case in which Ω is the open unitary
ball B(0, 1) in R2, W (F ) := gp(d(F, SO(2))) for every F ∈ Lin+(2), h = 0, and L = 0. For any
ε > 0 and some α > 0 to be chosen, we introduce the set

Sε :=
{

x ∈ R2 : 1
2 < |x| < 1

2 + εα
}

.

For every ε > 0 sufficiently small, Sε is an open annulus strictly included in Ω. We want to define
a sequence {uε} ⊆ W 1,p

0 such that the values Fε(uε) are equibounded and
∫

Ω
|∇uε|pdx → ∞ as
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ε→ 0+. In order to do this, we consider for every ε > 0 arbitrarily small a function ϕε ∈ C∞
c (Ω,R)

such that supp(ϕε) ⊆ B
(

0, 12
)

∪ Sε, 0 ≤ ϕε ≤ 1, ϕε ≡ 1 on B
(

0, 12
)

and

|∇ϕε| ≤
C

εα
for some C independent of ε. (3.38)

Then, we choose R ∈ SO(2) \ {I} and define the function

uε(x) := ϕε(x)
R − I

ε
x, x ∈ Ω,

which belongs to C∞ for every ε > 0 sufficiently small. Observe that
∫

Ω

|∇uε|pdx ≥
∫

B(0, 12 )
|∇uε|pdx =

π|R − I|p
4εp

,

so that
∫

Ω
|∇uε|pdx→ ∞ as ε→ 0+ (for every choice of α > 0). Now, let us compute

∇uε(x) =
1

ε
{ϕε(x)(R − I) + [(R− I)x] ⊗∇ϕε(x)}

and observe that ∇uε ≡ 0 on Ω \
[

B
(

0, 12
)

∪ Sε

]

, so that d(I + ε∇uε, SO(2)) ≡ 0 on the same

set. Thus, recalling that gp is increasing, it turns out that

ε2Fε(uε) ≤
∫

B(0, 12 )∪Sε

gp(|I + ε∇uε −R|)dx

≤
∫

Sε

gp(|R− I|(1 + |x||∇ϕε|))dx, (3.39)

where in the last inequality we have also used the fact that ϕε ≡ 1 on B
(

0, 12
)

. Therefore, from
(3.4) and (3.39) we obtain that

Fε(uε) ≤
C

ε2

∫

Sε

(1 + |∇ϕε|p) dx, (3.40)

for some C independent of ε. Using (3.38) and noticing that |Sε| = πεα + o(εα), (3.40) implies
that

Fε(uε) ≤
C

ε2
[πεα + o(εα)]

(

1 +
1

εαp

)

,

so that {Fε(uε)} turns out to be bounded whenever α > 2
1−p .

We end this section with the following corollary.

Corollary 3.12. Under the hypotheses of Theorem 3.3, the functionals Gε are equicoercive
in the weak topology of W 1,p.

Proof. Let t ∈ R and {uε} a sequence with Gε(uε) ≤ t, so that {uε} ⊆W 1,p
h . Thus, by the

definition of Gε (3.13), we have

Fε(uε) ≤ t+ L (uε).

Theorem 3.3 implies that for every ε sufficiently small

∫

Ω

|∇uε|pdx ≤ C

[

1 + L (uε) +

(∫

∂DΩ

|h|dH n−1

)2
]

,

for some C independent of ε. By Poincaré inequality, this gives

||uε||pW 1,p ≤ C (||uε||W 1,p + 1) , (3.41)

where C now depends also on h and L . Therefore, since p > 1, from (3.41) we obtain that
||uε||W 1,p is bounded. �



3.3. Γ–CONVERGENCE 49

Observe that the proofs of Theorem 3.3, Lemma 3.10 and Corollary E1 do not use the fact
that ∂DΩ has Lipschitz boundary in ∂Ω (see Definition 3.1): actually, these results hold under
the weaker hypothesis H n−1(∂DΩ) > 0.

3.3. Γ–convergence

Consider a sequence εj → 0+ as j → ∞. By Theorem 3.3, we can characterize the Γ–limit in
the weak topology of W 1,p in terms of weakly converging sequences (see [23, Proposition 8.10]).
In particular, we have that

F
′(u) := Γ– lim inf

j→∞
Fεj (u) = inf{lim inf

j→∞
Fεj (uj) : uj ⇀ u weakly in W 1,p};

F
′′(u) := Γ– lim sup

j→∞
Fεj (u) = inf{lim sup

j→∞
Fεj (uj) : uj ⇀ u weakly in W 1,p}. (3.42)

Thus, in order to prove Theorem 3.4, we will show that F (u) ≥ F ′′(u) and F (u) ≤ lim infj→∞ Fεj (uj),

for every u ∈W 1,p and every uj ⇀ u weakly in W 1,p.

Proof of Theorem 3.4.

(I) We want to show that F (u) ≥ F ′′(u). Consider the nontrivial case F (u) < ∞, so that

u ∈W 1,2
h and

F (u) =
1

2

∫

Ω

D2W (I)[e(u)]2dx.

Suppose first u ∈ W 1,∞. The boundedness of ∇u and assumption (ii) on W , together with the
fact that W (I) = 0 and DW (I) = 0, imply that

lim
j→∞

1

ε2j
W (I + εj∇u(x)) =

1

2
D2W (I)[∇u(x)]2, for a.e. x ∈ Ω,

and that there exists C > 0 such that for every εj > 0 sufficiently small

W (I + εj∇u) ≤ ε2jC|∇u|2, a.e. in Ω.

Then, by dominated convergence and by (3.5), we obtain

lim
j→∞

1

ε2j

∫

Ω

W (I + εj∇u)dx =
1

2

∫

Ω

D2W (I)[e(u)]2dx.

Therefore, by (3.42),

F (u) = lim
j→∞

Fεj (u) ≥ F
′′(u). (3.43)

Consider now the general case u ∈ W 1,2
h . Since ∂DΩ has Lipschitz boundary in ∂Ω, from

Proposition 3.15 we have that there exists a sequence {uk} ⊆ W 1,∞
h such that uk → u strongly

in W 1,2, as k → ∞. Observe that by (3.43) we have F ′′(uk) ≤ F (uk) for every k. Thus, by the

weak lower semicontinuity of F ′′ in W 1,p and the strong continuity of F in W 1,2
h , it turns out

that

F (u) = lim
k→∞

F (uk) ≥ lim inf
k→∞

F
′′(uk) ≥ F

′′(u).

(II) We want to prove that, if uj ⇀ u weakly in W 1,p, then F (u) ≤ lim infj Fεj (uj).
Consider the nontrivial case lim infj→∞ Fεj (uj) < ∞ so that, up to a subsequence, we can

suppose {Fεj (uj)} bounded and, in particular, {uj} ⊆ W 1,p
h . Let 1Bj be the characteristic

function of Bj , where

Bj :=

{

x ∈ Ω : |∇uj(x)| ≤
1

√
εj

}

. (3.44)

Claim 1. We have that
{

1Bj∇uj
}

is bounded in L2.
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Proof of Claim 1. By Lemma 3.8 and by the growth hypothesis on W we have that for every j
there exists Rj ∈ SO(n) such that

∫

Ω

gp(|I + εj∇uj(x) −Rj |)dx ≤ ε2jCFεj (uj) ≤ Cε2j , (3.45)

where the last inequality follows from the boundedness of {Fεj (uj)}. Considering the set

Aj :=
{

x ∈ Ω : |I + εj∇uj(x)−Rj | ≤ 3
√
n
}

,

it is easy to check that Bj ⊆ Aj for every j large enough, so that
∫

Bj

|∇uj|2dx ≤ 2

ε2j

∫

Aj

(

|εj∇uj + I −Rj |2 + |I −Rj |2
)

dx. (3.46)

Therefore, by using (3.75) and the definition of Aj , from (3.46) we obtain that
∫

Bj

|∇uj |2dx ≤ C

ε2j

∫

Aj

[

gp (|εj∇uj + I −Rj |) + |I −Rj |2
]

dx

≤ C

(

1 +
|I −Rj |2

ε2j

)

, (3.47)

where in the last inequality we have used (3.45) and C depends on Ω and p. Since {F (uj)} is
bounded, Lemma 3.10 tells us that |I−Rj|2/ε2j is bounded. This fact, together with (3.47), gives
the claim.

Claim 2. ∇u ∈ L2 and, up to a subsequence, we have that

1Bj∇uj ⇀ ∇u weakly in L2.

Proof of Claim 2. By Claim 1, we have that, up to a subsequence,

1Bj∇uj ⇀ v weakly in L2, (3.48)

for some v ∈ L2. Let us prove that

1Bc
j
∇uj → 0 strongly in Lα, (3.49)

for every α ∈ [1, p). We first observe that |Bc
j | → 0, by Chebyshev inequality. Taking into account

the boundedness of {uj} in W 1,p, by Hölder inequality we obtain

∫

Ω

∣

∣

∣1Bc
j
∇uj

∣

∣

∣

α

dx ≤
(∫

Ω

|∇uj |pdx
)α/p

|Bc
j |(p−α)/p ≤ C|Bc

j |(p−α)/p → 0,

which proves (3.49).
The weak convergence of uj to u inW 1,p implies also that ∇uj ⇀ ∇u weakly in Lα, for every

α ∈ [1, p). This fact, together with (3.49), gives that

1Bj∇uj =
(

∇uj − 1Bc
j
∇uj

)

⇀ ∇u weakly in Lα, (3.50)

for every α ∈ [1, p). By (3.48) and (3.50) we conclude that ∇u = v ∈ L2 and Claim 2 follows.
From assumptions (ii) and (iii) on W it is easy to show that

W (I + F ) ≥ 1

2
D2W (I)[F ]2 − η(|F |)|F |2, for every F ∈ Mn×n,

where η is an increasing function on [0,∞) such that η(t) → 0 as t → 0+. Therefore, we can
write

Fεj (uj) ≥
∫

Bj

{

1

2
D2W (I)[e(uj)]

2 − η(εj |∇uj |)|∇uj |2
}

dx

≥
∫

Ω

{

1

2
D2W (I)[1Bje(uj)]

2 − η(
√
εj)1Bj |∇uj |2

}

dx, (3.51)
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where in the last inequality we have used the definition of Bj and the monotonicity of η. Thus,
from (3.51) we obtain that

lim inf
j→∞

Fεj (uj)

≥ 1

2
lim inf
j→∞

∫

Ω

D2W (I)[1Bje(uj)]
2dx− lim

j→∞
η(
√
εj)

∫

Ω

1Bj |∇uj |2dx

=
1

2
lim inf
j→∞

∫

Ω

D2W (I)[1Bje(uj)]
2dx (3.52)

≥ 1

2

∫

Ω

D2W (I)[e(u)]2dx, (3.53)

where (3.52) follows from Claim 1 and from the convergence of η(
√
εj) to 0, while (3.53) is deduced

from Claim 2 and from the lower semicontinuity of

w 7→ 1

2

∫

Ω

D2W (I)[w]2

in the weak topology of L2, which is a consequence of (3.5) and (3.6). In order to conclude the

proof, it remains to show that u ∈ W 1,2
h , so that from (3.53) we have lim infj→∞ Fεj (uj) ≥ F (u).

We already know, from Claim 2, that ∇u ∈ L2. Since u is at least in L1, it is easy to show, by
using Sobolev embeddings, that u ∈ L2. Therefore, u ∈ W 1,2. Since uj ⇀ u weakly in W 1,p and

{uj} ⊆W 1,p
h , we have u ∈ W 1,p

h . Thus, u ∈W 1,p
h ∩W 1,2 =W 1,2

h . �

Remark 3.13. In the case p = 2, one can prove a slightly different version of Theorems 3.2
and 3.4, assuming only that ∂DΩ is a subset of ∂Ω with H n−1(∂DΩ) > 0, as in [26]. In this

case, in the definitions of the functionals (3.11)–(3.13) the space W 1,2
h has to be replaced by the

closure of W 1,∞
h in W 1,2.

3.4. Convergence of minimizers

Recall that a family F := {f} ⊆ L1(Ω) is equiintegrable if for every η > 0 there existsMη > 0
such that

∫

{x∈Ω : |f(x)|>Mη}
|f |dx < η, for every f ∈ F . (3.54)

Equivalently, F is equiintegrable if for every η > 0 there exists δη > 0 such that, if A ⊆ Ω and
|A| < δη, then

∫

A

|f |dx < η, for every f ∈ F . (3.55)

The following criterion of equiintegrability will be useful.

Lemma 3.14. The family F := {f} ⊆ L1 is equiintegrable if and only if for every η > 0 there
exists Mη > 0 and p ∈ (1,∞] such that any f ∈ F can be written as

f = g + h, with ||g||L1 < η and ||h||Lp < Mη. (3.56)

Proof. Suppose F equiintegrable, so that, for every η > 0, there exists Mη > 0 such that
(3.54) holds. By setting

g := f1{|f |>Mη} and h := f1{|f |≤Mη},

we have that f = g + h and

||g||L1 =

∫

{|f |>Mη}
|f |dx < η, ||h||pLp ≤ |Ω|Mp

η .
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Conversely, assume (3.56). We want to prove that, for every η > 0, there exists δη > 0 such that
(3.55) holds, whenever |A| < δη. By hypothesis, for every f ∈ F there exist g, h, and p ∈ (1,∞]
such that (3.56) holds with η

2 in place of η. Thus, by using Hölder inequality, we have that
∫

A

|f |dx ≤
∫

A

|g|dx+

∫

A

|h|dx < η

2
+Mη/2|A|(p−1)/p,

so that, by imposing δη :=
(

η
2Mη/2

)p/(p−1)

, we can conclude. �

In the next proof, we will make use of Vitali’s Convergence Theorem: if {fj} is a sequence
of equiintegrable functions on Ω which converges pointwise to a function f , then

f ∈ L1 and fj → f in L1.

Proof of Theorem 3.5. Let {uj} be a recovery sequence for u ∈ W 1,2
h . In order to prove

that {uj} converges to u strongly in W 1,p, we show that

(i) e(uj)1Bj → e(u) strongly in L2,

(ii)

{

dp(I + εj∇uj , SO(n))
εpj

}

is equiintegrable,

(iii) {|∇uj |p} is equiintegrable,

where Bj is the set defined in (3.44). Once (i) and (iii) are proved ((ii) is an intermediate step to
prove (iii)), we can conclude as follows. From (i) we have that, up to a subsequence,

e(uj)1Bj → e(u) a.e. in Ω. (3.57)

Moreover, e(uj)1Bc
j
→ 0 strongly in L1 by Hölder inequality:

∫

Bc
j

|e(uj)|dx ≤ ||e(uj)||Lp |Bc
j |(p−1)/p → 0, (3.58)

where we have used the boundedness of {uj}, which implies |Bc
j | → 0 by Chebyshev inequality.

Thus, by (3.57) and (3.58), we have that, up to a further subsequence,

e(uj) = e(uj)1Bj + e(uj)1Bc
j
→ e(u) a.e. in Ω. (3.59)

Let us apply Vitali’s Convergence Theorem to the functions fj := |e(uj) − e(u)|p and f = 0.
Since fj → f a.e. in Ω by (3.59) and {fj} is equiintegrable by (iii), we obtain that

e(uj) → e(u) in Lp.

Observe that, by the hypothesis Fεj (uj) → F (u) < ∞, uj = h on ∂DΩ for every j, thus it is

sufficient to apply Korn’s inequality 1.14 to deduce that uj → u strongly in W 1,p.
We now prove (i)–(iii). Let us set, for every j,

vj := x+ εjuj, for a.e. x ∈ Ω.

Proof of (i). As shown in the proof of Theorem 3.4, the boundedness of {F (uj)} for every j
sufficiently large implies that, up to a subsequence, the sequence

{

1Bj∇uj
}

converges to ∇u
weakly in L2, and

lim
j→∞

Fεj (uj) ≥ lim sup
j→∞

1

ε2j

∫

Bj

W (∇vj)dx ≥ lim sup
j→∞

∫

Ω

1

2
D2W (I)[e(uj)1Bj ]

2dx,

lim inf
j→∞

1

ε2j

∫

Bj

W (∇vj)dx ≥ lim inf
j→∞

∫

Ω

1

2
D2W (I)[e(uj)1Bj ]

2dx ≥ F (u).
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Since Fεj (uj) → F (u), it turns out that

1

ε2j

∫

Bj

W (∇vj)dx→ 1

2

∫

Ω

D2W (I)[e(u)]2dx, (3.60)

∫

Ω

D2W (I)[e(uj)1Bj ]
2dx→

∫

Ω

D2W (I)[e(u)]2dx.

The latter, together with the positive definiteness of D2W (I) on symmetric matrices and the
weak convergence of

{

1Bje(uj)
}

to e(u) in L2, proves (i).

Proof of (ii). Let us write

1

εpj
dp(∇vj , SO(n)) =

1

εpj
dp(∇vj , SO(n))

(

1Bj + 1Bc
j

)

, (3.61)

and prove that both terms of the sum in (3.61) are equiintegrable. Observe that

d(∇vj , SO(n)) ≤ d(∇vj , I + εjskw(∇uj)) + d(I + εjskw(∇uj), SO(n))
= εj |e(uj)|+ d(I + εjskw(∇uj), SO(n)). (3.62)

Since εjskw(∇uj) is an element of the tangent space to the C∞ manifold SO(n) at I, we have
that

d(I + εjskw(∇uj), SO(n)) ≤ Cε2j |skw(∇uj)|2 ≤ Cε2j |∇uj|2, (3.63)

for every εj small enough. Inequalities (3.62) and (3.63) imply that

1

εpj
dp(∇vj , SO(n)) ≤ 2p

{

|e(uj)|p + Cεpj |∇uj |2p
}

. (3.64)

Now, by using the definition of Bj and writing

|∇uj |2p1Bj = |∇uj |p|∇uj |p1Bj ≤ 1

ε
p/2
j

|∇uj |p1Bj ,

from (3.64) we obtain that

1

εpj
dp(∇vj , SO(n))1Bj ≤ 2p

{

|e(uj)1Bj |p + Cε
p/2
j |∇uj1Bj |p

}

.

This last inequality gives that

1

εpj
dp(∇vj , SO(n))1Bj is equiintegrable,

in view of (i) and of the fact that {∇uj1Bj} converges weakly in L2. It remains to prove that
{

1
εpj
dp(∇vj , SO(n))1Bc

j

}

is equiintegrable. Indeed, it turns out that

1

εpj

∫

Bc
j

dp(∇vj , SO(n))dx → 0. (3.65)

In order to see this, we use the fact that

1

ε2j

∫

Bc
j

W (∇vj)dx→ 0, (3.66)

which descends from (3.60) and from the convergence of {Fεj (uj)} to F (u). By the growth

hypothesis on W and by the inequality tp ≤ t2 + 1, for t ≥ 0, it is easy to show that

1

εp
dp(I + εF, SO(n)) ≤ 2

ε2
W (I + εF ) + 1, for every F ∈ Mn×n and ε ∈ (0, 1),

so that
1

εpj

∫

Bc
j

dp(∇vj , SO(n))dx ≤ 2

ε2j

∫

Bc
j

W (∇vj)dx+ |Bc
j |.

This last inequality, together with (3.66) and the fact that |Bc
j | → 0, implies (3.65).
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Proof of (iii). For every M > 0 and every j, we set

Ej
M := {x ∈ Ω : dp(∇vj(x), SO(n)) ≥ εpjM}.

Let us fix q > p. By using (ii), it is easy to show that for every η > 0 there exists Mη > 0 with
the following property. If

f j
1 := d(∇vj , SO(n))1Ej

Mη

and f j
2 := d(∇vj , SO(n))1(

Ej
Mη

)c ,

then f j
1 ∈ Lp, f j

2 ∈ Lq, d(∇vj , SO(n)) = f j
1 + f j

2 , and

||f j
1 ||pLp < ηεpj , ||f j

2 ||qLq ≤ |Ω|M q/p
η εqj . (3.67)

Applying Theorem 1.17 due to Conti, Dolzmann, and Müller, it turns out that for every j there
exists Rj ∈ SO(n) such that ∇vj = Rj + gj1 + gj2 a.e. in Ω, with

||gj1||Lp ≤ C||f j
1 ||Lp , ||gj2||Lq ≤ C||f j

2 ||Lq . (3.68)

In particular,
1

εpj
|∇vj −Rj |p ≤

(

2

εj

)p
(

|gj1|p + |gj2|p
)

(3.69)

and, due to (3.67) and (3.68),

1

εpj

∫

Ω

|gj1|pdx < Cη,
1

εpj

(∫

Ω

|gj2|pαdx
)1/α

< CMη, (3.70)

for α = q
p > 1. Therefore, by considering (3.69) and (3.70), and using Lemma 3.14, we have that

{

|∇vj −Rj |p
εpj

}

is equiintegrable. (3.71)

Recalling that vj = x+ εjh H n−1–a.e. on ∂DΩ, it turns out that

|I −Rj | ≤ C

(∫

Ω

|∇vj −Rj |dx+ εj

∫

∂DΩ

|h|dH n−1

)

, (3.72)

where C depends on Ω and ∂DΩ. This can be shown as done in the proof of Lemma 3.10
by using Poincaré–Wirtinger inequality and Lemma 3.9. From (3.71) follows in particular that
{

|∇vj−Rj |p
εpj

}

is bounded in L1 so that, by (3.72), we obtain that

{ |I −Rj |
εj

}

is bounded. (3.73)

Finally, observe that for every measurable subset A of Ω
∫

A

|∇uj |pdx ≤ 2p

εpj

{∫

A

|∇vj −Rj |pdx+ |A||I −Rj |p
}

,

for every j. This inequality, together with (3.71) and (3.73), gives (iii). �

Proof of Theorem 3.2. Consider a sequence εj → 0. By using the notation introduced
in (3.11)–(3.13), the infima mεj and m (see (3.8) and (3.10)) can be rewritten as

mεj = inf
W 1,p

Gεj , m = min
W 1,p

G .

It is easy to show that G has a unique minimizer u ∈ W 1,2
h on W 1,p. By standard properties of

Γ–convergence (see [23, Theorem 7.8]), Theorem 3.4 and Corollary E1 imply that

mεj → m = G (u)

and in turn, by (3.9), that

Gεj (uεj ) → G (u) <∞, (3.74)
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when {uεj} is a sequence of “almost minimizers”. Again by standard arguments, (3.74) and
Corollary E1 imply that

uεj ⇀ u weakly in W 1,p and Fεj (uεj ) → F (u).

This last result and Theorem 3.5 give that {uεj} converges to u strongly inW 1,p. Since this is true

for every εj → 0, the whole sequence {uε} converges to u strongly in W 1,p (and mε → m). �

3.5. Appendix: the Geometric Rigidity Lemma with two exponents and other tools

We collect here some estimates involving the function gp, which describes the growth from
below of our energy density. We use them mainly in the proof of Lemma 3.8.

For every K > 0, there exists C depending on p and K such that

t2 ≤ Cgp(t), for every 0 ≤ t ≤ K, (3.75)

tp ≤ Cgp(t), for every t ≥ K. (3.76)

Moreover, since gp(t) ≤ 1
2 min{tp, t2} for every t ≥ 0 and gp is convex, there exists C depending

on p such that

gp(s+ t) ≤ C(sp + t2), for every s, t ≥ 0. (3.77)

Proof of Lemma 3.8. For v ∈ W 1,p, let V ∈ W 1,∞ be given by Proposition 1.16 (with
λ > 0 to be chosen), and R ∈ SO(n) arbitrary. Since gp is nondecreasing, by using (3.77) we
have

∫

Ω

gp(|∇v −R|)dx ≤ C

∫

Ω

(

|∇v −∇V |p + |∇V −R|2
)

dx, (3.78)

where C depends on p. Let S(x) ∈ SO(n) be such that |∇v − S| = d(∇v, SO(n)) a.e. in Ω.
Observe that, in the set where

|∇v − S| ≥
√
n, (3.79)

we have

|∇v|p ≤ 2p
(

|∇v − S|p + np/2
)

≤ 2p+1dp(∇v, SO(n)). (3.80)

It is clear that (3.79) is satisfied if |∇v| ≥ 2
√
n. Thus, by using (3.80) and Proposition 1.16 (iii)

with λ = 2
√
n, we have that

∫

Ω

|∇v −∇V |pdx ≤ C

∫

{x∈Ω:|∇v(x)|>2
√
n}

|∇v|pdx

≤ C

∫

{x∈Ω:|∇v(x)|>2
√
n}

dp(∇v(x), SO(n))dx

and in turn, by using (3.76), that
∫

Ω

|∇v −∇V |pdx ≤ C

∫

Ω

gp(d(∇v(x), SO(n)))dx. (3.81)

In the case p = 2, the lemma we are proving is already well known (see [38]) and we apply it to
V : there exist C independent of V and a constant rotation R ∈ SO(n) such that

∫

Ω

|∇V −R|2dx ≤ C

∫

Ω

d2(∇V, SO(n))dx. (3.82)

By rewriting (3.78) for such an R ∈ SO(n), from (3.81) and (3.82) we obtain
∫

Ω

gp(|∇v −R|)dx ≤ C

∫

Ω

{

gp(d(∇v, SO(n))) + d2(∇V, SO(n))
}

dx, (3.83)

where C depends on Ω and p. Next, we prove that

d2(∇V, SO(n)) ≤ C {|∇V −∇v|p + gp(d(∇v, SO(n)))} a.e. in Ω, (3.84)
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for some C depending on Ω and p. We use again the matrix S(x) ∈ SO(n) such that |∇v − S| =
d(∇v, SO(n)) a.e. in Ω.

(i) In the set where |∇v − S| ≤ 1, the function |∇V − ∇v| is bounded by a constant
independent of V :

|∇V −∇v| ≤ |∇V |+ |S|+ 1 ≤ C,

where in the last inequality we have used Proposition 1.16 (i). Thus, since

t2 ≤ K2−ptp, for every t ∈ [0,K] and K ≥ 1, (3.85)

we have

|∇V −∇v|2 ≤ C|∇V −∇v|p

and in turn, using the definition of gp,

d2(∇V, SO(n)) ≤ |∇V − S|2 ≤ 2|∇V −∇v|2 + 2|∇v − S|2

≤ C {|∇V −∇v|p + gp(d(∇v, SO(n)))} ,
which gives (3.84).

(ii) In the set where |∇v − S| > 1, Proposition 1.16 (i) and (3.85) give that

d2(∇V, SO(n)) ≤ |∇V − S|2 ≤ C|∇V − S|p

≤ C {|∇V −∇v|p + dp(∇v, SO(n))} .
From this inequality and from (3.76) we obtain (3.84).

Inequalities (3.83) and (3.84) imply that
∫

Ω

gp(|∇v −R|)dx ≤ C

∫

Ω

{gp(d(∇v, SO(n))) + |∇V −∇v|p} dx,

and in turn, by considering (3.81), gives the thesis. �

We finish by proving an approximation result for functions in W 1,p
h , which has been useful in

the proof of the Γ–convergence results. We write x ∈ Rn in the form x = (x′′, xn−1, xn) and refer
the reader to Definition 3.1 and to (3.3) for the notation.

Proposition 3.15. Suppose that ∂DΩ has Lipschitz boundary in ∂Ω, according to Definition
3.1, and let W 1,p

h be defined in (3.3).

If h ∈W 1,∞ and 1 ≤ p <∞, then W 1,p
h is the closure of W 1,∞

h in W 1,p.

In order to prove Proposition 3.15, we need the following lemma.

Lemma 3.16. For p ∈ [1,∞), let u ∈ W 1,p(Q+) be such that supp(u) ⊂⊂ Q and u = 0
L n−1-a.e. on Q+

0 . Then, for every ε > 0 there exists uε ∈ C∞(Q) such that uε = 0 on Q+
0 and

||uε − u||W 1,p(Q+) < ε. (3.86)

Proof. Let u ∈ W 1,p(Q+) satisfy the hypotheses of the lemma. Consider the subset M :=
(−1, 1)n−2×(0, 1)×(−1, 0] of Q and define

v :=

{

u, on Q+,
0, on M.

It turns out that v ∈ W 1,p(Q+∪M). Up to extend v to a function in W 1,p(Q) and to multiply
it by a function ζ ∈ C∞

c (Q) such that ζ ≡ 1 on supp(u), we can suppose that v ∈ W 1,p(Q) and
that supp(v) ⊂⊂ Q. Starting from v, we want to construct a sequence {vk} which approximates
u in W 1,p(Q+) and is such that supp(vk) ⊂⊂ Q \M . To this end, we define for every k

vk(x) := v
(

x′′, xn−1 +
1
k , xn − 1

k

)

, for every x ∈ Qk,

where

Qk := (−1, 1)n−2 ×
(

−1− 1
k , 1− 1

k

)

×
(

−1 + 1
k , 1 +

1
k

)

.
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Observe that
supp(vk) ⊂⊂ Q \M, for every k sufficiently large. (3.87)

Moreover, v and vk are functions in W 1,p(Rn), up to extend them at 0 out of Q and Qk, respec-
tively. In this case, it is well known that vk → v in W 1,p(Rn). In particular, we have obtained
that

vk → u in W 1,p(Q+).

The last step of the proof consists in choosing kε such that

||vkε − u||W 1,p(Q+) <
ε

2
(3.88)

and considering a standard family {ρm}m of mollifiers. By (3.87), there exists mε such that
uε := vkε ∗ ρmε ∈ C∞

c (Q \M) (thus, uε ≡ 0 on Q+
0 ) and

||uε − vkε ||W 1,p(Q) <
ε

2
. (3.89)

Inequalities (3.88) and (3.89) give (3.86). �

Proof of Proposition 3.15. By a standard argument based on a partition of unity sub-
ordinate to a finite covering of Ω and on local bi–Lipschitz charts, we can use Lemma 3.16 to prove
that

{

u ∈W 1,p : u = 0 H n−1–a.e. on ∂DΩ
}

is contained in the closure of
{

u ∈ C∞(Ω) : u = 0 on ∂DΩ
}

in W 1,p. The opposite inclusion is trivial. The result for a general boundary value h ∈ W 1,∞ is
obtained by adding h to both sets. �





CHAPTER 4

Ogden–type energies

In this chapter, we describe the results obtained in [4]. Exploiting the multiplicative de-
composition of the deformation gradient into an elastic and a spontaneous or remanent part, we
propose and analyze Ogden–type extensions of the BTW free energy density currently used to
model the mechanical behavior of nematic elastomers (see Section 4.1). Geometrically linear ver-
sions of the new models are provided and discussed in Section 4.2, while in Section 4.3 we derive
the expression of the energies which govern the purely mechanical response. Since these energies
are not quasiconvex, in Section 4.4 we exhibit their quasiconvex envelopes and apply them to
compute the stiffening response of a specimen tested in plane strain extension (pure shear). This
shows that the proposed Ogden–type models provide a suitable framework to study the regime
of high imposed stretches.

4.1. Ogden–type expressions for the energy density

We recall from Section 1.1 the classical formula for the energy density stored by a monodomain
nematic elastomer

Wn(F ) =
µ

2

[

tr
(

LnrF
T
L−1
n F

)

− 3
]

, detF = 1, (4.1)

due to Bladon, Terentjev and Warner. Here, nr is an arbitrarily chosen reference orientation and
the reference configuration is a natural state (i.e., a stress–free state) of the material corresponding
to n = nr. See (1.1) for the definition of Ln.

In Section 1.1 we have rewritten (4.1) choosing as reference configuration a minimum energy
configuration associated with the high–temperature isotropic state. Referring to Figure 4.1, we

have introduced the affine change of variables q, with ∇q := L
1
2
nr , set y := y ◦ q and F := ∇y, and

obtained

Wn(F ) :=
µ

2

[

tr
(

FTL−1
n F

)

− 3
]

, detF = 1.

Equivalently, Wn(F ) = W̃n(FF
T ), where

W̃n(B) :=
µ

2

[

tr
(

BL−1
n

)

− 3
]

. (4.2)

Observe that the schematic graph of Figure 4.1 naturally suggests to introduce the matrices

F e
n := L

− 1
2

n F, Be
n := F e

n(F
e
n)

T = L
− 1

2
n FFTL

− 1
2

n (4.3)

arising from the decomposition

F = L
1
2
nF

e
n

of the deformation gradient F into an elastic part F e
n and a spontaneous part L

1
2
n . We recall

that the matrix L
1
2
n describes the stress–free strain of the material corresponding to the current

orientation n of the nematic director. Using (4.3), expression (4.2) assumes the classical Neo–
Hookean form

W̃n(B) =
µ

2
(trBe

n − 3) . (4.4)

59
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y

L
1
2
n

∇y = F

F e
n

∇q = L
1
2
nr

q

n

y

nr

∇y = F

Figure 4.1. Schematic diagram illustrating two possible choices of reference
configuration (the one for y and the other for y). and the elastic part F e

n of the
deformation gradient F .

Following Ciarlet [15, Chapter 4], we use the same notation Wn, W , and W̃n used for the
classical expressions of the energies and propose the following natural generalization of (4.4):

W̃n(B) :=

N
∑

i=1

ci
γi

[

tr(Be
n)

γi
2 − 3

]

+

M
∑

j=1

dj
δj

[

tr Cof(Be
n)

δj
2 − 3

]

, (4.5)

where¡ ci, γi, dj and δj are constants such that

γi, δj ∈ R \ {0}, ci
γi
,
dj
δj

≥ 0, i = 1, ..., N, j = 1, ...,M.

Then, we set

Wn(F ) := W̃n(FF
T ), detF = 1. (4.6)

We recall that the p–th power Ap of a matrix A ∈ Psym(3) is well defined by the formula

Ap := QDiag(λpi )Q
T , p ∈ R,

where Q ∈ Orth(3) is a matrix which diagonalizes A. Observe that, choosing N = M = 1 and

γ1 = δ1 = 2, W̃n takes the Mooney–Rivlin form

W̃n(B) =
c1
2
(trBe

n − 3) +
d1
2

(tr CofBe
n − 3) , detB = 1, (4.7)

and we obtain the Neo–Hookean model (4.4) if d1 = 0 and c1 = µ. Moreover, if in (4.5) we set
dj = 0 for j = 1, ...,M and γi ≥ 2 for i = 1, ..., N , and take the minimum with respect to n ∈ S2,
we obtain energies in “separable form” of the type discussed by Ogden in [54, Chapter 4] (see
Section 4.4).

A common practice to pass from an incompressible model, with associated energy density
Wdev to a corresponding compressible model W comp is to define

W comp(F ) :=Wdev((detF )
− 1

3F ) +Wvol(detF ), F ∈ Lin+(3),
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where Wvol is such that

Wvol ≥ 0 and Wvol(t) = 0 if and only if t = 1. (4.8)

Here, we choose Wvol of the form

Wvol(t) := c(t2 − 1)− d log t.

By imposing condition (4.8), we obtain the function

Wvol(t) = c
(

t2 − 1− 2 log t
)

, t > 0. (4.9)

This function has also the following properties:

(i) Wvol is a convex function;
(ii) Wvol(t) → +∞, as t→ 0+;
(iii) Wvol(t) → +∞, as t→ +∞.

In Section 2.3 we have chosen for Wvol(t) the simpler form k
2 (t− 1)2.

Setting Wdev =Wn, where Wn is defined by (4.5)–(4.6), we define for F ∈ Lin+(3)

W comp
n (F ) :=Wn((detF )

− 1
3F ) +Wvol(detF ),

so that

W comp
n (F ) =

N
∑

i=1

ci
γi

[

(detF )−
γi
3 tr(L

− 1
2

n FFTL
− 1

2
n )

γi
2 − 3

]

+

M
∑

j=1

dj
δj

[

(detF )−
2δj
3 tr Cof(L

− 1
2

n FFTL
− 1

2
n )

δj
2 − 3

]

+Wvol(detF ), (4.10)

for every F ∈ Lin+(3). We set W comp
n (F ) = +∞ for every F such that detF ≤ 0. Also in this

case it is useful to express the energy density as function of B = FFT and we have

W comp
n (F ) = W̃ comp

n (FFT ), for every F ∈ Lin+(3),

where

W̃ comp
n (B) :=

N
∑

i=1

ci
γi

[

(detB)−
γi
6 tr(L

− 1
2

n BL
− 1

2
n )

γi
2 − 3

]

+
M
∑

j=1

dj
δj

[

(detB)−
δj
3 tr Cof(L

− 1
2

n BL
− 1

2
n )

δj
2 − 3

]

+Wvol(
√
detB), (4.11)

for every B ∈ Psym(3).

Proposition 4.1. W comp
n is a nonnegative function and

W comp
n (F ) = 0 if and only if FFT = Ln.

We recall that the condition FFT = Ln, for some F ∈ Lin+(3), is equivalent to

F = UnR for some R ∈ SO(3), where Un := L
1
2
n .

Proof. Let F ∈ Lin+(3) and let ν1, ν2, and ν3 be the (positive) eigenvalues of L
− 1

2
n BL

− 1
2

n ,
where B = FFT ∈ Psym(3). Then, by using the standard inequality between geometric and
arithmetic mean and the fact that detLn = 1, for i = 1, ..., N and j = 1, ...,M we have that

(detB)−
γi
6 tr (L

− 1
2

n BL
− 1

2
n )

γi
2 = (detB)

−γj
6

3
∑

k=1

ν
γi
2

k ≥ 3(detB)
−γi
6

(

3
∏

k=1

ν
γi
2

k

)
1
3

= 3(detB)
−γi
6

[

det
(

L
− 1

2
n BL

− 1
2

n

)]

γi
6

= 3, (4.12)
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and

(detB)−
δj
3 tr Cof (L

− 1
2

n BL
− 1

2
n )

δj
2 = (detB)

−δj
3

[

(ν1ν2)
δj
2 + (ν1ν3)

δj
2 + (ν2ν3)

δj
2

]

≥ 3(detB)
−δj
3

[

(ν1ν2)
δj
2 (ν1ν3)

δj
2 (ν2ν3)

δj
2

]

1
3

= 3, (4.13)

so that, looking at (4.11) and recalling (4.8), W comp
n is nonnegative. The equality holds in (4.12)

if and only if ν1 = ν2 = ν3 = ν, that is

L
− 1

2
n BL

− 1
2

n = νI, for some ν > 0, (4.14)

and in (4.13) if and only if ν1ν2 = ν1ν3 = ν2ν3 = α2, that is

Cof (L
− 1

2
n BL

− 1
2

n ) = α2I, for some α > 0. (4.15)

By (4.14) and (4.15) and by property (4.8) of Wvol, we obtain that W comp
n (F ) = W̃ comp

n (B) = 0

if and only if L
− 1

2
n BL

− 1
2

n = I. �

4.2. Behavior for small strains

In order to obtain the geometrically linear approximation of the Ogden–type model introduced
in the previous section, we consider, as done in Section 2.1 for the classical BTW model, the small
strain regime |∇u| = ε, where u is the displacement associated with the deformation y through
y(x) = x+ u(x), and matrices Ln that scale with ε as

Ln,ε := (1 + ε)2n⊗ n+ (1 + ε)−1(I − n⊗ n). (4.16)

By expanding (4.16) in ε around 0, we obtain that Ln,ε = I + εL̂n + o(ε), where L̂n is defined in

(2.4), and Un,ε := L
1
2
n,ε = I + εÛn + o(ε), with

Ûn =
1

2
L̂n =

3

2

(

n⊗ n− 1

3
I

)

. (4.17)

Now, we define

W comp
n,ε (F ) := W̃ comp

n,ε (FFT ), for every F ∈ Lin+(3),

where W̃ comp
n,ε is given by (4.11) with Ln,ε in place of Ln. More explicitly,

W̃ comp
n,ε (B) =

N
∑

i=1

ci
γi

[

(detB)−
γi
6 tr(L

− 1
2

n,εBL
− 1

2
n,ε )

γi
2 − 3

]

+

M
∑

j=1

dj
δj

[

(detB)−
δj
3 tr Cof(L

− 1
2

n,εBL
− 1

2
n,ε )

δj
2 − 3

]

+Wvol(
√
detB), (4.18)

for every B ∈ Psym(3).

Proposition 4.2. In the small strain regime |∇u| = ε, we have that, modulo terms of order
higher than two in ε,

W comp
n,ε (I +∇u) = µ

∣

∣

∣[e(u)]d − εÛn

∣

∣

∣

2

+
k

2
tr2(∇u), (4.19)

where

µ =
1

2





N
∑

i=1

ciγi +

M
∑

j=1

diδj



 , k = 4c, (4.20)

and c, ci, γi, dj, and δj are the constants appearing in (4.9) and (4.18).
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Proof. In order to obtain (4.19), as in Section 2.1 we define for every E ∈ Sym(3) the linear
limit

V (E) := lim
ε→0+

1

ε2
W comp

n,ε (I + εE) = lim
ε→0+

1

ε2
W̃ comp

n,ε

(

(I + εE)2
)

.

Since 0 is the minimum value attained by W̃ comp
n,ε at Ln,ε, see Proposition 4.1, the linear terms of

the Taylor expansions vanish and we have

V (E) =
1

2
D2W̃ comp

n,0 (I)[2E − L̂n]
2 = 2D2W̃ comp

n,0 (I)[E − Ûn]
2, (4.21)

where the last equality is obtained using (4.17). Note that, for every B ∈ Psym(3),

W̃ comp
n,0 (B) =

N
∑

i=1

ci
γi

[

(detB)−
γi
6 trB

γi
2 − 3

]

+

M
∑

j=1

dj
δj

[

(detB)−
δj
3 tr CofB

δj
2 − 3

]

+Wvol(
√
detB).

Simple calculations give that, for every symmetric matrix H ,

D2W̃ comp
n,0 (I)[H ]2 =

N
∑

i=1

ciγi

{

− 1

12
tr2H +

1

4
|H |2

}

+

M
∑

j=1

djδj

{

− 1

12
tr2H +

1

4
|H |2

}

+ c tr2H,

so that, from (4.21) and from the fact that Ûn is traceless, we have

V (E) =
1

2





N
∑

i=1

ciγi +
M
∑

j=1

diδj



 |E − Ûn|2 +



−1

6





N
∑

i=1

ciγi +
M
∑

j=1

diδj



 + 2c



 tr2E.

Writing now V (E) in terms of Ed, since

|E − Ûn|2 = |Ed − Ûn|2 +
1

3
tr2E,

we obtain that

V (E) =
1

2





N
∑

i=1

ciγi +

M
∑

j=1

diδj



 |Ed − Ûn|2 + 2c tr2E. (4.22)

Finally, arguing as in the proof of Proposition 2.1 and considering ∇u with the proper scale
|∇u| = ε, we obtain from (4.22)

W comp
n,ε (I +∇u) = 1

2





N
∑

i=1

ciγi +
M
∑

j=1

diδj





∣

∣

∣
[e(u)]d − εÛn

∣

∣

∣

2

+ 2c tr2 (∇u) .

�

Energy densities like (4.19) have been used in the study of nematic elastomers in the small
strain regime in [3, 12, 13, 14, 32, 40]. One reason to derive small strain theories from the
fully nonlinear ones is to obtain the expressions for the initial shear and bulk moduli in terms
of the constants and exponents of the fully nonlinear models, as done in (4.20). While our main
interest here has been to derive the small strain limit of fully nonlinear Ogden–type models,
also the opposite path is interesting. In fact, energies of the form (4.19) are quite common in
the modeling of active and phase–transforming materials, where geometrically linear theories are
often used [8]. Our discussion of their relation with parent (fully nonlinear) theories such as
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(4.5)–(4.6) provides several templates to generalize these small strain theories to the regime of
large deformations.

4.3. Purely mechanical response

In this section we focus on the purely mechanical response of an incompressible material
governed by the energy densities Wn introduced in Section 4.1. This means to consider the
stored elastic energies obtained, for each fixed F , by minimizing the energy density Wn with
respect to n.

Referring to the expressions (4.5)–(4.6), let us restrict the attention to the case ci > 0, γi ≥ 2

for i = 1, ..., N and dj = 0 for j = 1, ...,M , so that Wn(F ) = W̃n(FF
T ), for every F ∈ M3×3

with detF = 1, where

W̃n(B) :=

N
∑

i=1

ci
γi

[

tr(L
− 1

2
n BL

− 1
2

n )
γi
2 − 3

]

. (4.23)

In order to minimize (4.23) with respect to n ∈ S2, we need the following proposition.

Proposition 4.3. Let B ∈ Psym(3) and let 0 < µ1 ≤ µ2 ≤ µ3 be its ordered eigenvalues.
For every γ ≥ 2, we have that

min
n∈S2

tr
(

L
− 1

2
n BL

− 1
2

n

)

γ
2

= a
γ
6

[

µ
γ
2
1 + µ

γ
2
2 +

(µ3

a

)
γ
2

]

. (4.24)

The minimum is achieved when n is aligned with an eigenvector of B corresponding to µ3.

We recall that a > 1 and that Ln is defined in (1.1). In order to simplify the notation for the
proof of Proposition 4.3, let us set

α :=
γ

2
, and Mn := a−

1
2n⊗n+ (I − n⊗n) = (a−

1
2 − 1)n⊗n+ I, (4.25)

so that

L
− 1

2
n = a

1
6Mn. (4.26)

By using the positions (4.25)–(4.26), identity (4.24) is equivalent to

min
n∈S2

tr(MnBMn)
α = µα

1 + µα
2 +

(µ3

a

)α

. (4.27)

For what follows, we fix an orthonormal basis {b1, b2, b3} of eigenvectors of B such that Bbi = µibi,
i = 1, 2, 3. The next lemma will be useful.

Lemma 4.4. For every unit vector n ∈ R3, the maximum eigenvalue of MnBMn is greater
than or equal to max{µ2, µ3/a}.

Proof of Lemma 4.4. By definition of the maximum eigenvalue of MnBMn, to prove the
lemma it is enough to show that

(MnBMnm) ·m ≥ max
{

µ2,
µ3

a

}

, for some m ∈ S2.

If µ3

a ≥ µ2, we define

m :=
v

|v| , where v :=
1√
a
M−1

n b3.

With this choice of m, we have that

(MnBMnm) ·m =
1

|v|2 (BMnv) · (Mnv) =
1

a|v|2 (Bb3) · b3 =
1

|v|2
µ3

a
. (4.28)

From the definition of Mn it turns out that |v| ≤ |b3| = 1, because a > 1 and

v =

[

n⊗n+
1√
a
(I − n⊗n)

]

b3.

Thus, from (4.28), we obtain (MnBMnm) ·m ≥ µ3/a.
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If µ2 ≥ µ3

a , we consider (Span{n})⊥, the orthogonal space to n, and choose a unit vector

m in the set Span{b2, b3} ∩ (Span{n})⊥, which contains at least one line. Thus, the fact that
m ∈ Span{b2, b3} implies

(Bm) ·m ≥ µ2, (4.29)

while m ∈ (Span{n})⊥ implies that Mnm = m. This fact, together with (4.29), gives that

(MnBMnm) ·m = (BMnm) · (Mnm) ≥ µ2.

�

The proof of Proposition 4.3 hinges on the following crucial technical result, whose proof is
postponed at the end of this section.

Lemma 4.5. Let 0 < x ≤ y ≤ z and 0 < x ≤ y ≤ z be such that

(i) xyz = x y z, (ii) x+ y + z ≥ x+ y + z, (iii) z ≥ z. (4.30)

Then, for every α > 1 we have that

xα + yα + zα ≥ xα + yα + zα.

Proof of Proposition 4.3. Recall that we want to prove (4.27) and that Mn is defined
in (4.25). Note that (4.27) is true for α = 1: this has been proved in (1.6) (with FFT in place of

B and a−
1
6L

− 1
2

n in place of Mn), so that

min
n∈S2

tr(MnBMn) = µ1 + µ2 +
µ3

a
, (4.31)

and the minimum is attained when n is parallel to b3. Now, by using the definition of the α–power
of a positive definite and symmetric matrix, we write our minimum problem as

min
n∈S2

tr(MnBMn)
α = min

(x,y,z)∈A

(xα + yα + zα), (4.32)

where

A :=
{

(x, y, z) ∈ R3 : 0 < x ≤ y ≤ z, x, y, z eigenvalues of MnBMn for some n ∈ S2
}

.

It is easy to check that µ1, µ2 and µ3/a are eigenvalues of Mb3BMb3 , so that, by relabeling them
x, y and z in such a way that x ≤ y ≤ z, we have that

(x, y, z) ∈ A , (4.33)

with z ∈ {µ2,
µ3

a }. Finally, observe that for every (x, y, z) ∈ A ,

xyz = det(MnBMn) = detB detM2
n =

µ1µ2µ3

a
= x y z. (4.34)

We now apply Lemma 4.5. Take (x, y, z) ∈ A : since (4.30) (i) is assured by (4.34), (4.30) (ii) by
(4.31), and (4.30) (iii) by Lemma 4.4, we have that

xα + yα + zα ≥ xα + yα + zα,

for every α > 1. Thus, by considering also (4.32) and (4.33), we have obtained that

min
n∈S2

tr(MnBMn)
α = xα + yα + zα,

that is (4.27). �

By considering W̃n given by (4.23), we define

W̃ (B) := min
n∈S2

W̃n(B) =
N
∑

i=1

ci
γi

min
n∈S2

[

tr(L
− 1

2
n BL

− 1
2

n )
γi
2 − 3

]

, detB = 1. (4.35)
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In view of Proposition 4.3, we have that

W̃ (B) =

N
∑

i=1

cia
γi
6

γi

[

µ
γi
2
1 + µ

γi
2
2 +

(µ3

a

)

γi
2 − 3a−

γi
6

]

, detB = 1,

where 0 < µ1 ≤ µ2 ≤ µ3 are the ordered eigenvalues of B, and in turn that

W (F ) := W̃ (FFT )

=

N
∑

i=1

cia
γi
6

γi

[

λγi

1 + λγi

2 +

(

λ3√
a

)γi

− 3a−
γi
6

]

, detF = 1 (4.36)

where 0 < λ1 ≤ λ2 ≤ λ3 are the ordered singular values of F . Expression (4.36) tells us that the
energy density W is of “Ogden–type”, that is separable in the sense discussed in [54, Chapter
4]. We remark that in all the terms of the sum in (4.35), the minimum is achieved when n
aligned with an eigenvector of B corresponding to its largest eigenvalue µ3. Therefore, within
this model, the nematic director is always aligned with the direction of maximal principal stretch.
The following proposition characterize the set of the wells of W .

Proposition 4.6. Considering the function W defined by (4.36) if detF = 1 and equal
to +∞ otherwise in M3×3, we have that

W ≥ 0 and W (F ) = 0 if and only if λ1(F ) = λ2(F ) = a−
1
6 and λ3(F ) = a

1
3 .

Proof. It is sufficient to use Proposition 4.1 (specialized to the incompressible case) and
argue as in the proof of Proposition 1.1 (ii). �

Consider now

W2(F ) := W̃2(FF
T ), detF = 1,

where

W̃2(B) := min
n∈S2

W̃n(B) = min
n∈S2







N
∑

i=1

ci
γi

[

tr(Be
n)

γi
2 − 3

]

+

M
∑

j=1

dj
δj

[tr Cof (Be
n)

δj
2 − 3]







,

and Be
n is given by (4.3). If dj > 0 for some j = 1, ...,M , these expressions may be not separable

in the sense discussed in [54, Chapter 4], except in the Mooney–Rivlin case N = M = 1 and

γ1 = δ1 = 2 (and c1, d1 ≥ 0). In this case, W̃n is of the form (4.7) and, recalling that

Ln = a
2
3n⊗n+ a−

1
3 (I − n⊗n) (a > 1), (4.37)

it is easy to show that

W2(F ) =
c1
2

[

(

λ1

a−
1
6

)2

+

(

λ2

a−
1
6

)2

+

(

λ3

a
1
3

)2

− 3

]

+
d1
2

[

(

λ2λ3

a
1
6

)2

+

(

λ1λ3

a
1
6

)2

+

(

λ1λ2

a−
1
3

)2

− 3

]

. (4.38)

Again, the minimum which defines W2(F ) is attained when n is aligned with an eigenvector
of FFT corresponding to its largest eigenvalue, just as in the case of (4.36).

Proof of Lemma 4.5. Suppose first that x = y = z. In this case, we have to prove that
xα+yα+zα ≥ 3xα. To have this, it is enough to use condition (4.30) (ii), which gives x+y+z ≥ 3x.
Indeed:

xα + yα + zα ≥ 31−α(x + y + z)α ≥ 3xα,

where the first inequality is standard (descending, e. g., from Hölder’s inequality). Thus, in the
rest part of the proof, we will suppose

x < z. (4.39)
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We introduce the functions

w(x, y, z) := xα + yα + zα, v(x, y, z) := xyz, u(x, y, z) := x+ y + z,

and the minimum problem
min

x,y,z>0
w(x, y, z) (4.40)

with constraints

(i) v(x, y, z) = x y z, (ii) u(x, y, z) ≥ x+ y + z, (iii) z ≥ z. (4.41)

By standard arguments it can be proved that the minimum exists. Let (x0, y0, z0) be a minimum
point. It is not restrictive to suppose that

x0 ≤ y0 ≤ z0.

Claim 1. x0 < z0.
Suppose, by contradiction, that x0 = z0. In this case, (4.41) (i) and (ii) would give x30 = x y z and
3x0 ≥ x+y+z, respectively. Thus, by the standard inequality between arithmetic and geometric
mean, we would obtain

x0 ≥ x+ y + z

3
≥ (x y z)

1
3 = x0

and in turn x = z, against (4.39).
Claim 1 will be used in the proof of the following claim.

Claim 2. z0 = z.
Let us see how the thesis descends from Claim 2 and postpone the proof of the claim. Since

z0 = z, conditions (4.41) (i) and (ii) become

x0y0 = x y, x0 + y0 ≥ x+ y. (4.42)

This two conditions imply the inequality

y20 − (x + y)y0 + x y ≥ 0

and in turn that
either y0 ≤ x or y0 ≥ y. (4.43)

As an intermediate step, we want to prove that

xα0 + yα0 ≥ xα + yα. (4.44)

If the contrary were true, by considering also the first condition in (4.42) we would obtain the
inequality

(yα0 )
2 − (xα + yα)yα0 + (x y)

α
< 0

which is true if and only if
x < y0 < y,

against (4.43). Thus, (4.44) holds and therefore

xα + yα + zα = xα + yα + zα0 ≤ xα0 + yα0 + zα0 .

This fact, together with the definition of (x0, y0, z0) as a minimum point of (4.40)–(4.41), gives
the thesis.
Proof of Claim 2. Suppose, by contradiction, that

z0 > z. (4.45)

Constraint (4.41) (ii) tells us that x0 + y0 + z0 ≥ x+ y+ z. If x0 + y0 + z0 > x+ y+ z, this strict
inequality, together with conditions (4.41) (i) and (4.45), gives

∇v(x0, y0, z0) = µ∇w(x0, y0, z0),
for some Lagrange multiplier µ 6= 0. A direct computation shows that this last condition implies
x0 = z0, against Claim 1. Therefore, we must have

x0 + y0 + z0 = x+ y + z. (4.46)



68 4. OGDEN–TYPE ENERGIES

Since x0 < z0 from Claim 1, we have three possibilities which we treat separately in the following
cases (a), (b) and (c). We are going to show that every case leads to a contradiction resulting
from (4.45).
(a). Here we suppose that

x0 = y0 < z0.

Let ε > 0 be such that x(ε) := y0− ε > 0 and let y = y(ε) and z = z(ε) ≥ y satisfy the conditions
{

x(ε) + y + z = 2y0 + z0,
x(ε)yz = y20z0.

Setting
a0 = y0 + z0, b0 = y0z0,

it turns out that

y(ε) =
1

2

{

a0 + ε−
√

(a0 + ε)2 − 4b0

(

y0
y0 − ε

)

}

,

z(ε) =
1

2

{

a0 + ε+

√

(a0 + ε)2 − 4b0

(

y0
y0 − ε

)

}

.

It is easy to show that x(ε) ≤ y(ε) ≤ z(ε) for ε sufficiently small. Moreover, up to a smaller ε,
we have that z(ε) ≥ z, since z(0) = z0 and (4.45) holds. Now, let us introduce the function

f(ε) := x(ε)α + y(ε)α + z(ε)α.

Since (x(0), y(0), z(0)) = (x0, y0, z0) and (x(ε), y(ε), z(ε)) satisfies the constraints (4.41) of the
minimum problem (4.40), it follows that

f ′(0) = 0 and f ′′(0) ≥ 0. (4.47)

Simple computations show that

f ′′(0) =
2α

y0(z0 − y0)

[

yα0 + αyα−1
0 (z0 − y0)− zα0

]

. (4.48)

Now, since y0 < z0, we have that y
α
0 +αyα−1

0 (z0 − y0) < zα0 , in view of the strict convexity of the
function t 7→ tα (α > 1). Thus, from (4.48) we obtain that f ′′(0) < 0, against (4.47).
(b). Here we suppose that

x0 < y0 = z0.

In this case, constraints (4.41) (i) and (4.46) give
{

x0z
2
0 = G2z,

x0 + 2z0 = 2A+ z,
(4.49)

where

A :=
x+ y

2
, G :=

√

x y.

From (4.49) we deduce that z0 solves the third order equation

P (t) := 2t3 − (2A+ z)t2 +G2z = 0.

The function P has a local maximum at t = 0 with P (0) > 0 and a local minimum at t = 2A+z
3

with P
(

2A+z
3

)

< 0. Now, from (4.45), from the fact that

z >
2A+ z

3
(4.50)

and that z0 is a zero of P , it is easy to deduce that

P (t) < 0 for
2A+ z

3
< t < z0 and P (t) ≥ 0 for t ≥ z0. (4.51)

On the other hand,
P (z) = z

[

z2 − (x + y)z + x y
]

,
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so that P (z) ≥ 0 in view of the fact that z ≥ y. Together with (4.50) and (4.51), this implies
that z ≥ z0, against (4.45).
(c). Finally, we suppose that

x0 < y0 < z0.

In this case, we consider the matrix whose lines are the gradients ∇w(x0, y0, z0), ∇v(x0, y0, z0),
∇u(x0, y0, z0). Considering (4.40), (4.41) (i), (4.45), and (4.46), it turns out that

D := det





∇w(x0, y0, z0)
∇v(x0, y0, z0)
∇u(x0, y0, z0)



 = 0. (4.52)

Computing such a determinant gives

D = α [x0 (y
α
0 − zα0 )− y0 (x

α
0 − zα0 ) + z0 (x

α
0 − yα0 )]

= −α [yα0 (z0 − x0)− zα0 (y0 − x0)− xα0 (z0 − y0)] . (4.53)

Setting λ := y0−x0

z0−x0
∈ (0, 1), so that

y0 = λz0 + (1 − λ)x0, (4.54)

from (4.53) we obtain that

D = −α(z0 − x0) [y
α
0 − λzα0 − (1 − λ)xα0 ] .

This last equality, together with (4.54) and the strict convexity of the function t 7→ tα (α > 1),
implies that D > 0, against (4.52). �

In the following remark we show that in the case where the two largest eigenvalues of B ∈
Psym(3) are equal it is possible to find the analytical expression of the eigenvalues of L

− 1
2

n BL
− 1

2
n

and prove Proposition 4.3 in a more direct way.

Remark 4.7. Let B ∈ Psym(3) and suppose that µ1 < µ2 = µ3 (the case µ1 = µ2 = µ3 is
trivial), where µ1, µ2, µ3 are the ordered eigenvalues of B. Let b1, b2, b3 be the corresponding
orthonormal eigenvectors. For a > 1 and a unit vector n ∈ R3, consider Ln = Ln(a) defined as
in (4.37) and suppose that

n =





n1

n2

n3



 in the orthonormal basis {b1, b2, b3}.

Then, up to the multiplicative constant a
1
3 , we have that the spectrum of L

− 1
2

n BL
− 1

2
n is







µ2,
g(n2

1) +
√

g2(n2
1)− 4µ1µ2

a

2
,
g(n2

1)−
√

g2(n2
1)− 4µ1µ2

a

2







, (4.55)

where

g(t) := (µ2 − µ1)

(

1− 1

a

)

t+ µ1 +
µ2

a
, for every 0 ≤ t ≤ 1. (4.56)

Moreover, we have that

min
n∈S2

(

L
− 1

2
n BL

− 1
2

n

)

γ
2

= a
γ
6

[

µ
γ
2
1 +

(

1 + a−
γ
2

)

µ
γ
2
2

]

,

and the minimum is attained for n ∈ (Span{b1})⊥.
In order to prove this, let us use the same position used for the proof of Proposition 4.3:

α = γ
2 and

Mn := a−
1
6L

− 1
2

n =

(

1√
a
− 1

)

n⊗n+ I.
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With this notation, we are going to check that the spectrum of MnBMn is (4.55) and that

min
n∈S2

tr(MnBMn)
α = µα

1 +

(

1 +
1

aα

)

µα
2 (4.57)

with the minimum attained for n ∈ (Span{b1})⊥.
We note that, as µ1 < µ2 = µ3, we can write B in the following way:

B = µ1(b1⊗b1) + µ2(I − b1⊗b1) = µ2C, (4.58)

where

ρ :=
µ1

µ2
< 1, C := ρ b1⊗b1 + (I − b1⊗b1).

We are going to find the eigenvalues of MnCMn. Note that M−1
n is an invertible matrix and

that there exist λ ∈ R and v ∈ R3 \ {0} such that MnCMnv = λv if and only if CM2
n

(

M−1
n v

)

=

λ
(

M−1
n v

)

. Therefore, we look for the eigenvalues of the matrix

CM2
n = [(ρ− 1)b1⊗b1 + I]

[(

1

a
− 1

)

n⊗n+ I

]

= (ρ− 1)

(

1

a
− 1

)

(b1 · n)b1⊗n+ (ρ− 1)b1⊗b1 +
(

1

a
− 1

)

n⊗n+ I, (4.59)

since in this case there are shorter formulas to handle. Recall that we have fixed the orthonormal
basis {b1, b2, b3} where

b1 =





1
0
0



 and n =





n1

n2

n3



 .

Using these expressions we can compute the coefficients of the matrix CM2
n and obtain

CM2
n =

















ρ

[(

1

a
− 1

)

n2
1 + 1

]

ρ
(

1
a − 1

)

n1n2 ρ
(

1
a − 1

)

n1n3
(

1

a
− 1

)

n1n2

(

1
a − 1

)

n2
2 + 1

(

1
a − 1

)

n2n3
(

1

a
− 1

)

n1n3

(

1
a − 1

)

n2n3

(

1
a − 1

)

n2
3 + 1

















It is already clear that 1 is an eigenvalue of CM2
n. Indeed, using expression (4.59), it turns out

that CM2
nv = v for every vector v in the orthogonal space to Span{b1, n}. In order to find the

other eigenvalues of CM2
n, we use the standard procedure and look for the solutions w of the

equation det
(

CM2
n − wI

)

= 0. A direct computation gives

det
(

CM2
n − wI

)

=

{

ρ

[(

1

a
− 1

)

n2
1 + 1

]

− w

}

[

w2 − (δ + 1)w + δ
]

− ρ

(

1

a
− 1

)2

n2
1

(

n2
2 + n2

3

)

(1− w), (4.60)

where

δ :=

(

1

a
− 1

)

(

n2
2 + n2

3

)

+ 1.

Now, since
[

w2 − (δ + 1)w + δ
]

= (w − 1)(w − δ), we use the fact that 1 − n2
2 − n2

3 = n2
1 and

rewrite (4.60) as

det
(

CM2
n − wI

)

= (w − 1)P (w), (4.61)

where

P (w) = −w2 +
1

µ2
g(n2

1)w − µ1

µ2a
,
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and g is defined in (4.56). The zeros of P are

g(n2
1)±

√

g2(n2
1)− 4µ1µ2

a

2µ2

and

∆(t) := g2(t)− 4
µ1µ2

a
= (µ2 − µ1)

2

(

1− 1

a

)2

t2

+ 2(µ2 − µ1)

(

1− 1

a

)

(

µ1 +
µ2

a

)

t+
(

µ1 −
µ2

a

)2

≥ 0 for every 0 ≤ t ≤ 1. (4.62)

Thus, looking at (4.61), we have that the spectrum of CM2
n is

{

1,
g(n2

1) +
√

∆(n2
1)

2µ2
,
g(n2

1)−
√

∆(n2
1)

2µ2

}

.

Recalling (4.58), multiplying these eigenvalues by µ2 gives the spectrum of BM2
n, which is the

same of MnBMn.
In order to prove (4.57), let us introduce the function

f(t) := µα
2 +

[

g(t) +
√

∆(t)

2

]α

+

[

g(t)−
√

∆(t)

2

]α

,

and observe that f(n2
1) = tr(MnBMn)

α. Now, we differentiate f in (0, 1):

f ′(t) =
αg′(t)
√

∆(t)

[(

g(t) +
√

∆(t)

2

)α

−
(

g(t)−
√

∆(t)

2

)α]

for every 0 < t < 1.

This tells us that

f ′(t) > 0 for every 0 < t < 1,

since g′(t) = (µ2 − µ1)
(

1− 1
a

)

> 0 and ∆(t) > 0 for every t > 0 (see (4.62)). Thus,

f(0) ≤ f(t) for every 0 < t ≤ 1,

and therefore

f(0) = µα
2 + µα

1 +
(µ2

a

)α

= min
n∈S2

f(n2
1) = min

n∈S2
tr(MnBMn)

α. (4.63)

Finally, observe that

f(0) = tr(MnBMn)
α, where n =





0
n2

n3



 ∈ (Span{b1})⊥ . (4.64)

Considering (4.63) and (4.64), the proof of (4.57) is completed.

4.4. Stress-strain response through quasiconvex envelopes

Although the free energy density obtained in the previous section minimizing with respect
to n is not quasiconvex, nevertheless this notion of convexity plays an essential role in predicting
global features of the material response of nematic elastomers: the passage from the mesoscopic to
the macroscopic free energy is achieved by quasiconvexification and the quasiconvex hull of the set
of the energy wells has a very clear physical interpretation as the set of macroscopic deformation
gradients achievable by minimum–energy microstructures. Indeed, minimization with respect
to n leads to a loss of stability of homogeneously deformed states with respect to configurations
exhibiting shear bands (stripe domains, which are indeed observed experimentally, see Figure 4.2).
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Figure 4.2. Comparison between experimental data from [68] and numerical
results from [28]. This is a stretching test on a sample of nematic elastomer ma-
terial with clamped lateral edges. In the second picture the grey scale represents
the cosine of the angle between the nematic director and the horizontal, and the
vertical arrows represent the direction of the nematic director at the beginning
of the experiment and of the simulation.

Using the arguments of [31], we will see that the quasiconvex envelope W qc of the energy
density W defined in (4.36) is given by

W qc(F ) = inf
w∈W1,∞(Ω;R3)

w(x)=Fx on ∂Ω

1

|Ω|

∫

Ω

W (∇w(x)) dx , (4.65)

where Ω is an arbitrary bounded open set with |∂Ω| = 0 and w is an arbitrary Lipschitz con-
tinuous displacement field perturbing the affine state y(x) = Fx and vanishing on ∂Ω. Stable
materials are characterized by W qc ≡ W . If, for some F , W qc(F ) < W (F ), then the state of
homogeneous deformation F is unstable: the material shows an energetic preference to develop
spatially modulated deformations with gradient F +∇w(x) (typically, shear bands) at fixed av-
erage deformation F . The minimal energy cost to maintain the state of average deformation F
is W qc(F ), rather than W (F ), and this is achieved through domain patterns with length scales
which are very small compared to the size of the domain Ω.

For energies such as (4.36), an explicit formula for their quasiconvex envelope is available,
thanks to [31]. Figure 4.3 gives a sketch of the sets L, I1, and S appearing in the following
proposition. To simplify the notation, let us introduce the set

Σ := {F ∈ M3×3 : detF = 1},

which models the incompressibility of the elastomer. Note that

F ∈ Σ ⇒ λ3(Cof F ) =
1

λ1(F )
. (4.66)

Proposition 4.8. Let W be the energy density given by (4.36), with ci > 0 and γi ≥ 2.
Consider the following sets of 3×3 matrices:

L :=
{

F ∈ Σ : λ3(Cof F ) ≤ a
1
6

}

, (4.67)

I1 :=
{

F ∈ Σ : λ3(Cof F ) ≥ a
1
6 , λ3(Cof F ) ≥ a−

1
2 λ23(F )

}

, (4.68)

S :=
{

F ∈ Σ : λ3(Cof F ) ≤ a−
1
2 λ23(F )

}

. (4.69)
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Then, the quasiconvex envelope W qc of W is given by

W qc(F ) = inf
ϕ∈W1,∞(Ω;R3)

ϕ(x)=Fx on ∂Ω

1

|Ω|

∫

Ω

W (∇ϕ(x))dx

=



























0 if F ∈ L
N
∑

i=1

ci
γi

[

(

a
1
6λ1(F )

)γi

+ 2

(

1

a
1
6 λ1(F )

)

γi
2

− 3

]

if F ∈ I1,

W (F ) if F ∈ S
+∞ otherwise

(4.70)

Note that in the (λ3(F ), λ3(Cof F ))–plane the set where detF = 1 is the set bounded by the

curves λ3(Cof F ) =
√

λ3(F ) and λ3(Cof F ) = λ23(F ). In view of (4.66), this is due to the fact
that

F ∈ Σ ⇒ λ3(Cof F ) ≤ λ23(F ), λ3(Cof F ) ≥
√

λ3(F ).

Also, it is easy to see that L ∪ I1 ∪ S = Σ.
Let us postpone the proof of Proposition 4.8 and note that each summand in (4.36) is of the

form
ci
γi

[(

λ1(F )

e1

)γi

+

(

λ2(F )

e2

)γi

+

(

λ3(F )

e3

)γi

− 3

]

, detF = 1, (4.71)

where
0 < e1 ≤ e2 ≤ e3 are such that e1e2e3 = 1. (4.72)

In [31] explicit formulas for the quasiconvex envelopes of functions like (4.71) are given. Now,
in order to conclude that (4.70) holds, we cannot directly use the result of [31], because it is
not always true that the quasiconvex envelope of a sum is the sum of the quasiconvex envelopes.
Thus, for sake of completeness, in the following Theorem 4.10 we give the results of [31] for
functions of the type

f(F ) :=











N
∑

i=1

ci
γi

[(

λ1(F )

e1

)γi

+

(

λ2(F )

e2

)γi

+

(

λ3(F )

e3

)γi

− 3

]

if F ∈ Σ,

+∞ otherwise.

(4.73)

Note that (4.73) includes (4.36) for e1 = e2 = a−
1
6 and e3 = a

1
3 and, in particular, includes

[BTW] model for N = 1 and γ1 = 2. By the standard arithmetic–geometric mean inequality, we
have that

(

λ1(F )

e1

)γi

+

(

λ2(F )

e2

)γi

+

(

λ3(F )

e3

)γi

≥ 3

(

detF

e1e2e3

)

γi
3

= 3. (4.74)

Thus, f is a nonnegative function and f(F ) = 0 if and only if

F ∈ K := {F ∈ Σ : λi(F ) = ei, i = 1, 2, 3}.
Referring to Subsection 1.2.1 for the following notions of convexities and hulls, the quasiconvex
hull of K is given by the following theorem. We recall in particular that the set K(2) is involved
in characterization of the lamination convex hull K lc of Proposition 1.9. An important result
contained in [31] is the following.

Theorem 4.9.

K(2) = K lc = Krc = Kqc = Kpc = {F ∈ Σ : Λ(F ) ⊆ [e1, e3]} .
We refer the reader to [31] for the proof of this theorem. We remark that the constraint

Σ is stable under taking the lamination convex hull. Indeed, consider A, B ∈ Σ such that
rank (A−B) = 1. Let λ ∈ (0, 1) and note that, up to a change of coordinates, we have that

λA+ (1 − λ)B = B + λ





r1 0 0
r2 0 0
r3 0 0



 .
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Thus, since the determinant is a multilinear function of the columns, we have that det(λA+(1−
λ)B) = detB = 1.

To prove Proposition 4.8, it is sufficient to apply the following theorem with e1 = e2 = a−
1
6

and e3 = a
1
3 .

Theorem 4.10. Let f be given by (4.72) and (4.73). Then, for every F ∈ M3×3 and every
bounded open set Ω ⊆ R3 with |∂Ω| = 0,

f qc(F ) = inf
ϕ∈W1,∞(Ω;R3)

ϕ(x)=Fx on ∂Ω

1

|Ω|

∫

Ω

f(∇ϕ(x))dx (4.75)

=















































0 if F ∈ L,
N
∑

i=1

ci
γi

[

(

λ1(F )

e1

)γi

+ 2

(

e1
λ1(F )

)

γi
2

− 3

]

if F ∈ I1,

f(F ) if F ∈ S,
N
∑

i=1

ci
γi

[

(

λ3(F )

e3

)γi

+ 2

(

e3
λ3(F )

)

γi
2

− 3

]

if F ∈ I3,

+∞ otherwise,

(4.76)

where

L :=

{

F ∈ Σ : λ3(F ) ≤ e3, λ3(Cof F ) ≤
1

e1

}

,

I1 :=

{

F ∈ Σ : λ3(Cof F ) ≥
1

e1
, λ3(Cof F ) ≥ γ∗λ23(F )

}

,

S :=
{

F ∈ Σ :
√

Γ∗λ3(F ) ≤ λ3(Cof F ) ≤ γ∗λ23(F )
}

,

I3 :=
{

F ∈ Σ : λ3(F ) ≥ e3, λ3(Cof F ) ≤
√

Γ∗λ3(F )
}

,

(4.77)

and

γ∗ :=
e2
e3
, Γ∗ :=

e2
e1
. (4.78)

As we will see in the proof, f qc turns out to be polyconvex. Also, note that L = Kqc, in view
of Theorem 4.9. In particular, we see that f qc = 0 on Kqc.

Proof of Theorem 4.10. Following [31], the proof proceeds in three steps:

(i) finding an upper bound f̃ for f rc such that f̃ ≤ f ;

(ii) establishing that f̃ is polyconvex, so that f rc = fpc = f̃ ;

(iii) showing that f qc ≤ f̂ ≤ fpc, where f̂ is the function on the right hand side of (4.75).

Step (i). Consider the function f̃ : M3×3 → [0,∞] defined as the right hand side of (4.76).

It is easy to see that f̃ ≤ f . Moreover, as done in the proof of [31, Proposition 1], it can be

showed that f rc ≤ f̃ and that for every F ∈ Σ there exist m ∈ {1, ..., 4}, λ1, ..., λm ⊆ [0, 1], and
F1, ..., Fm ∈ Σ, such that

F =
m
∑

i=1

λiFi and f̃(F ) = f(Fi), for i = 1, ...,m.



4.4. STRESS-STRAIN RESPONSE THROUGH QUASICONVEX ENVELOPES 75

Step (ii). In order to prove that f̃ is polyconvex, consider the function ψ : R2
+ → R defined by

ψ(s, t) :=



















































0 if (s, t) ∈ L̃,
N
∑

i=1

ci
γi

[(

1

e1t

)γi

+ 2(e1t)
γi
2 − 3

]

if (s, t) ∈ Ĩ1,

N
∑

i=1

ci
γi

[(

1

e1t

)γi

+

(

t

e2s

)γi

+

(

s

e3

)γi

− 3

]

if (s, t) ∈ S̃,

N
∑

i=1

ci
γi

[(

s

e3

)γi

+ 2
(e3
s

)

γi
2 − 3

]

if (s, t) ∈ Ĩ3,

and

L̃ := [0, e3]×
[

0,
1

e1

]

,

Ĩ1 :=

{

(s, t) ∈ R2
+ : t ≥ 1

e1
, t ≥ γ∗s2

}

,

S̃ :=
{

(s, t) ∈ R2
+ :

√
Γ∗s ≥ t ≤ γ∗s2

}

,

Ĩ3 :=
{

(s, t) ∈ R2
+ : s ≥ e3, t ≤

√
Γ∗s
}

,

where γ∗ and Γ∗ are defined as in (4.78). In [31, Proposition 2] it is shown that every summand
of ψ is convex and nondecreasing in its arguments. Hence, ψ is convex and nondecreasing in its
arguments. The same arguments of the proofs of [31, Proposition 3, Theorem 3] then give that

f̃ is polyconvex, because f̃(F ) = ψ(λ3(F ), λ3(Cof F )), if F ∈ Σ.
Step (iii). Note that Theorem 4.10 does not follows automatically from the previous steps,
because quasiconvexity does not imply rank–one convexity for functions which take values in
R ∪ {+∞}. To close this gap, the authors in [31] use the following result by Müller and S̆verák
[53, Lemma 4.1] particularized to a subset V of Σ and to the lamination convex hull of V .

Lemma 4.11. Let Ω ⊆ Rn be a bounded domain, let V be an open set in Σ, and F ∈ V lc.
Then, for every ε > 0 there exists a piecewise affine Lipschitz function yε : Ω → Rm such that
∇uε ∈ V lc a.e. in Ω and

|{x ∈ Ω : ∇uε(x) /∈ V }| ≤ ε|Ω|, uε(x) = Fx on ∂Ω.

Let us introduce the function f̂ : M3×3 → [0,∞] defined by

f̂(F ) := inf
ϕ∈W 1,∞

0 (Ω;R3)

1

|Ω|

∫

Ω

f(F +∇ϕ(x))dx, for every F ∈ M3×3, (4.79)

for some open bounded set Ω ⊆ R3 with |∂Ω| = 0. Firstly, note that, by definition, every

quasiconvex function g : M3×3 → R ∪ {+∞} such that g ≤ f satisfies also g ≤ f̂ . Indeed, for

every ϕ ∈W 1,∞
0 we have that

g(F ) ≤ 1

|Ω|

∫

Ω

g(F +∇ϕ)dx ≤ 1

|Ω|

∫

Ω

f(F +∇ϕ)dx ≤ f̂(F ).

In particular, we have that

fpc ≤ f qc ≤ f̂ . (4.80)

If one shows that
f̂ ≤ fpc, (4.81)

this inequality together with (4.80) gives that f qc = fpc = f̂ and in turn, in view of the definition

of f̃ and of Step (ii), concludes the proof of the theorem. To prove (4.81) the idea is to construct,
for every δ > 0 and every F ∈ Σ, a function ϕδ,F ∈W 1,∞ such that ϕδ,F (x) = Fx on ∂Ω and

∫

Ω

f(∇ϕδ,F )dx ≤ |Ω|fpc(F ) + O(δ), (4.82)
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where O(δ) → 0, as δ → 0. This implies (4.81). From Step (ii) we have that fpc = f̃ . Thus,
using Step (i), we obtain that for every F ∈ Σ there exist m ∈ {1, ..., 4}, λ1, ..., λm ⊆ [0, 1], and
F1, ..., Fm ∈ Σ, such that

F =

m
∑

i=1

λiFi and fpc(F ) = f(Fi), for i = 1, ...,m.

Set Σ̃ := {F1, ..., Fm} and define, for every δ > 0 arbitrarily small

Vδ := {F ∈ Σ : d(F, Σ̃) ≤ δ}, ωδ := sup
G∈Vδ

f(G)− fpc(F ).

Since f is continuous on Σ, then ωδ → 0, as δ → 0. Lemma 4.11 provides a piecewise affine
Lipschitz map ϕδ,F : Ω → R3 such that ∇ϕδ,F ∈ V rc

δ a.e.,

|{x ∈ Ω : ∇ϕδ,F (x) /∈ Vδ}| ≤ δ|Ω|, and ϕδ,F (x) = Fx on ∂Ω.

Now, V lc
δ ⊆ V lc

1 for every δ arbitrarily small and, since Σ is stable under taking the lamination
convex hull, it turns out that V lc

1 is a bounded set contained in Σ. Therefore, if M is an upper
bound for f on V lc

1 ,

∫

Ω

f(∇ϕδ,F )dx ≤ |{x ∈ Ω : ∇ϕδ,F (x) ∈ Vδ}|(fpc(F ) + ωδ) + δ|Ω|M

≤ |Ω|fpc(F ) + |Ω|(ωδ + δM).

Hence, 4.82 is true with O(δ) := |Ω|(ωδ + δM) and this concludes the proof of the theorem. �
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Figure 4.3. Level curves of the quasiconvex envelope (4.70) of the Ogden–type
energy (4.36) and illustration of the sets L, I1, and S appearing in its definition
(a = 4).

From the expression of W qc in (4.70) we obtain that in the region L the response of the
system in completely soft and the nematic elastomer behaves essentially like a liquid. On the
other hand, in the region S the expression of W qc is equal to W and describes an Ogden–type
rubber, so that the material behaves like an elastic solid. In the intermediate region I1, the energy
W qc depends only on the smallest singular value of the deformation gradient and the material
response is intermediate between liquid and solid.
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Remark 4.12. For sake of completeness, we remark that the quasiconvexification of the
Mooney–Rivlin model W2 given by (4.38) has been obtained by Šilhavý in [61]. We have that

W qc
2 (F ) =



















0 if F ∈ L

c1
2

[

(

a
1
6λ1(F )

)2

+
2

a
1
6λ1(F )

− 3

]

+
d1
2

[

(

1

a
1
6λ1(F )

)2

+ 2a
1
6λ1(F )− 3

]

, if F ∈ I1,

W2(F ) if F ∈ S,

where L, I1, and S are the sets defined in (4.67)–(4.69).

In the rest of this section we will use the knowledge of the quasiconvex envelope W qc (see
(4.70)) of W (see (4.36)) to examine the mechanical response of a sample tested in pure shear,
through stress–strain curves. Pure shear is a plane strain condition (also called plane strain
extension) often used in classical rubber elasticity to assess the performance of constitutive models,
see [54, 66] and Figure 4.6 for a sketch illustrating these laoding conditions. We are unaware
of experimental results on nematic elastomers that exploit this geometry, which we propose for
future investigations. In fact, stress–strain curves have been typically obtained, up to now, from
uniaxial extension tests on narrow strips of thin films (we refer to [9, 16, 17] for theoretical results
on uniaxial extension in thin film geometries, and to [35, 55] for the corresponding experimental
measurements).
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δ

Figure 4.4. Level curves of the Ogden–type energy (4.85) with a = 4, c1 = 1,
γ1 = 4, arbitrary units. The dashed (red) line gives the zero level set describing
the spontaneous deformations that minimize the energy density.

Plane strain conditions lead to a simplified expression forW (F ) (which becomes a function of
λ3(F ) alone) and to a very transparent representation of the quasiconvex envelope in (λ, δ)–plane,
where λ and δ denote applied stretch and shear, respectively. We start by rewriting the energy
given in (4.36) as

W (F ) =

N
∑

i=1

ci
γi

[(

λ1(F )

a−
1
6

)γi

+

(

λ2(F )

a−
1
6

)γi

+

(

λ3(F )

a
1
3

)γi

− 3

]

. (4.83)

Consider the plane strain conditions encoded by the deformation gradient

F (λ, δ) =







a−
1
6 0 0

0 λ δ

0 0 a
1
6

λ






, (4.84)
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Figure 4.5. Level curves of the quasiconvex envelope of the Ogden–type energy
(4.85) with a = 4, c1 = 1, γ1 = 4, arbitrary units. The shaded (red) region gives
the set of macroscopic strains that can be accommodated at zero energy.

where λ > 0. From the expression of F (λ, δ) it is clear that a−
1
6 is a singular value and that

λ3(F (λ, δ)) 6= a−
1
6 , because F (λ, δ) ∈ Σ and a > 1. Thus, the expression (4.83) with F = F (λ, δ)

simplifies to

W (F (λ, δ)) =
N
∑

i=1

ci
γi

[

1 +

(

a
1
3

λ3

)γi

+

(

λ3

a
1
3

)γi

− 3

]

, (4.85)

where λ3 = λ3(F (λ, δ)), with equality holding if and only if λ3 = a
1
3 . Referring now to and

(4.67)–(4.70), we observe that if λ3 ≤ a
1
3 , then F (λ, δ) ∈ L∩I1, and if λ3 ≤ a

1
3 , then F (λ, δ) ∈ S,

so that

W qc(F (λ, δ)) =

{

0 if λ3(F (λ, δ)) ≤ a
1
3 ,

W (F (λ, δ)) if λ3(F (λ, δ)) ≥ a
1
3 .

(4.86)

Simple computations give

λ23(F (λ, δ)) =
1

2

(

λ2 + δ2 +
a

1
3

λ2

)

+
1

2

√

√

√

√

(

λ2 + δ2 +
a

1
3

λ2

)2

− 4a
1
3 ,

and λ3(F (λ, δ)) ≤ a
1
3 if and only if λ ∈

[

a−
1
6 , a

1
3

]

and |δ| ≤ δ∗(λ), where

δ∗(λ) :=
1

λ

(

λ2 − 1

a
1
3

)
1
2 (

a
2
3 − λ2

)
1
2

. (4.87)

This allows us to rewrite (4.86) as

W qc(F (λ, δ)) =

{

0 if λ ∈
[

a−
1
6 , a

1
3

]

and |δ| ≤ δ∗(λ),

W (F (λ, δ)) otherwise.
(4.88)

Level curves of energy

f(λ, δ) :=W (F (λ, δ)).

and of (4.88) are shown in Figures 4.4 and 4.5. These plots clearly illustrate that, in fact,

W qc(F (λ, δ)) = f c(λ, δ).

Observe that at a macroscopic unsheared (δ = 0) deformation with λ ∈
(

a−
1
6 , a

1
3

)

the

energy W qc(F (λ, 0)) = f c(λ, 0) = 0 can be obtained by combining the microscopic deformation
states (λ,±δ∗(λ)), with alternating equal and opposite shears of magnitude δ∗ given by (4.87),
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in a stripe domain configuration with stripes of equal width and parallel to the direction x2 of
imposed stretch (see [14, 16, 17, 30] for further details and Figure 4.6 for a sketch).

���

���


�δ��λ�

��

λ

��

Figure 4.6. Sketch of the geometry for the pure shear experiment, and stripe
domain patterns with alternating shears ±δ∗(λ) on stripes of thickness 1/2h,

h ≫ 1, providing the lowest energy configurations for stretches λ ∈
(

a−
1
6 , a

1
3

)

in the plateau region.

Since ∂
∂δf(λ, 0) = 0 (note that f is even in the δ variable), δ = 0 always gives a stationary

point for f(λ, ·). This equilibrium state is, however, unstable if λ ∈
(

a−
1
6 , a

1
3

)

(the energy plots

in Figures 4.4 and 4.7 show a local maximum at δ = 0 along lines with constant λ, leading
to a negative shear modulus). Since, as already mentioned, the macroscopic deformation state
(λ, δ = 0) can be resolved by a stripe domain pattern alternating the states (λ,±δ∗(λ)) in stripes
of equal width at a smaller (in fact, zero) energy cost, we have W qc(F (λ, 0)) =W (F (λ,±δ∗(λ)))
(see Figure 4.6), and the quasiconvex envelopeW qc can be used to obtain a stable, macroscopically
unsheared state of minimal energy for all imposed stretches λ > 0. The corresponding stresses
can be computed from

σ(λ) :=
∂

∂λ
f c(λ, 0) =











0 if a−
1
6 ≤ λ ≤ a

1
3 ,

N
∑

i=1

ci

[

− a
γi
3

λγi+1
+
λγi−1

a
γi
3

]

if λ ≥ a
1
3 .

(4.89)
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Figure 4.7. Sections of the Ogden–type energy (4.85) (dashed line) and of its
quasiconvex envelope (4.88) (full line) at constant λ = 1 (left) and at constant
δ = 0 (right). The energy is in arbitrary units, the material parameter values
are a = 4, c1 = 1, γ1 = 4.
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In order to obtain the last equality we have used the fact that, since

λ3(F (λ, 0)) =







a
1
6

λ
if 0 < λ ≤ a

1
12 ,

λ if λ ≥ a
1
12 ,

we also have

f c(λ, 0) =W qc(F (λ, 0)) =



































N
∑

i=1

ci
γi

[

1 +
(

a
1
6λ
)γi

+

(

1

a
1
6 λ

)γi

− 3

]

if 0 < λ < a−
1
6 ,

0 if λ ∈
[

a−
1
6 , a

1
3

]

,
N
∑

i=1

ci
γi

[

1 +

(

a
1
3

λ

)γi

+

(

λ

a
1
3

)γi

− 3

]

if λ > a
1
3 .
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Figure 4.8. Stress–strain response in plane strain extension (pure shear). The
dashed line comes from the Neo–Hookean expression obtained from (4.89) with
N = 1, c1 = 2, γ1 = 2, the full curve from the Ogden–type expression obtained
from (4.89) with N = 1, c1 = 1, γ1 = 4 (a = 4, arbitrary units).

Figure 4.8 shows force–stretch curves for the plane strain extension experiment (4.84) starting
from the minimal energy configuration associated with a director uniformly aligned with x3 (this

is given by λ = a−
1
6 , δ = 0). Let us focus for simplicity on the Ogden–type expression (4.85)

with N = 1, that is

W (F (λ, δ)) =
c1
γ1

[

1 +

(

a
1
3

λ3

)γ1

+

(

λ3

a
1
3

)γ1

− 3

]

, (4.90)

for some γ1 ≥ 2. We note that while the Neo–Hookean model (γ1 = 2) misses the stiffening
response at large imposed stretches, this is captured by expression (4.90) as soon as γ1 > 2, that
is by the simplest expression of an Ogden–type energy density. Indeed, denoting by σNH the
expression given by (4.89) with N = 1, γ1 = 2, and c1 = c, and by σO the same expression with

N = 1, γ1 = γ > 2, and c1 = d, we have that for λ ≥ a
1
3

σNH(λ) = c

[

−a
2
3

λ3
+

λ

a
2
3

]

and σO(λ) = d

[

− a
γ
3

λγ+1
+
λγ−1

a
γ
3

]

. (4.91)

Simple computations show that whereas σNH is concave for every λ > a
1
3 , σO changes concavity

for some λ > a
1
3 . Imposing the conditions γ > 2 and σ′

NH((a
1
3 )+) = σ′

O((a
1
3 )+), the constants in
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(4.91) have to fulfill

c > d, γ =
2c

d
.

In Figure 4.8, the prediction of σNH is compared with that of σO with c = 2, d = 1, and γ = 4. As
is well known, the plateau at zero applied stress is unrealistic, and it is possible to add anisotropic
corrections to ensure that director reorientation need to be triggered by a nonzero minimum stress
level (see, e.g., [14, 17]).





CHAPTER 5

Attainment of minimal energy

In this chapter, we collect two attainment results regarding minimum problems for the free
energy functionals modeling incompressible nematic elastomers. They have been obtained in
collaboration with G. Dal Maso and A. DeSimone. We will consider both the nonlinear model
and the geometrically linear one. In Section 5.1 we treat the nonlinear case and consider energy
densities of the form

W (F ) :=











N
∑

i=1

ci
γi

[(

λ1(F )

e1

)γi

+

(

λ2(F )

e2

)γi

+

(

λ3(F )

e3

)γi

− 3

]

if F ∈ Σ,

+∞ otherwise,

(5.1)

where γi ≥ 2, ci > 0 for every i = 1, ..., N ,

Σ :=
{

F ∈ M3×3 : detF = 1
}

,

and e1, e2, and e3 are three fixed real numbers such that

0 < e1 ≤ e2 ≤ e3, e1e2e3 = 1.

Recall that λ1(F ) ≤ λ2(F ) ≤ λ3(F ) are the orered singular values of F . We have seen in Section
4.3 that an energy density of this type governs the purely mechanical response of incompressible

nematic elastomers if e1 = e2 = a−
1
6 , e3 = a

1
3 , where a is the material parameter appearing in

the definition (1.1) of the nematic tensor Ln. Recalling (4.74), we have that W ≥ 0 and that
W (F ) = 0 if and only if

F ∈ K := {F ∈ Σ : λi(F ) = ei, i = 1, 2, 3} . (5.2)

We will prove that for every piecewise affine Lipschitz map v : Ω → R3 such that

∇v ∈ Σ a.e. in Ω, ess infΩ|λ1(∇v)| > e1, ess supΩ|λ3(∇v)| < e3, (5.3)

there exists a dense set of Lipschitz functions y : Ω → R3 such that

W (∇y) = 0 a.e. in Ω, y = v on ∂Ω.

The same result holds if v satisfying (5.3) is of class C1,α(Ω;R3), for some 0 < α < 1.
In Section 5.2 we will consider the linear case. We will focus on the two dimensional case,

because this will allow us to provide simpler proofs of the results. Referring to Remark 2.3
for the derivation of the geometrically linear model in dimension two, and more in general to
Chapter 2 for the justification of the small strain theory, we will consider the energy density
V (E) := minn∈S1 Vn(E), for every E ∈ Sym(2), where Vn is defined in (2.19). Normalizing
multiplicative constants, the energy V will thus be defined as

V (E) :=

{

min
n∈S1

|E − Ûn|2 if E ∈ Sym0(2),

+∞ otherwise,
(5.4)

where Ûn is given by (2.18). We recall that V governs the purely mechanical response in the
small strain limit. Note that V (E) = 0 if and only if

E ∈ K̂0 :=
{

E ∈ Sym0(2) : E = 2n⊗n− I, for some n ∈ S1
}

=
{

E ∈ Sym0(2) : |E| =
√
2
}

. (5.5)

83
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In fact, we will mainly use the set

K0 :=
{

A ∈ M2×2
0 : symA ∈ K̂0

}

. (5.6)

We will provide a method to find solutions u of class W 1,p
0 , for every 1 ≤ p <∞, to the problem

V (e(u)) = 0 a.e. in Ω. This method gives explicit solutions in the case where Ω is a disk.
We will then prove that for every piecewise affine Lipschitz map w : Ω → R2 such that

divw = 0 a.e. in Ω, ess supΩ|e(w)| <
√
2, (5.7)

there exists a dense set of Lipschitz functions u : Ω → R2 such that

V (e(u)) = 0 a.e. in Ω, u = w on ∂Ω. (5.8)

The same result holds if w satisfying (5.7) is of class C1,α(Ω;R2), for some 0 < α < 1.
The results of this chapter are an application of the theory developed by Müller and Sverák in

[53]. In that paper, the authors use Gromov’s theory of convex integration to study the solutions
of first order partial differential relations ∇y ∈ U a.e. in Ω, where the unknown y : Ω ⊆ Rn → Rm

is a Lipschitz map and U is contained in S := {F ∈ Mm×n : M(F ) = t}, with M(F ) a minor
of F , and t 6= 0. A crucial step in this theory is the construction of a suitable approximation
of U by means of sets Ui relatively open in S and satisfying some technical assumptions (see
Definition 5.3).

In Section 5.1, we provide such an approximation for our set K ⊆ S with S = Σ and apply
the results of [53] directly. The same results for the linear constraint div u = 0 (in place of its
nonlinear version det∇y = 1) are not explicitly stated in [53], and, to our knowledge, are not
available in the literature. Thus, in Section 5.2 we state without proof Theorem 5.11, which is a
linear version of the main result of Müller and Sverák, with slightly simplified assumptions. We
then apply Theorem 5.11 to our minimum problem (5.8), where the condition V (e(u)) = 0 a.e.
in Ω is equivalent to ∇u ∈ K0 a.e. in Ω, and K0 is the set defined in (5.6). In this case, we
exhibit a suitable approximation of K0 by means of sets Ui relatively open in M2×2

0 and satisfying
some technical assumptions (see Definition 5.10). Finally, in Section 5.3, we prove Theorem 5.11
adapting the approach of [53] to the linear constraint div u = 0.

5.1. The nonlinear case

Here and in the following two sections Ω will be a bounded Lipschitz domain of Rn (n = 3 in
this section, n = 2 in the following ones). Recall that this is a sufficient condition forW 1,∞(Ω;Rm)

to agree with the class of Lipschitz functions Lip(Ω;Rm). The set W 1,∞
0 (Ω;Rm) is the set of

Lipschitz functions which are null on the boundary. It is worth pointing out that this definition
differs from the definition of W 1,p

0 (Ω;Rm), for 1 ≤ p < ∞, as the closure of the set C∞
c (Ω;Rm)

in the topology of W 1,p(Ω;Rm).
The following notion will be crucial in the sequel.

Definition 5.1. A map u : Ω → Rm is piecewise affine if u is continuous and there exist
countably many mutually disjoint Lipschitz domains Ωi ⊆ Ω such that

u|Ωi
is affine and L

n

(

Ω \
⋃

i

Ωi

)

= 0.

For every piecewise affine function u, the gradient ∇u(x) is clearly defined for a.e. x. Note
that it may happen that u /∈ W 1,1 even when ∇u is bounded. For instance, in dimension one,
the Cantor–Vitali function is piecewise affine according to the previous definition.

We consider the following problem: find a minimizer of
∫

ΩW (∇y)dx, where W is defined in
(5.1), under a prescribed boundary condition. This problem is equivalent to the following: given
a Dirichlet datum v, find y such that

∇y ∈ K a.e. in Ω, y = v on ∂Ω,

where K, given by (5.2), is the set of the wells of W . We have the following theorem.
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Theorem 5.2. Consider a piecewise affine Lipschitz map v : Ω → R3 such that

∇v ∈ Σ a.e. in Ω, ess infΩ|λ1(∇v)| > e1, ess supΩ|λ3(∇v)| < e3. (5.9)

Then, for every ε > 0 there exists yε : Ω → R3 Lipschitz such that
∫

Ω

W (∇yε)dx = min
y∈v+W 1,2

0

∫

Ω

W (∇y)dx = 0,

and ||yε − v||∞ ≤ ε. The same result holds if v ∈ C1,α(Ω;R3), for some 0 < α < 1, and satisfies
(5.9).

Note that from Theorem 5.2 we have obtained a dense set of minimizers of the energy func-
tional at the level zero: this makes very interesting the study of a dynamic model which is able
to select minimizers. To prove Theorem 5.7, we use the following definition and theorem.

Definition 5.3. Consider K ⊆ Σ. A sequence of sets {Ui} ⊆ Σ, where Ui is open in Σ for
every i, is an in–approximation of K if the following three conditions are satisfied.

1. Ui ⊆ U lc
i+1,

2. {Ui} is bounded,
3. if Fi ∈ Ui and the sequence {Fi} converges to F ∈ M3×3 as i→ ∞, then F ∈ K.

The following theorem is stated and proved in [53].

Theorem 5.4. Suppose that K ⊆ Σ admits an in–approximation {Ui} in the sense of Defi-
nition 5.3. Suppose that v : Ω → R3 is piecewise affine, Lipschitz, and such that

∇v ∈ U1 a.e. in Ω. (5.10)

Then, for every ε > 0 there exists a Lipschitz map yε : Ω → R3 such that

(i) ∇yε ∈ K a.e. in Ω,
(ii) yε = v on ∂Ω,
(iii) ||uε − v||L∞ ≤ ε.

The same result holds if v ∈ C1,α(Ω;R3), for some 0 < α < 1, and satisfies (5.10).

In Section 5.3 we will prove the analogue of Theorem 5.4 in dimension two with the linear
constraint div u = 0 in place of det∇y = 1. From that proof, the importance of the approximation
by open sets relatively open in the constraint (and endowed with the other technical properties)
will emerge.

Proof of Theorem 5.2. As already observed, finding y : Ω → M3×3 such that
∫

ΩW (∇y)dx =

0 is equivalent to finding y : Ω → M3×3 such that ∇y ∈ K a.e. in Ω. Thus, to prove the the-
orem, we can directly apply Theorem 5.4 showing that K admits an in–approximation in the
sense of Definition 5.3. The two inequalities in (5.9) imply that there exist two sequences {ei1},
{ei3} ⊆ (e1, e3) such that

e1 < e11 < ess infΩ|λ1(∇v)| ≤ ess supΩ|λ3(∇v)| < e13 < e3, (5.11)

and

{ei1} strictly decreasing , ei1 → e1, {ei3} strictly increasing , ei3 → e3.

We define

U1 :=
{

F ∈ Σ : Λ(F ) ⊆ (e11, e
1
3)
}

(5.12)

and, to define Ui for every i ≥ 2, we distinguish the following three cases:

(1) if e1 = e2 < e3, we define

Ui :=
{

F ∈ Σ : λ1(F ), λ2(F ) ∈ (ei1, e
i−1
1 ), λ3(F ) ∈ (ei−1

3 , ei3)
}

;
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(2) if e1 < e2 < e3, we consider a strictly increasing sequence {ei2,−} ⊆ (e1, e3) such that

ei2,− → e2 and a strictly decreasing sequence {ei2,+} ⊆ (e1, e3) such that ei2,+ → e2. We

can also suppose that ei1 < ei2,− < ei2,+ < ei3. We define

Ui :=
{

F ∈ Σ : λ1(F ) ∈ (ei1, e
i−1
1 ), λ2(F ) ∈ (ei2,−, e

i
2,+), λ3(F ) ∈ (ei−1

3 , ei3)
}

;

(3) if e1 < e2 = e3, we define

Ui :=
{

F ∈ Σ : λ1(F ) ∈ (ei1, e
i−1
1 ), λ2(F ), λ3(F ) ∈ (ei−1

3 , ei3)
}

.

It is clear that in each of these cases Ui is open in Σ for every i ≥ 1, that {Ui}i≥1 is bounded,
and that if Fi ∈ Ui and Fi → F then Λ(F ) = {e1, e2, e3}. Now, let us check that Ui ⊆ U lc

i+1 for
every i ≥ 1. We note that

U lc
i+1 ⊇

{

F ∈ Σ : Λ(F ) ⊆ (ei+1
1 , ei+1

3 )
}

. (5.13)

To see this, let us focus on case (1) (in the other cases, inclusion (5.13) can be proved similarly).
For every α1 > ei+1

1 arbitrarily close to ei+1
1 and for every α3 < ei+1

3 arbitrarily close to ei+1
3 , we

have that ei+1
1 < α1 < ei1 < ei3 < α3 < ei+1

3 , so that,

{F ∈ Σ : λ1(F ) = λ2(F ) = α1, λ3(F ) = α3} ⊆ Ui+1.

Thus,

{F ∈ Σ : Λ(F ) ⊆ [α1, α3]} = {F ∈ Σ : λ1(F ) = λ2(F ) = α1, λ3(F ) = α3}lc ⊆ U lc
i+1, (5.14)

where the first equality is guaranteed by Theorem 4.9. Therefore, since (5.14) is true for every
α1 > ei+1

1 arbitrarily close to ei+1
1 and for every α3 < ei+1

3 arbitrarily close to ei+1
3 , inclusion

(5.13) follows. The fact that trivially Ui ⊆
{

F ∈ Σ : Λ(F ) ⊆ (ei+1
1 , ei+1

3 )
}

and (5.13) conclude
the proof that condition (1) of Definition 5.3 holds and conclude the proof of the theorem. �

5.2. The geometrically linear case

In this section, we consider the problem of finding a minimizer of the functional
∫

Ω V (e(u))dx,
where V is defined as in (5.4), under a prescribed boundary condition. This problem is equivalent
to the following: given a Dirichlet datum w, find u such that

∇u ∈ K0 a.e. in Ω, u = w on ∂Ω, (5.15)

where K0 is defined as in (5.6).
In order to prove the results of this section, it is useful to recall the following fundamental

corollary of Vitali’s Covering Theorem. We refer the reader to [21] for its proof.

Theorem 5.5 (Corollary of Vitali’s Covering Theorem). Let Ω ⊆ Rn be an open set and
G ⊆ Rn a compact set with |G| > 0. Let G be a family of translated and dilated sets of G such

that for almost every x ∈ Ω and ε > 0 there exists Ĝ ∈ G with diam Ĝ < ε and x ∈ Ĝ.
Then, there exists a countable subset {Gk} ⊆ G such that

⋃

k

Gk ⊆ Ω, Gk ∩Gh = Ø for every k 6= h, L
n

(

Ω \
⋃

k

Gk

)

= 0.

Note that, chosen A ∈ K0, we have that the affine function x 7→ Ax is a trivial solution of
(5.15) with w(x) = Ax. We address the preliminary question whether there exists a (nontrivial)
solution of problem (5.15) with w ≡ 0. We denote by (x, y) the coordinates of a generic point ξ
of R2 and write u = (u1, u2), so that

e(u) =

[

∂xu1
∂yu1+∂xu2

2
∂yu1+∂xu2

2 ∂yu2

]

.

Note that ∇u ∈ K0 a.e. in Ω is equivalent to

div u = 0 and |e(u)| =
√
2 a.e. in Ω, (5.16)
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and these conditions give the following nonlinear system of partial differential equations in Ω:
{

∂xu1 + ∂yu2 = 0,

(∂xu1)
2 +

(

∂yu1+∂xu2

2

)2

= 1.
(5.17)

In order to solve this system, a possible strategy is to choose u as a π
2 –(counterclockwise) rotation

of the gradient of a scalar function, that is

u = (−∂yϕ, ∂xϕ), for some scalar–valued function ϕ. (5.18)

This gives automatically div u = 0 and the constraint on the norm becomes

(∂2xyϕ)
2 +

(

∂2xxϕ− ∂2yyϕ

2

)2

= 1. (5.19)

This a fully nonlinear second–order partial differential equation which does not seem to be studied
yet.

Proposition 5.6. There exists u ∈ W 1,p
0 (Ω;R2), for every 1 ≤ p <∞, such that

∫

Ω

V (e(u))dx = min
w∈W 1,2

0

∫

Ω

V (e(w))dx = 0. (5.20)

If Ω = Br for some r > 0, then

u(x, y) = ± log

(

x2 + y2

r2

)

(−y, x) (5.21)

is a solution to (5.20).

We remark that the case of the disk is very lucky, leading to the explicit solution u defined
in (5.21). Observe that u ∈ C(Br;R2) and that

∇u(x, y) = 2

[

−xy
ρ2 − y2

ρ2 − log
(

ρ
r

)

x2

ρ2 + log
(

ρ
r

)

xy
ρ2

]

,

so that ∇u ∈ C∞(Br \ {0};M2×2). Moreover, e(u) ∈ L∞(Br;M2×2), whereas ∇u is unbounded
about the origin. To find a solution when Ω is not a disk, the strategy is to express Ω as a disjoint
union of a sequence of disks and a null set. This method, which works for homogeneous boundary
conditions, does not provide solutions as explicit as those on disks. Clearly, we cannot exclude
that other explicit solutions defined on domains with some special geometries can be found out.

Proof. Let us proceed as anticipated in (5.18)–(5.19) and look for solutions of (5.19) of the

form ϕ(x, y) = ψ(ρ2), where ρ :=
√

x2 + y2. In this case, equation (5.19) becomes an ordinary
differential equation in ρ:

1 = (4xyψ′′)2 +

(

4x2ψ′′ − 4y2ψ′′

2

)2

= 4ρ4(ψ′′)2,

which gives ϕ(x, y) = ψ(ρ2) = ± 1
2

(

ρ2 log ρ2 − 1
)

+ C1ρ
2 + C2. Setting u = (−∂yϕ, ∂xϕ) and

imposing u = 0 on ∂B(0, r) we obtain (5.21). By Theorem 5.5, there exists a countable collection
{Bi} of disjoint closed disks in Ω such that

L
2

(

Ω \
⋃

i

Bi

)

= 0.

Let ξi ∈ R2 and ri > 0 be the center and the radius of the ball Bi, respectively. The function
defined by

ui(ξ) := riu

(

ξ − ξi
ri

)

, for every ξ ∈ Bi,
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is such that div ui = 0 and |e(ui)| =
√
2 a.e. in Bi, and ui = 0 on ∂Bi. Now, define

u :=







0 on Ω \
⋃

i

Bi,

ui on Bi, for every i.

This function is a solution to our problem. To see this, let us introduce the functions

uk :=











0 on Ω \
k
⋃

i=1

Bi,

ui on Bi, for every i = 1, ..., k.

Extending each ui at zero outside Bi, we can also write u =
∑

i ui1Bi and u
k =

∑k
i ui1Bi and it

is clear that

uk(x) → u(x), as k → ∞, for every x ∈ Ω. (5.22)

Since |e(uk)| ≤
√
2 a.e. in Ω, we have that {uk} is equibounded in W 1,2

0 (Ω;R2), by Korn’s
inequality (see Theorem 1.14). This fact, together with the pointwise convergence (5.22) gives

that u ∈ W 1,2
0 (Ω;R2). Finally, the fact that div u = 0 and |e(u)| =

√
2 a.e. in Ω comes from

the definition of u itself, from the corresponding properties of ui on Bi, and from the fact that
L 2 (Ω \⋃iBi) = 0. Another application of Korn’s inequality and the fact that |e(u)| =

√
2 a.e.

in Ω then implies u ∈ W 1,p
0 (Ω;R2), for every 1 ≤ p <∞. �

In Section 2.2 we have used a relaxation result of [12] applied to nematic elastomers’ ge-
ometrically linear model in three dimension. Clearly, the same result holds in two dimensions
and tells us that the relaxation of the functional

∫

Ω
V (e(u))dx in the weak sequential topology of

W 1,2 is given by
∫

Ω V
qce(e(u))dx (for every u such that div u = 0), where V qce is the quasiconvex

envelope on linear strains of V (see Definition 1.6) and it is given by

V qce(E) :=

{

min
Q∈Q

|E −Q|2 if A ∈ Sym0(2)

+∞ otherwise,

where

Q := {E ∈ Sym0(2) with eigenvalues in [−1, 1]}.
In particular, for every v ∈W 1,2(Ω;R2) such that

div v = 0 and |e(v)| ≤
√
2 a.e. in Ω, (5.23)

inf
u∈v+W 1,2

0

∫

Ω

V (e(u))dx = min
u∈v+W 1,2

0

∫

Ω

V qce(e(u))dx = 0. (5.24)

The following theorem tells us essentially that if ess supΩ|e(v)| <
√
2, then there exists a minimizer

of the unrelaxed functional too.

Theorem 5.7. Consider a piecewise affine Lipschitz map v : Ω → R2 such that

div v = 0 a.e. in Ω, ess supΩ|e(v)| <
√
2. (5.25)

Then, for every ε > 0 there exists uε : Ω → R2 Lipschitz such that
∫

Ω

V (e(uε))dx = min
u∈v+W 1,2

0

V (e(u))dx = 0,

and ||uε − v||L∞(Ω;R2) ≤ ε. The same result holds if v ∈ C1,α(Ω;R2), for some 0 < α < 1, and
satisfies (5.25).

Condition 5.23 and equalities (5.24) leads to suppose that the result of Theorem 5.7 can

be obtained even with |e(v)| ≤
√
2 a.e.. Nevertheless, the proof of Theorem 5.7, based on the

following definitions and on Theorem 5.11, strongly relies on the fact that ess supΩ|e(v)| <
√
2.
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Definition 5.8. For every set U ⊆ M2×2, we define

Ũ := {(1− λ)A + λB : A,B ∈ U, 0 ≤ λ ≤ 1, rank(A−B) = 1}.
Remark 5.9. Observe that if U ⊆ M2×2

0 is open in M2×2
0 , then Ũ is open in M2×2

0 . To see

this, consider C ∈ Ũ and suppose that C +D ∈ M2×2
0 . We want to show that C +D ∈ Ũ if |D|

is sufficiently small. We have that C = (1 − λ)A + λB for some 0 ≤ λ ≤ 1 and some A, B ∈ U .
Note that A+D, B +D ∈ M2×2

0 and that A+D, B +D ∈ U if |D| is sufficiently small, in view

of the fact that U is open in M2×2
0 . Thus, C +D ∈ Ũ , because

C +D = (1− λ)(A +D) + λ(B +D),

and rank[(A+D)− (B +D)] = 1.

Note that Ũ this is the first set among those which recursively define the lamination convex
hull of U , according to Proposition 1.9. Indeed, to prove Theorem 5.7, we will use Theorem
5.11, which is a slightly simplified version of Theorem 5.4 where instead of considering K ⊆ Σ
endowed with an in–approximation, we useK0 ⊆ M2×2

0 endowed with a strong–in–approximation,
according to the following definition.

Definition 5.10. Consider K0 ⊆ M2×2
0 . A sequence of sets {Ui} ⊆ M2×2

0 , where Ui is open

in M2×2
0 for every i, is a strong–in–approximation of K0 if the following three conditions are

satisfied.

1. Ui ⊆ Ũi+1,
2. {Ui} is bounded,
3. if Fi ∈ Ui and the sequence {Fi}i converges to F ∈ M2×2 as i→ ∞, then F ∈ K0.

Theorem 5.11. Suppose that K0 ⊆ M2×2
0 admits a strong–in–approximation {Ui} in the

sense of Definition 5.10. Suppose that v : Ω → R2 is piecewise affine, Lipschitz, and such that

∇v ∈ U1 a.e. in Ω.

Then, for every ε > 0 there exists a Lipschitz map uε : Ω → R2 such that

(i) ∇uε ∈ K0 a.e. in Ω,
(ii) uε = v on ∂Ω,
(iii) ||uε − v||L∞ ≤ ε.

We devote Section 5.3 to the proof of this theorem. Now, let us apply it to prove Theorem
5.7. In order to do this, we have to exhibit a strong–in–approximation of the set K0 (defined by

(5.5)–(5.6)) in the sense of Definition 5.10. Observe that every E ∈ Sym0(2) such that |E| =
√
2

can be written as

E =

[

e1 e2
e2 −e1

]

, with e21 + e22 = 1.

Thus, we can represent every A ∈ K0 in the following way:

A = symA+ skwA =

[

a1 a2
a2 −a1

]

+

[

0 a3
−a3 0

]

=

[

a1 a2 + a3
a2 − a3 −a1

]

,

where a21 + a22 = 1. Denoting a := (a1, a2), the set K0 has the equivalent expression

K0 = {A ∈ M2×2
0 : |a| = 1},

and it is easy to verify that, for every A, B ∈ K0, the condition rank (A−B) = 1 is equivalent to

(a3 − b3)
2 = |a− b|2. (5.26)

Since a strong–in–approximation has to be bounded, we will have to replace K0 by the
bounded set

Km
0 := {A ∈ K0 : |a3| ≤ m},

for some m ≥ 2. Also, we will use the set

Cm :=
{

A ∈ M2×2
0 : |a3| ∈ (m− 1,m) and |a| < |a3| −m+ 1

}

.
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Proof of Theorem 5.7. Suppose v : Ω → R2 to be piecewise affine and Lipschitz. Since
by hypothesis

M := ess supΩ
|e(v)|√

2
< 1,

by choosing max{1/2,M} < r0 < 1, we have that

∇v ∈ U1 :=
{

A ∈ M2×2
0 : |a| < r0 , |a3| < m

}

\ Cm a.e. in Ω, (5.27)

for some m ≥ 2. In order to use Theorem 5.11, we construct a suitable strong–in–approximation
ofKm

0 starting from U1. We consider a strictly increasing sequence {ri}∞i=1 ⊆ R such that ri → 1−

as i→ ∞ and define

Ui := {A ∈ M2×2
0 : ri−1 < |a| < ri , |a3| < m} \ Cm, i = 1, 2, ... (5.28)

See Figure 5.1 for a sketch of the sets Km
0 and Ui. Observe that {Ui} is a bounded sequence

of sets which are open in M2×2
0 . Also, it is clear from the geometry of these sets that whenever

Fi ∈ Ui and Fi → F ∈ M2×2 as i → ∞, then F ∈ Km
0 . It remains to check that the first

condition of Definition 5.10 hold. Consider C ∈ Ui and suppose for simplicity that 0 ≤ c3 < m
(the case −m < c3 < 0 can be treated in a similar way). In particular, we have that |c| < ri and,
if c3 > m− 1, then

|c| ≥ c3 −m+ 1, (5.29)

by definition of Cm. We have to prove that there exist A, B ∈ Ui+1 such that

rank(A−B) = 1 and C = (1− λ)A+ λB, for some 0 ≤ λ ≤ 1.

Recall that the condition rank(A−B) = 1 is equivalent to (5.26). We fix r̃ ∈ (ri, ri+1) and choose

a :=
r̃c

|c| , b := − r̃c

|c| ,

so that |a− b| = 2r̃ and

c = (1− λ)a+ λb, with λ :=
r̃ − |c|
2r̃

.

Choosing a3 = b3 +2, we have that (5.26) is satisfied and a necessary condition for A, B to be in
Ui+1 is given by

−m+ 2r̃ < a3 < m, −m < b3 < m− 2r̃. (5.30)

Now, since the condition c3 = (1− λ)a3 + λb3 must hold, we have

b3 = c3 − |c| − r̃, a3 = c3 − |c|+ r̃. (5.31)

Finally, the choices which have been made are compatible if the inequalities

|c| −m+ r̃ < c3 < |c|+m− r̃, (5.32)

which have been derived comparing (5.30) and (5.31), hold true. If c3 ∈ [0,m− 1], then (5.32) is
true because |c| < ri < r̃ < 1 and in turn

[0,m− 1] ⊆ (|c| −m+ r̃, |c|+m− r̃).

If c3 ∈ (m− 1,m), the first inequality in (5.32) is true because m ≥ 2, and the second inequality
comes from (5.29). It remains to check that A, B ∈ Ui+1. Let us check that A ∈ Ui+1. First,
note that |a| = r̃ ∈ (ri, ri+1). Secondly, observe that, since r̃ ≥ 1/2, we have −m+2r̃ ≥ −m+1.
Thus, in view of (5.30), to prove that A ∈ Ui+1 we are left to check that if m− 1 < a3 < m, then
|a| ≥ |a3|−m+1. This last inequality is equivalent to (5.29), in view of (5.31), and (5.29) is true

if c3 ∈ (m− 1,m) and trivially true if c3 ∈ [0,m− 1]. This finish the proof of Ui ⊆ Ũi+1. Hence,
we have constructed a strong–in–approximation {Ui} of Km

0 ⊆ K0 in the sense of Definition 5.10
and, from (5.27), ∇v ∈ U1 a.e. in Ω. Applying Theorem 5.11, we obtain the first part of the
theorem. It remains to consider the case where v ∈ C1,α(Ω;R2) (and satisfies (5.25)). Proposition
5.12 ensures the existence of a piecewise affine Lipschitz function vδ : Ω → R2 such that div vδ = 0
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a.e. in Ω, ||vδ − v||W 1,∞ ≤ δ, and vδ = v on ∂Ω. If δ is sufficiently small, we have that ∇vδ ∈ U1

a.e. in Ω, where U1 is defined in (5.28), and we can proceed as in the first part of the proof. �

Figure 5.1. Illustration of the sets Km
0 and Ui in the (a1, a2, a3)–space. Ui is

the set bounded by the green lines and circles.

Proposition 5.12. Let u ∈ C1,α(Ω;R2) be such that div u = 0 in Ω.
Then, for every δ > 0 there exists a piecewise affine Lipschitz map uδ : Ω → R2 such that

div uδ = 0 a.e. in Ω,

uδ = u on ∂Ω,

||uδ − u||W 1,∞ ≤ δ.

In order to prove this proposition, we use a procedure already used in [53]. The idea is that
on a ball B(a, r) where rα[∇u]α is sufficiently small, u can be replaced by a map with the same
boundary values which is affine on B(a, r/2). This replacement can be obtained by introducing

first an interpolation between the functions x 7→ u(a)+∇u(a)(x− a) and u in B(a, r) \B(a, r/2)
and then using the following result of Dacorogna [20] to reestablish the constraint.

Theorem 5.13. Let m ≥ 0 be an integer and 0 < α < 1. Let Ω ⊆ Rn be a bounded domain
with a Cm+2,α boundary consisting of finitely many connected components. Set

X :=

{

f ∈ Cm,α(Ω) :

∫

Ω

f(x)dx = 0

}

,

and

Y := {u ∈ Cm+1,α(Ω;Rn) : u = 0 on ∂Ω}.
There exists a bounded linear operator L : X → Y such that

divL(f) = f,

for every f ∈ X.

This theorem tells us that there exists a constant K = K(m,α,Ω) > 0 with the following
property: if f ∈ Cm,α(Ω) satisfies

∫

Ω
f(x)dx = 0, then there exists u ∈ Cm+1,α(Ω;Rn) verifying
{

div u = f in Ω,
u = 0 on ∂Ω,

and such that

||u||Cm+1,α ≤ K||f ||Cm,α .

The proof of Proposition 5.12 is based on a inductive argument which hinges on the following
corollary of Theorem 5.13.
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Corollary 5.14. Let 0 < α < 1. There exists a constant C = C(α) > 0 with the following

property. For every δ > 0, a ∈ R2, r > 0, and every u ∈ C1,α(B(a, r);R2) such that

div u = 0 in B(a, r) and rα[∇u]α ≤ δ, (5.33)

there exists ũ ∈ C0(B(a, r);R2) ∩ C1,α(B(a, r) \B(a, r/2);R2) such that

div ũ = 0 a.e. in B(a, r), (5.34)

∇ũ(x) = ∇u(a) for every x ∈ B(a, r/2), ũ = u on ∂B(a, r/2), (5.35)

r−1||u− ũ||∞ + ||∇u−∇ũ||∞ ≤ Cδ. (5.36)

Note that the function ũ is affine on B(a, r/2).

Proof. Let us first prove the corollary in the case a = 0, r = 1, and u(0) = 0.

Fix a cut-off function ϕ ∈ C∞
c (B1) such that ϕ ≡ 1 on B 1

2
. For every u ∈ C1,α(B1;R2) such

that

div u = 0 in B1 and [∇u]α ≤ δ, (5.37)

we define

u0(x) := ∇u(0)x, for every x ∈ B1,

and the interpolation

û := ϕu0 + (1− ϕ)u, on U := B1 \B 1
2
.

Note that

f := div û = ∇ϕ · (u0 − u), (5.38)

that f ∈ C1,α(U), and that
∫

U

f(x)dx =

∫

∂U

û(x) · νds(x) =
∫

B1

div u(x)dx−
∫

B 1
2

tr∇u(0)dx = 0.

Thus, by Theorem 5.13, there exists L(f) ∈ C1,α(U ;R2) such that divL(f) = f in U , L(f) = 0
on ∂U , and

||L(f)||C1,α(U ;R2) ≤ K||f ||C0,α(U),

where K is a positive constant depending only on α and U . Thus, from (5.38), we have

||L(f)||C1,α(U ;R2) ≤ K̃||u− u0||C0,α(U ;R2), (5.39)

where K̃ > 0 depends on α, U , and ϕ. Now, consider the function

ũ :=

{

u0 on B 1
2
,

û− L(f) on U.

From the properties of L(f) it turns out that ũ ∈ C0(B1;R2) ∩ C1,α(U ;R2), that div ũ = 0 a.e.
in B1, that ∇ũ(x) = ∇u(0) for every x ∈ B 1

2
, and that ũ = u on ∂B1. It remains to check (5.36).

Note that

||∇u−∇u0||∞ = sup
x∈B1\{0}

|∇u(x)−∇u(0)|
|x|α |x|α ≤ [∇u]α,

and that

||u− u0||∞ = sup
x∈B1

∣

∣

∣

∣

∫ 1

0

[∇u(tx)−∇u0(tx)] xdt
∣

∣

∣

∣

≤ ||∇u−∇u0||∞ ≤ [∇u]α. (5.40)

Also, we have that

[u− u0]α = sup
x,y∈B1
x 6=y

1

|x− y|α
∣

∣

∣

∣

∫ 1

0

d

dt
h(t)dt

∣

∣

∣

∣

,
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where h(t) := u(tx+ (1− t)y)− u0(tx+ (1− t)y), for every 0 ≤ t ≤ 1. Thus,

[u− u0]α ≤ sup
x,y∈B1
x 6=y

∫ 1

0

|∇u(tx+ (1− t)y)−∇u(0)|
|x− y|α |x− y|dt

≤ sup
x,y∈B1
x 6=y

∫ 1

0

|∇u(tx+ (1− t)y)−∇u(0)|
|tx+ (1 − t)y|α |x− y|dt ≤ 2[∇u]α. (5.41)

Estimates (5.39) and (5.40)–(5.41) give

||u− ũ||∞ = ||u− u0||∞,B 1
2

+ ||u− û+ L(f)||∞,U

≤ ||u− u0||∞ + ||u− û||∞,U + ||L(f)||∞,U

≤ [∇u]α + ||ϕ(u− u0)||∞ + K̃||u− u0||C0,α

= (1 + ||ϕ||∞ + 3K̃)[∇u]α, (5.42)

and

||∇u−∇ũ||∞ = ||∇(u− û)||∞ + ||∇L(f)||∞
≤ ||(u− u0)⊗∇ϕ||∞ + ||ϕ∇(u − u0)||∞ + K̃||u− u0||C0,α

≤ ||∇ϕ||∞||u− u0||∞ + ||ϕ||∞||∇u−∇u0||∞ + K̃||u− u0||C0,α

≤ 3(||ϕ||W 1,∞ + K̃)[∇u]α. (5.43)

By estimates (5.42) and (5.43), and by (5.37), we obtain

||u− ũ||W 1,∞ ≤ Cδ,

where

C := 1 + 4||ϕ||W 1,∞ + 6K̃(α,U, ϕ). (5.44)

Now, let us prove the proposition for a generic ballB(a, r) ⊆ R2 and for every u ∈ C1,α(B(a, r);R2)
satisfying (5.33). Consider the function v ∈ C1,α(B1;R2) defined by

v(x) :=
u(rx + a)− u(a)

r
.

We have that v(0) = 0 and that (5.37) are satisfied with v in place of u. We have seen that the
corollary holds in this case, so that there exists ṽ ∈ C0(B1;R2) ∩ C1,α(B1 \B 1

2
;R2) such that

div ṽ = 0 a.e. in B1,

∇ṽ(x) = ∇v(0) for every x ∈ B 1
2
, ṽ = v on ∂B 1

2
,

and

||v − ṽ||W 1,∞ ≤ Cδ,

where C is given by (5.44). By these properties of ṽ and by defining

ũ(x) := rṽ

(

x− a

r

)

+ u(a), for every x ∈ B(a, r),

it turns out that ũ ∈ C0(B(a, r);R2) ∩ C1,α(B(a, r) \ B(a, r/2);R2) and satisfies (5.34), (5.35),
and (5.36) with C given by (5.44). �

We are now in position to prove Proposition 5.12. The iterative method used in the proof is
illustrated in Figure 5.2.
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Proof of Proposition 5.12. Fix δ > 0. We are going to construct a decreasing sequence
of open sets Ωk ⊆ Ω and a sequence of maps u(k) such that u(0) = u, u(k) ∈ W 1,∞(Ω;R2), and

||u(k) − u(k+1)||W 1,∞ ≤ δ
2k+1 , (5.45)

div u(k) = 0 a.e. in Ω, (5.46)

u(k) = 0 on ∂Ω, (5.47)

u(k+1) = u(k) on

nk
⋃

i=1

A
(k)
i ∪Nk = Ω \ Ωk, for every k ≥ 1, (5.48)

|Ωk+1| ≤ η|Ωk|, for every k ≥ 1, (5.49)

where η ∈ (0, 1), u(k) is affine on A
(k)
i , and Nk is a null set. This construction implies that there

exists a Lipschitz map v : Ω → R2 such that u(k) → v in W 1,∞ (by (5.45)), div v = 0 a.e. on Ω
(by (5.46)), and v = u on ∂Ω (by (5.47)). Moreover, (5.45) implies that

||u − u(k+1)||W 1,∞ ≤
k
∑

i=0

||u(i) − u(i+1)||W 1,∞ ≤ δ

k
∑

i=0

1

2i+1
≤ δ,

for every k, and therefore

||u− v||W 1,∞ = lim
k→∞

||u− u(k+1)||W 1,∞ ≤ δ.

Finally, (5.49) implies that

|Ωk+1| ≤ η|Ωk| ≤ η2|Ωk−1| ≤ ... ≤ ηk|Ω1|,
and in turn that |Ω \Ωk| → |Ω|, as k → ∞. Since Ω \Ωk is the set where u(k) is piecewise affine,
and ul = uk on Ω \ Ωk for very l ≥ k (recall that {Ω \ Ωk} is an increasing sequence of sets),
we have obtained that v is piecewise affine on Ω. Now, let us describe the construction of the
sequences {Ωk} and {u(k)}. There exist Ω′′ ⊂⊂ Ω′ ⊂⊂ Ω such that |Ω′′| ≥ 1

2 |Ω|. Cover Ω′′ by

a lattice of n1 disjoint open squares C
(1)
i with half–side r ≤ 1. If r is sufficiently small, then

⋃n1

i=1 C
(1)
i ⊆ Ω′. Also, since Ω′ is compactly contained in Ω, there exists a constant M(Ω′) > 0

such that

[∇u]
α,C

(1)
i

≤M(Ω′), for every i = 1, ..., n1. (5.50)

Let B
(1)
i be the open inscribed disk of C

(1)
i (B

(1)
i has radius r). By (5.50) we have that

rα[∇u]
α,B

(1)
i

≤ δ

2
(if r is small enough).

Note that the hypotheses of Corollary 5.14 are satisfied by u|B(1)
i

∈ C1,α(B
(1)
i ;R2). Hence,

denoting by A
(1)
i the open disk with the same center as B

(1)
i and with radius r/2, it turns out

that there exists u
(1)
i ∈ C0

(

B
(1)
i ;R2

)

∩ C1,α
(

B
(1)
i \A(1)

i ;R2
)

such that

div u
(1)
i = 0 a.e. in B

(1)
i ,

u
(1)
i is affine in A

(1)
i , u

(1)
i = u on ∂B

(1)
i ,

and

||u − u
(1)
i ||

W 1,∞(B
(1)
i ;R2)

≤ r−1||u− u
(1)
i ||

L∞(B
(1)
i ;R2)

+ ||∇u−∇u(1)i ||
L∞(B

(1)
i ;M2×2)

≤ cδ

2
,

where the constant c > 0 depends only on α. Now, we define

u(1) :=











u
(1)
i on B

(1)
i (i = 1, ..., n1),

u on Ω \
n1
⋃

i=1

B
(1)
i ,
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and set

Ω1 := Ω \
n1
⋃

i=1

(

A
(1)
i ∪ ∂B(1)

i

)

.

Note that, since the ratio between the area of a disk and the area of a circumscribed square is a
constant λ ∈ (0, 1), we have that

n1
∑

i=1

∣

∣

∣A
(1)
i

∣

∣

∣ = λ

n1
∑

i=1

∣

∣

∣C
(1)
i

∣

∣

∣ ≥ λ|Ω′′| ≥ λ

2
|Ω|, (5.51)

and in turn

|Ω1| ≤ η|Ω|, 0 < η := 1− λ

2
< 1. (5.52)

From the definition of u(1) we deduce that u(1) is piecewise affine in Ω \Ω1, that Ω \Ω1 is a finite

union of disjoint disks (up to a null set), that u(1) ∈ W 1,∞(Ω;R2) ∩ C1,α
loc (Ω1;R2), that u(1) = u

on ∂Ω, that div u(1) = 0 a.e. in Ω, and that

||u− u(1)||W 1,∞(Ω;R2) = max
i∈{1,...,n1}

||u− u
(1)
i ||

W 1,∞(B
(1)
i ;R2)

≤ c(α)δ

2
.

Now, suppose to have defined Ω1, ...,Ωk and u(1), ..., u(k) (k ≥ 1), and let us see how to
construct Ωk+1 and u(k). There exist Ω′′

k ⊂⊂ Ω′
k ⊂ Ωk such that |Ω′′

k| ≥ 1
2 |Ωk|. Cover Ω′′

k by a

lattice of nk+1 disjoint open squares C
(k+1)
i with half-side r ≤ 1. If r is sufficiently small, then

⋃nk+1

i=1 C
(k+1)
i ⊆ Ω′

k. Also, since Ω′
k is compactly contained in Ωk and u(k) ∈ C1,α

loc (Ωk;R2), there
exists a constant M(Ω′

k) > 0 such that

[∇u(k)]
α,C

(k+1)
i

≤M(Ω′
k), for every i = 1, ..., nk+1. (5.53)

Let B
(k+1)
i be the open inscribed disk of C

(k+1)
i . By (5.53), we have that

rα[∇u(k)]
α,B

(k+1)
i

≤ δ

2k+1
.

Since the hypotheses of Corollary 5.14 are satisfied by u
(k)

|B(k+1)
i

∈ C1,α(B
(k+1)
i ;R2), labeling by

A
(k+1)
i the open disk with the same center as B

(k+1)
i and with radius r/2, there exists u

(k+1)
i ∈

C0(B
(k+1)
i ;R2) ∩C1,α(B

(k+1)
i \A(k+1)

i ;R2) such that

div u
(k+1)
i = 0 a.e. in B

(k+1)
i ,

u
(k+1)
i is affine in A

(k+1)
i , u

(k+1)
i = u(k) on ∂B

(k+1)
i ,

and

||u(k) − u
(k+1)
i ||

W 1,∞(B
(k+1)
i ;R2)

≤ r−1||u(k) − u
(k+1)
i ||

L∞(B
(k+1)
i ;R2)

+ ||∇u(k) −∇u(k+1)
i ||

L∞(B
(k+1)
i ;M2×2)

≤ cδ

2k+1
,

where the constant c > 0 depends only on α. Now, define

u(k+1) :=











u
(k+1)
i on B

(k+1)
i (i = 1, ..., nk+1),

u(k) on Ω \
nk+1
⋃

i=1

B
(k+1)
i ,

and set

Ωk+1 := Ωk \
nk+1
⋃

i=1

(

A
(k+1)
i ∪ ∂B(k+1)

i

)

.
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Again, we have that
∑nk+1

i=1

∣

∣

∣A
(k+1)
i

∣

∣

∣ = λ
∑nk+1

i=1

∣

∣

∣C
(k+1)
i

∣

∣

∣ ≥ λ|Ω′′
k | ≥ λ

2 |Ωk|, where λ is the same

as in (5.51), and in turn |Ωk+1| ≤ η|Ωk| where 0 < η < 1 has been defined in (5.52). From the
definition of u(k+1) we deduce that u(k+1) is piecewise affine in Ω \Ωk+1 ⊇ Ω \Ωk, that Ω \Ωk+1

is a finite union of disjoint disks (up to a null set), that u(k+1) ∈W 1,∞(Ω;R2) ∩C1,α
loc (Ωk+1;R2),

that u(k+1) = u on ∂Ω, that div u(k+1) = 0 a.e. in Ω, and that

||u(k) − u(k+1)||W 1,∞(Ω;R2) = max
i∈{1,...,nk+1}

||u(k) − u
(k+1)
i ||

W 1,∞(B
(k+1)
i ;R2)

≤ c(α)δ

2k+1
.

Also, observe that u(k+1) = u(k) on Ω\⋃nk+1

i=1 B
(k+1)
i , thus, in particular, u(k+1) = u(k) (piecewise

affine) on Ω \Ωk. This finishes the construction of the sequences {Ωk} and {u(k)} endowed with
the properties stated at the beginning of the proof. �

Figure 5.2. Schematic picture illustrating the first two step of the iterative
procedure used in the proof of Proposition 5.12. The big and the small blue

circles are the sets ∂B
(1)
i and ∂B

(2)
i , respectively; the big and the small red disks

are the sets A
(1)
i and A

(2)
i , respectively.

5.3. Convex integration for divergence free vector fields

In this section we prove Theorem 5.11, adapting the procedure used in [53] to our linear
constraint div u = 0. We denote by [A,B] the segment between the matrices A and B.

The proof of Theorem 5.11, postponed at the end of this section, is the last step of an
approximation process which passes through some preliminary results: Lemma 5.15, Lemma
5.17, and Theorem 5.18. In Lemma 5.15 we solve the following problem: given two matrices A
and B, with rank–one difference, and given C = (1−λ)A+λB for some λ ∈ (0, 1), we construct a
map u which satisfies the constraint and the boundary condition u(x) = Cx, and whose gradient
lies in a sufficiently small neighborhood of [A,B]. In the next step we consider U relatively open

in M2×2
0 and Ũ obtained by adding rank–one segments with end points in U (see Definition 5.8).

Lemma 5.17 states that for every affine boundary data x 7→ Cx with C ∈ Ũ , there exists a
piecewise affine and Lipschitz map u whose gradient is always in Ũ and most of the time in U .
Then, the same iterative method used in the proof of Lemma 5.17 makes it possible to remove
step by step the set where ∇u /∈ U and allows for boundary data v such that ∇v ∈ Ũ a.e.: this
is the content of Theorem 5.18. Finally, the set U relatively open in M2×2

0 is replaced by a set

K0 ⊆ M2×2
0 satisfying Definition 5.10 (see Theorem 5.11). This last step requires another more

subtle iteration process.
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T7

T1

T5

T2

T6

V3

V1
V2

V5

V6

V4

T3 T4

Figure 5.3. Triangle T .

Figure 5.4. A prototype of piecewise affine deformation u such that div u = 0
and u = 0 on ∂T .

Lemma 5.15 (Basic construction). Let A, B ∈ M2×2
0 be such that rank(A−B) = 1 and set

C = (1− λ)A + λB, for some λ ∈ (0, 1). (5.54)

Then, for every ε > 0 arbitrarily small there exists a piecewise affine Lipschitz map uε : Ω → R2

such that

∇uε ∈ M2×2
0 a.e. in Ω, (5.55)

uε(x) = Cx, for every x ∈ ∂Ω, (5.56)

d(∇uε, [A,B]) < ε a.e. in Ω, (5.57)

|{x ∈ Ω : d(∇uε, {A,B}) ≥ ε}| ≤ c|Ω|, (5.58)

sup
x∈Ω

|uε(x)− Cx| < ε. (5.59)

The constant c appearing in (5.58) is such that 0 < c < 1 and it does not depend neither on ε
nor on Ω.

To prove Lemma 5.15, we use the following lemma and construct a particular piecewise affine
function u with div u = 0 a.e. on an equilateral triangle T and such that u = 0 on ∂T .
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Lemma 5.16. Consider a triangle T ⊆ R2 with vertices V1, V2, and V3, and an affine function
u : T → R2 such that u(V1) = u(V2) = 0. Then,

div u = 0 if and only if u(V3) is parallel to V1 − V2.

Proof. Suppose for simplicity that V1 − V2 is parallel to the first vector of the canonical
basis of R2. Let ν1, ν2, and ν3 be the outer unit normals on the sides [V1, V2], [V2, V3], and [V3, V1],
respectively, so that

ν1 = (0, a), with a ∈ {+1,−1}. (5.60)

By the Divergence Theorem and by the fact that ∇u(x) is constant, we have that

|T |tr∇u(x) = u(V3) · (ν2|V2 − V3|+ ν3|V3 − V1|). (5.61)

Since the relation

ν1|V1 − V2|+ ν2|V2 − V3|+ ν3|V3 − V1| = 0

holds in general, from (5.61) we obtain that |T |tr∇u(x) = −|V1 − V2|u(V3) · ν1. From this
last expression, considering also (5.60), it turns out that div u(x) = 0 if and only if the second
component of u(V3) is zero. �

For the following construction, we refer the reader to Figures 5.3 and 5.4. Let T be the
equilateral triangle with vertices

V1 =

(

−1,− 1√
3

)

, V2 =

(

1,− 1√
3

)

, V3 =

(

0,
2√
3

)

.

Let V4, V5, and V6 be the middle points of the segments bounded by the center O of T and the
middle points of [V2, V3], [V3, V1], and [V1, V2], respectively, that is

V4 =

(

1

4
,

1

4
√
3

)

, V5 =

(

−1

4
,

1

4
√
3

)

, V6 =

(

0,− 1

2
√
3

)

.

We divide T into the seven triangles

T1 := △V1V2V6 , T2 := △V2V4V6 , T3 := △V4V5V6 , T4 := △V2V3V4

T5 := △V3V4V5 , T6 := △V1V3V5 , T7 := △V1V5V6 .

It turns out that

|T1| = |T4| = |T6| =
|T |
6
, |T2| = |T5| = |T7| =

7

48
|T |, |T3| =

|T |
16
. (5.62)

Consider the following vectors representing displacements which will be applied at the points V4,
V5, V6, respectively:

uδ4 :=
δ

2
(−1,

√
3), uδ5 := − δ

2
(1,

√
3), uδ6 := δ(1, 0).

These three vectors have the same length δ and are chosen in such a way that uδ4 has the same
direction as (V3 −V2), u

δ
5 the same direction as (V1 −V3), and u

δ
6 the same direction as (V2 −V1).

Finally, we define u as the piecewise affine function defined by

u(V1) = u(V2) = u(V3) = 0, u(Vi) = uδi , i = 4, 5, 6. (5.63)

It is clear that u = 0 on ∂T . To check that div u = 0 a.e. in T , let us prove that u|Ti
is

divergence–free for i = 1, 2, 5 (for the other triangles the arguments are the same). In view of
Lemma 5.16, div u = 0 on T1, because u(V1) = u(V2) = 0 and u(V6) = uδ6 is parallel to V1 − V2.
For what concerns u on T3, note that it can be written as the sum of three function, u4, u5, and
u6, where ui(Vi) = uδi and ui(Vj) = 0 for j ∈ {4, 5, 6} \ {i}, for i = 4, 5, 6. Again using Lemma
5.16, from the definition of uδi we obtain that ui has divergence–free on T3, for i = 4, 5, 6, and
in turn div u = 0 on T3. To check that div u = 0 on T5, we use the Divergence Theorem. Note
that |V3 − V4| = |V3 − V5| and that, if ν1 and ν2 are the first and the second component of the
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outer normal on ∂T5, we have that ν1|[V3,V5] = −ν1|[V3,V4] and ν2|[V3,V5] = ν2|[V3,V4]. Moreover,
ν|[V4,V5] = (−1, 0). Thus,

|T5|tr∇u|T5
(x) =

∫

∂T5

uν ds

=
|V3 − V4|

2
(uδ4 · ν|[V3,V4]) + uδ5 · ν|[V3,V5]) +

|V4 − V5|
2

(uδ4 + uδ5) · ν|[V4,V5]

=
δ|V3 − V4|

4
[(−1,

√
3) · ν|[V3,V4])− (1,

√
3) · ν|[V3,V5]] +

δ|V4 − V5|
2

(−1, 0) · ν|[V4,V5]

= 0.

We write down here the explicit expression of u:

u|T1
(x) =

(

0 2
√
3δ

0 0

)

x+

(

2δ

0

)

, u|T2
(x) =

(

− 12
7 δ − 10

√
3

7 δ
6

7
√
3
δ 12

7 δ

)

x+

(

2
7δ

2
√
3

7 δ

)

,

u|T3
(x) =

(

0 −2
√
3δ

2
√
3δ 0

)

x, u|T4
(x) =

(

3
2δ

√
3
2 δ

− 3
√
3

2 δ − 3
2δ

)

x+

( −δ√
3δ

)

,

u|T5
(x) =

(

0 2
√
3

7 δ

2
√
3δ 0

)

x+

(− 4
7δ

0

)

, u|T6
(x) =

(

− 3
2δ

√
3
2 δ

− 3
√
3

2 δ 3
2δ

)

x+

( −δ
−
√
3δ

)

,

u|T7
(x) =

(

12
7 δ − 10

√
3

7 δ
6

7
√
3
δ − 12

7 δ

)

x+

(

2
7δ

− 2
√
3

7 δ

)

.

We can now prove Lemma 5.15, following the lines of the proof of [57, Proposition 2.6].

Proof of Lemma 5.15. Here, we use the notation (x, y) or (ξ, η) in place of x for a generic
point of R2. We will suppose M2×2 to be endowed with the l∞ norm, which will be denoted by
| · |∞, and d to be the distance corresponding to such norm. This assumption is not restrictive for
the proof of the statement, due to the equivalence of all the norms in a finite dimensional vector
space. The proof is divided in three cases.

Case 1. Consider the matrix E :=

(

0 1
0 0

)

, and suppose that A − B = E and that C = 0.

This fact, together with (5.54), gives that

A = λE, B = (λ− 1)E.

In this case,

d(M, [A,B]) = min
0≤µ≤1

|M − (1− µ)A− µB|∞

= min
0≤µ≤1

|M + (µ− λ)E|∞,

for every M ∈ M2×2. From the definitions of E and of | · |∞, we have in particular that

d(M, [A,B]) = max{|M11|, |M21|, |M22|}, if λ− 1 ≤M12 ≤ λ. (5.64)

We are going to construct a piecewise affine function wε which satisfies (5.55)–(5.59) on a compact
set Tε with |Tε| > 0. We will then conclude the proof of Case 1 applying Theorem 5.5. Since
ε > 0 is an arbitrarily small parameter, it is not restrictive to assume that

ε3 < min{λ, 1− λ}. (5.65)

This will be useful later. Consider the piecewise affine function u of components (u1, u2) defined
by (5.63) on the triangle T and, from the explicit expression of u, note that

||∇u||L∞(T ;M2×2) = ess sup(x,y)∈T |∇u(x, y)|∞ =
∂u1
∂y

(x, y), for every (x, y) ∈ T1,
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where ∂u1

∂y (x, y) = 2
√
3δ for every (x, y) ∈ T1. Choosing δ = ε3

2
√
3
and relabeling u by uε, we

obtain that

ε3 =
∂uε1
∂y

on T1, (5.66)

and that
||∇uε||L∞(T ;M2×2) = ε3 < ε and ||uε||L∞(T ;R2) ≤ ε3ĉ, (5.67)

for some constant ĉ > 0 which does not depend on ε. Also, again from the explicit expression of
u = uε we see that

sup
T

∂uε1
∂y

= sup

{∣

∣

∣

∣

∂uε1
∂y

∣

∣

∣

∣

:
∂uε1
∂y

≤ 0

}

= ε3. (5.68)

Set mε := ε3 max{1/λ, 1/(1− λ)}, so that

0 < mε < 1, (5.69)

in view of (5.65). Then, define

Sε :=

( √
mε 0
0 1√

mε

)

and Tε := S−1
ε (T ).

The function

wε(ξ, η) := S−1
ε uε

(

S

(

ξ

η

))

, for every (ξ, η) ∈ Tε.

satisfies conditions (5.55)–(5.59). Indeed, (5.55) and (5.56) trivially follow from the fact that
div uε = 0 a.e. on T and uε = 0 on ∂T . Note that

∇wε(ξ, η) =

(

∂uε
1

∂x
1
mε

∂uε
1

∂y

mε
∂uε

2

∂x
∂uε

2

∂y

)

|
(√

mεξ,
η√
mε

)

, for every (ξ, η) ∈ Tε.

Thus,
∣

∣

∣

∣

∂wε
1

∂ξ

∣

∣

∣

∣

,

∣

∣

∣

∣

∂wε
2

∂ξ

∣

∣

∣

∣

,

∣

∣

∣

∣

∂wε
2

∂η

∣

∣

∣

∣

< ε, (5.70)

in view of (5.67) and (5.69). Moreover, (5.68) and the definition of mε give that λ−1 ≤ ∂wε
1

∂η ≤ λ.

This fact, together with (5.64) and (5.70) give (5.57), that is d (∇wε, [A,B]) < ε a.e. in Tε. Also,
equivalence (5.66) implies that, for every (ξ, η) ∈ S−1

ε (T1) ⊆ Tε, d(∇wε(ξ, η), {A,B}) ≤ ε, and in
turn that

|{(ξ, η) ∈ Tε : d(∇wε(ξ, η), {A,B}) > ε}| ≤ |Tε \ S−1
ε (T1)|.

This inequality, together with (5.62) and the fact that areas are invariant under S−1
ε , gives that

|{(ξ, η) ∈ Tε : d(∇wε(ξ, η), {A,B}) ≥ ε}| ≤ 16
17 |Tε| and in turn (5.58). Finally, (5.67) and the

definition of mε implies that

||wε||L∞(Tε;R2) ≤
||uε||L∞(T ;R2)√

mε
≤ ε

3
2 ĉ

max{λ, 1− λ} ,

so that ||wε||L∞(Tε;R2) < ε, if ε > 0 is sufficiently small. Thus, we have constructed a piecewise

affine Lipschitz map wε : Tε → M2×2 which satisfies (5.55)–(5.59) on Tε. It remains to note
that the function (ξ, η) 7→ λwε(ξ/λ, η/λ) satisfies (5.55)–(5.59) on the dilated set λTε for every
λ > 0, and that the function (ξ, η) 7→ wε(ξ − ξα, η − ηα) satisfies (5.55)–(5.59) on the translated
set Tε + (ξα, ηα). Thus, using Theorem 5.5, there exists a disjoint numerable union

⋃

i T
i
ε ⊆ Ω of

dilated and translated sets of Tε such that

L
2

(

Ω \
⋃

i

T
i
ε

)

= 0,

and piecewise affine Lipschitz maps wε
i : Ti

ε → M2×2 satisfying (5.55)–(5.59) on Ti
ε. Arguing as in

the proof of Proposition 5.6, it is possible to prove, starting from the functions wε
i ’s, the existence

of a piecewise affine and Lipschitz function u : Ω → R2 satisfying (5.55)–(5.59) on Ω.
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Case 2. Here, suppose C = 0 and A, B arbitrary in M2×2
0 . Since det(A − B) = 0, 0 is an

eigenvalue of A − B which may have algebraic multiplicity equal either to 1 or 2. The Jordan
Decomposition Theorem tells us that, in the first case, there exists an invertible matrix L and

µ ∈ R \ {0} such that A−B = L−1

(

µ 0
0 0

)

L, but this is not possible, because A−B ∈ M2×2
0 .

In the second case, we have that A − B = L−1

(

0 1
0 0

)

L, for some invertible matrix L. Let

w be given by Case 1 and satisfying conditions (5.55)–(5.59) on a rectangle R for Â := LAL−1

and B̂ := LBL−1 (note that Â − B̂ = E and (1 − λ)Â + λB̂ = 0). It is easy to verify that

u(ξ, η) := L−1
(

v
(

L
(

ξ
η

)))

satisfies conditions (5.55)–(5.59) on L−1(R). Using again Theorem

5.5 and covering Ω by dilated and translated copies of L−1(R), we obtain a function satisfying
conditions (5.55)–(5.59) on Ω.

Case 3. Here, suppose C, A, and B to be as in the hypotheses. The matrices Â := A − C and

B̂ := B − C are such that (1 − λ)Â + λB̂ = 0. Thus, from Case 2, there exists w : Ω → R2

piecewise affine and Lipschitz satisfying (5.55)–(5.59) with Â, B̂, and 0 in place of A, B, and C,

respectively. It is easy to verify that u(x, y) := w(x, y) + C
(

x
y

)

satisfies (5.55)–(5.55) on Ω. �

For the following lemma, we recall that the set Ũ is obtained from the set U by Definition 5.8.
Observe that if U ⊆ M2×2

0 , then Ũ ⊆ M2×2
0 .

Lemma 5.17. Let U ⊆ M2×2
0 be bounded and open in M2×2

0 and let C ∈ Ũ .
Then, for every ε > 0 there exists a piecewise affine Lipschitz map uε : Ω → R2 such that

∇uε ∈ Ũ a.e. in Ω, (5.71)

uε(x) = Cx, for every x ∈ ∂Ω, (5.72)

|{x ∈ Ω : ∇uε(x) /∈ U}| < ε|Ω|, (5.73)

sup
x∈Ω

|uε(x) − Cx| < ε. (5.74)

Proof. Let C ∈ Ũ . By definition of Ũ , there exists 0 ≤ λ ≤ 1 such that C = (1−λ)A+ λB
for some A, B ∈ U . Consider the nontrivial case 0 < λ < 1. By Lemma 5.15, for every ε > 0
there exists a piecewise affine Lipschitz map uε : Ω → R2 such that conditions (5.55)–(5.59) are
satisfied. In particular, conditions (5.56) and (5.59) give directly (5.72) and (5.74), respectively,

and (5.55) and (5.57) give (5.71), because Ũ is open in M2×2
0 (see Remark 5.9). Now, observe

that (5.58) implies

|{x ∈ Ω : ∇uε(x) /∈ U}| ≤ c|Ω|, (5.75)

where c is a constant such that 0 < c < 1 and does not depend neither on ε nor on Ω. Indeed,
since A, B ∈ U and U ⊆ M2×2

0 is relatively open, and since ∇uε ∈ Ũ ⊆ M2×2
0 a.e., we have that

d(∇uε(x), A,B) ≥ ε for a.e. x ∈ {x ∈ Ω : ∇uε(x) /∈ U}. In turn, from (5.58), we obtain (5.75).
Let w(1) be a piecewise affine Lipschitz function (depending on ε) which satisfies (5.71), (5.72),
(5.74) with ε

2 in place of ε, that is

sup
x∈Ω

|w(1)(x)− Cx| < ε

2
, (5.76)

and (5.75). Starting from w(1), we are going to construct a sequence of functions {w(k)} which
at the end will give a map uε (piecewise affine and Lipschitz) satisfying (5.71)–(5.74). Since w(1)

is piecewise affine, there exist countably many mutually disjoint Lipschitz domains Ωk ⊆ Ω such
that

w
(1)
k := w

(1)
|Ωk

is affine and L
2

(

Ω \
⋃

k

Ωk

)

= 0.
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Let
{

Ω
(1)
k

}

k
⊆ {Ωk} be the sequence of the sets where ∇w(1) /∈ U . Thus,

∑

k

∣

∣

∣Ω
(1)
k

∣

∣

∣ =
∣

∣

∣

{

x ∈ Ω : ∇w(1)(x) /∈ U
}∣

∣

∣ ≤ c|Ω|. (5.77)

Applying again Lemma 5.15 on each Ω
(1)
k (where w(1) is affine), now with ε

4 in place of ε, we find

w
(2)
k : Ω

(1)
k → R2 piecewise affine and Lipschitz such that ∇w(2)

k ∈ Ũ a.e. in Ω
(1)
k , w

(2)
k = w(1) on

∂Ω
(1)
k ,

∣

∣

∣

{

x ∈ Ω
(1)
k : ∇w(2)

k (x) /∈ U
}∣

∣

∣
≤ c|Ω(1)

k |, (5.78)

and

sup
x∈Ω

(1)
k

|w(2)
k (x) − w(1)(x)| < ε

4
. (5.79)

Define w(2) : Ω → R2 in the following way:

w(2) =

{

w(1) on Ω \⋃k Ω
(1)
k ,

w
(2)
k on Ω

(1)
k .

It turns out that w(2) is piecewise affine and Lipschitz continuous, because it can be seen as the
limit of a sequence of Lipschitz functions. Moreover, ∇w(2) ∈ Ũ a.e. in Ω and w(2)(x) = Cx for
every x ∈ ∂Ω. Also, in view of (5.77) and (5.78),

∣

∣

∣

{

x ∈ Ω : ∇w(2)(x) /∈ U
}∣

∣

∣ =
∑

k

∣

∣

∣

{

x ∈ Ω
(1)
k : ∇w(2)

k (x) /∈ U
}∣

∣

∣

≤
∑

k

c
∣

∣

∣Ω
(1)
k

∣

∣

∣ ≤ c2|Ω|,

and, in view of (5.76) and (5.79),

sup
x∈Ω

∣

∣

∣w(2)(x)− Cx
∣

∣

∣ ≤ sup
x∈Ω

{∣

∣

∣w(2)(x)− w(1)(x)
∣

∣

∣ +
∣

∣

∣w(1)(x)− Cx
∣

∣

∣

}

<
ε

2

(

1 +
1

2

)

.

By iterating this procedure we find out that for every m ∈ N \ {0} there exists a piecewise affine

Lipschitz map w(m) : Ω → R2 such that ∇w(m) ∈ Ũ a.e. in Ω, w(m)(x) = Cx for every x ∈ ∂Ω,
∣

∣

∣

{

x ∈ Ω : ∇w(m)(x) /∈ U
}∣

∣

∣ ≤ cm|Ω|,

and

sup
x∈Ω

|w(m)(x)− Cx| < ε

2

(

1 +
1

2
+ ...+

1

2m−1

)

< ε.

Since 0 < c < 1, for m sufficiently large cm < ε. Setting uε := w(m) for such a big m, we have
obtained that uε satisfies (5.71)–(5.74). �

The same iterative method used in the proof of Lemma 5.17 allows to remove step by step
the set where ∇u /∈ U and obtain the following theorem.

Theorem 5.18. Let U ⊆ M2×2
0 be open in M2×2

0 and bounded. Suppose that v : Ω → R2 is
piecewise affine, Lipschitz, and such that

∇v ∈ Ũ a.e. in Ω.

Then, for every ε > 0 there exists a piecewise affine Lipschitz map uε : Ω → R2 such that

∇uε ∈ U a.e. in Ω, (5.80)

uε = v on ∂Ω, (5.81)

||uε − v||L∞ < ε. (5.82)
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Proof. Consider first the case where v is affine, so that ∇v(x) = Cx for every x ∈ Ω,

for some C ∈ Ũ . Fixed ε > 0, by Lemma 5.17 there exists a piecewise affine Lipschitz map
u(1) : Ω → R2 such that ∇u(1) ∈ Ũ a.e. in Ω and u(1) = v on ∂Ω. Thus, there exist countably
many mutually disjoint Lipschitz domains Ωi ⊆ Ω such that

u
(1)
i := u

(1)
|Ωi

is affine and L
2

(

Ω \
⋃

i

Ωi

)

= 0.

In particular, we can write

Ω =
⋃

i∈A(1)

Ω
(1)
i ∪

⋃

i∈B(1)

Ω
(1)
i ∪N (1),

where

A(1) :=
{

i ∈ N : ∇u(1)i ∈ U
}

, B(1) :=
{

i ∈ N : ∇u(1)i /∈ U
}

, |N (1)| = 0.

Moreover, u(1) can be chosen in such a way that conditions (5.73) and (5.74) are satisfied with ε
2

in place of ε, so that, setting M1 :=
⋃

i∈B(1) Ω
(1)
i ,

|M (1)| < ε|Ω|, ||u(1) − v||L∞(Ω;R2) <
ε

2
. (5.83)

Applying again Lemma 5.17, with ε
4 in place of ε, on each Ω

(1)
i with i ∈ B(1), we find u

(2)
i :

Ω
(1)
i → R2 piecewise affine and Lipschitz such that ∇u(2)i ∈ Ũ , u

(2)
i = u(1) on ∂Ω

(1)
i , and

||u(2)i − u(1)||
L∞(Ω

(1)
i ;R2)

<
ε

4
, (5.84)

for every i ∈ B(1). Now, define u(2) : Ω → R2 by

u(2) =







u(1) on
⋃

i∈A(1)

Ω
(1)
i ∪N (1),

u
(2)
i on Ω

(1)
i , for every i ∈ B(1)

As done before for Ω, we can write M (1) =
⋃

i∈A(2) Ω
(2)
i ∪

⋃

i∈B(2) Ω
(2)
i ∪N (2), where u

(2)
i is affine

on each Ω
(2)
i and

A(2) :=
{

i ∈ N : ∇u(2)i ∈ U
}

, B(2) :=
{

i ∈ N : ∇u(2)i /∈ U
}

, |N (2)| = 0.

Setting M (2) :=
⋃

i∈B(2) Ω
(2)
i , we obtain that

|M (2)| = |{x ∈ Ω : ∇u(2) /∈ U}| ≤ ε|M (1)| ≤ ε2|Ω|, (5.85)

that u(2) is a piecewise affine Lipschitz function such that ∇u(2) ∈ Ũ a.e. in Ω, that u(2) = v on
∂Ω, and that

||u(2) − v||L∞(Ω;R2) <
ε

2
+
ε

4
.

Note that u(2) = u(1) on Ω \M (1). By iterating this procedure, we find

u(m) =























































u(1) on
⋃

i∈A(1)

Ω
(1)
i ∪N (1),

u(2) on
⋃

i∈A(2)

Ω
(2)
i ∪N (2),

...

u(m−1) on
⋃

i∈A(m−1)

Ω
(m−1)
i ∪N (m−1),

u
(m)
i on Ω

(m−1)
i , for every i ∈ B(m−1),
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and write

M (m−1) :=
⋃

i∈B(m−1)

Ω
(m−1)
i

=
⋃

i∈A(m)

Ω
(m)
i ∪

⋃

i∈B(m)

Ω
(m)
i ∪N (m),

where u
(m)
i is affine on each Ω

(m)
i and

A(m) :=
{

i ∈ N : ∇u(m)
i ∈ U

}

, B(m) :=
{

i ∈ N : ∇u(m)
i /∈ U

}

, |N (m)| = 0.

We remark that, for every i ∈ B(m−1), u
(m)
i : Ω

(m−1)
i → R2 is piecewise affine and Lipschitz

and have been obtained from u(m−1) by applying Lemma 5.17 with ε
2m in place of ε, so that

∇u(m)
i ∈ Ũ , u

(m)
i = u(m−1) on ∂Ω

(m−1)
i , and

||u(m)
i − u(m−1)||

L∞(Ω
(m−1)
i ;R2)

<
ε

2m
. (5.86)

Setting M (m) :=
⋃

i∈B(m) Ω
(m)
i , it turns out that

|M (m)| = |{x ∈ Ω : ∇u(m) /∈ U}| ≤ εm|Ω|, (5.87)

that u(m) is a piecewise affine Lipschitz function such that ∇u(m) ∈ Ũ a.e. in Ω, that

u(m) = v on ∂Ω, (5.88)

and that

||u(m) − v||L∞(Ω;R2) <
ε

2
+ ...+

ε

2m
< ε. (5.89)

Note that u(m) = u(m−1) on Ω \M (m−1), and that M (1) ⊇ M (2) ⊇ .... Finally, consider the
function u : Ω → R2 defined by

u :=



































u(1) on Ω \M (1)
,

u(2) on M (1) \M (2)
,

...

u(m) on M (m−1) \M (m)
,

...

(5.90)

Observe that u is defined on Ω up to a set of null measure, because |Ω ∩ ∂Mm| = 0 for every m

(equivalently, |M (m)∩Ω| = |M (m)|). Note that u(m) = u(1) on Ω\M (1)
for everym ≥ 1, and that

u(m) = u(k) on M (k−1) \M (k)
for every m ≥ k and k ≥ 2. Since {u(m)} is a bounded sequence in

W 1,∞, we have in particular that u(m) ⇀∗ u in W 1,∞, and in turn that u is a Lipschitz function
on Ω such that u = v on ∂Ω, from (5.88). Moreover, by definition (5.90), and by definition of
{M (m)}, u turns out to be piecewise affine. Estimate (5.82) is given by (5.89).

If v is piecewise affine, it is enough to apply the previous argument to each region where v is
affine. �

We are now in position to prove Theorem 5.11, where a set K0 ⊆ M2×2
0 not necessarily open

in M2×2
0 is considered. The idea of the proof is to approximate K0 by sets Ui open in M2×2

0 . This
leads to approximated solutions ui which satisfy ∇ui ∈ Ui. It turns out that by a careful choice
of ui one can obtain strong or a.e. convergence of the sequence {ui}, despite the fact that the
functions ui’s develop increasingly faster spatial oscillations. The idea is to superimpose at each
step oscillations which are much faster than the ones of the previous step. The sets Ui have to
approximate K0 in the sense of Definition 5.10, which is motivated by the fact that Theorem 5.18
is used to obtain the approximation ui+1, with ∇ui+1 ∈ Ui+1 a.e., from ui, which is such that

∇ui ∈ Ui ⊆ Ũi+1 a.e..
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Proof of Theorem 5.11. As in the proof of Theorem 5.18, it is not restrictive to suppose
v affine. Fix ε > 0. Since ∇v ∈ U1 ⊆ Ũ2, by Theorem 5.18 there exists a piecewise affine Lipschitz
map u1 : Ω → R2 such that ∇u1 ∈ U2 a.e. in Ω, u1 = v on ∂Ω, and ||u1 − v||L∞(Ω;R2) < ε/2. Let
{ρδ} be a family of mollifiers and set

Ω1 :=

{

x ∈ Ω : d(x, ∂Ω) >
1

2

}

.

Not that Ω1 is a nonempty set, up to replacing 1/2 by some smaller positive constant. Let
0 < δ1 ≤ 1/2 be such that ||ρδ1∗∇u1 −∇u1||L1(Ω1;M2×2) < 1/2 and set

ε1 := δ1
ε

2
≤ ε

4
.

Since ∇u1 ∈ U2 ⊆ Ũ3, again by Theorem 5.18 there exists a piecewise affine Lipschitz map
u2 : Ω → R2 such that ∇u2 ∈ U3 a.e. in Ω, u2 = u1 on ∂Ω, and ||u2 − u1||L∞(Ω;R2) < ε1. Set

Ω2 :=

{

x ∈ Ω : d(x, ∂Ω) >
1

4

}

,

let 0 < δ2 ≤ min{δ1, 1/4} be such that ||ρδ2∗∇u2 −∇u2||L1(Ω2;M2×2) < 1/4, and define

ε2 := δ2ε1 ≤ ε1
2

≤ ε

8
.

We have that ||u2 − v||L∞(Ω;R2) ≤ ||u2 − u1||L∞(Ω;R2) + ||u1 − v||L∞(Ω;R2) <
ε
2

(

1 + 1
2

)

. Now, for

i = 2, 3, ..., suppose to have a piecewise affine Lipschitz map ui : Ω → R2 such that

∇ui ∈ Ui+1 a.e. in Ω, (5.91)

ui = ui−1 on ∂Ω, and ||ui − ui−1||L∞(Ω;R2) < εi−1, set

Ωi :=

{

x ∈ Ω : d(x, ∂Ω) >
1

2i

}

,

let 0 < δi ≤ min{δi−1, 1/2
i} be such that

||ρδi∗∇ui −∇ui||L1(Ωi,M2×2) < 1/2i, (5.92)

and define

εi := δiεi−1 ≤ εi−1

2
≤ ... ≤ ε1

2i−1
≤ ε

2i
.

Since ∇ui ∈ Ui+1 ⊆ Ũi+2, by Theorem 5.18 there exists a piecewise affine Lipschitz map ui+1 :
Ω → R2 such that ∇ui+1 ∈ Ui+2 a.e. in Ω, ui+1 = ui on ∂Ω, and

||ui+1 − ui||L∞(Ω;R2) < εi. (5.93)

Thus,

||ui+1 − v||∞ ≤ ||ui+1 − ui||L∞(Ω;R2) + ...+ ||u2 − u1||L∞(Ω;R2) + ||u1 − v||L∞(Ω;R2)

<
ε

2
+ ε1 + ...+ εi ≤

ε

2

(

1 +
1

2
+ ...+

1

2i

)

< ε. (5.94)

Since

||ui+1 − ui||L∞(Ω;R2) < εi → 0, as i→ ∞,

and {ui}i is bounded in W 1,∞, we have that ui → û uniformly, as i → ∞, for some û ∈ W 1,∞.
By this convergence, from the fact that v = ui on ∂Ω for every i, and from (5.94), we obtain
conditions (ii) and (iii) (with û in place of uε), respectively. It remains to show that ∇û ∈ K0
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a.e. in Ω. Since ||∇ρδi ||L1(Ω;R2) ≤ C
δi

for some constant C > 0 independent of δi, from (5.93) we
have that

||ρδi∗(∇ui −∇û)||L1(Ωi;M2×2) ≤ ||∇ρδi ||L1(Ω;R2)||ui − û||L∞(Ω;R2)

≤ C

δi

+∞
∑

l=i

||ui+1 − ui||L∞(Ω;R2)

<
C

δi

+∞
∑

l=i

δlεl−1 ≤ C

∞
∑

l=i

εl−1 < 2Cεi−1.

Taking into account (5.92) and writing L1 in place of L1(Ωi;M2×2), we have that

||∇ui −∇û||L1(Ω;M2×2) ≤ ||∇ui −∇û||L1 + ||∇ui −∇û||L1(Ω\Ωi;M2×2)

≤ ||∇ui − ρδi∗∇ui||L1 + ||ρδi∗(∇ui −∇û)||L1

+||ρδi∗∇û−∇û||L1 + ||∇ui −∇û||L1(Ω\Ωi;M2×2)

≤ 1

2i
+ 2Cεi−1 + ||ρδi∗∇û −∇û||L1 + ||∇ui −∇û||L1(Ω\Ωi;M2×2).

Since δi → 0, as i → ∞, and since ui and û are equibounded in W 1∞(Ω,R2), from the previous
inequalities we deduce that ∇ui → ∇û in L1(Ω,M2×2), as i → ∞. In particular, we have that,
up to a subsequence, ∇ui → ∇û a.e. in Ω and in turn, in view of (5.91) and of Definition 5.10,
that ∇û ∈ K0. �



CHAPTER 6

Singular perturbations of second order evolution problems

in finite dimension

In this chapter, we describe the results of [1]. We study the limit, as ε goes to zero, of a
particular solution uε : [0, T ] → Rn to the equation

ε2Aüε(t) + εBu̇ε(t) +∇xE(t, u
ε(t)) = 0, (6.1)

where E : [0, T ]×Rn → R is an energy functional satisfying suitable coerciveness conditions, A
and B are positive definite symmetric matrices of Mn×n, and the symbol ∇x denotes the gradient
with respect to x ∈ Rn. In Section 6.1 we specify the assumptions on the potential E and describe
the limit solution u, which is a piecewise continuous function satisfying

∇xE(t, u(t)) = 0 and ∇2
xE(t, u(t)) > 0, (6.2)

where ∇2
x stands for the Hessian matrix with respect to the variable x and the inequality means

that the matrix ∇2
xE(t, u(t)) is positive definite. Moreover, we show that certain jump conditions

characterize the behavior of u(t) at the discontinuity times ti’s using a heteroclinic solution to
the second order autonomous equation

Aẅ(s) +Bẇ(s) +∇xE(ti, w(s)) = 0, (6.3)

satisfying w(−∞) = limt→t−i
u(t) (see Proposition 6.6). In Section 6.2 we prove that uε converges

to u in a suitable sense (see Theorem 6.8 and Theorem 6.9). In Section 6.3, the same limit behavior
is obtained by considering a different approximation scheme based on time discretization as well
as on the solutions of suitable autonomous systems (see Theorem 6.18).

Section 6.4 contains the proof of the existence and uniqueness, up to time–traslations of
a heteroclinic solution w to equation (6.3) satisfying w(−∞) = ξ, when certain transversality
conditions at the zero ξ of the vector field are satisfied.

6.1. Setting of the problem and preliminaries

In this section we formulate four assumptions we will refer to in this chapter, and give some
preliminary results. We will use the following terminology: x ∈ Rn is a critical point of E(t, ·)
if ∇xE(t, x) = 0. A critical point x of E(t, ·) is degenerate if det∇2

xE(t, x) = 0. It is useful to
recall that if Dx, D

2
x, ∇x, ∇2

x stand for the first differential, the second differential, the gradient,
and the Hessian matrix, with respect to x, respectively, then DxE(t, x)[l] = ∇xE(t, x) · l and
D2

xE(t, x)[l, l] =
(

∇2
xE(t, x)l

)

· l, for every l ∈ Rn.

Assumption 1. The energy E : [0, T ]× Rn → R is a C3 function satisfying, for every (t, x) ∈
[0, T ]× Rn, the properties:

(i) ∇xE(t, x)·x ≥ b|x|2 − a, for some a ≥ 0 and b > 0,
(ii) ∂tE(t, x) ≤ d|x|2 + c, for some d, c ≥ 0,

where the symbol ∂t denotes the partial derivative with respect to the variable t.
Observe that, from Assumption 1 (i), it descends that there exist ã ≥ 0 and b̃ > 0 such that

E(t, x) ≥ b̃|x|2 − ã, for every (t, x) ∈ [0, T ]× Rn. (6.4)

107
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Moreover, Assumption 1 (i) implies that, for every t ∈ [0, T ], all the critical points of E(t, ·) belong
to the closed ball B centered at zero and with radius

√

a
b . Since the function E(t, ·) has minimum

and maximum on B, it has at least one critical point and it belongs to B.
Assumption 2. For every t ∈ [0, T ], the set

{ξ ∈ Rn : ξ degenerate critical point of E(t, ·)} is discrete.

Remark 6.1. Assumptions 1–2 imply that, for every t ∈ [0, T ], the set of the critical points
of E(t, ·) is discrete. Indeed, by Assumption 2, the set of the degenerate critical points of E(t, ·)
is discrete, while the set of the nondegenerate critical points of E(t, ·) is discrete by the Implicit
Function Theorem.

For simplicity, in the sequel we will suppose that there are no critical points of E(T, ·).
Definition 6.2. We say that (τ, ξ) ∈ [0, T ]× Rn is a degenerate approximable critical pair

if ξ is a degenerate critical point of E(τ, ·) and there exist two sequences tn → τ− and ξn → ξ
with ∇xE(tn, ξn) = 0 and ∇2

xE(tn, ξn) > 0 for every n.

Observe that if (τ, ξ) is a degenerate approximable critical pair, then ∇xE(τ, ξ) is positive
semidefinite. From now on, A and B will be two given symmetric and positive definite matrices
of Mn×n, unless differently specified. λAmin and λBmin will denote the minimum eigenvalue of A
and B, respectively.
Assumption 3. If (τ, ξ) ∈ [0, T ] × Rn is a degenerate approximable critical pair, then there
exists l ∈ Rn \ {0} such that

(i) ker∇2
xE(τ, ξ) = span(l),

(ii) (A−TBl)·∇x(∂tE)(τ, ξ) 6= 0,
(iii) (A−TBl)·D3

xE(τ, ξ)[l, l] 6= 0,

where A−T is the transpose of the inverse matrix A−1 and D3
x denotes the third differential with

respect to the variable x, so that D3E(τ, ξ)[l, l] is the vector of Rn obtained by taking the third
differential of E(τ, ·) at ξ and applying it to the pair [l, l].

In the sequel, we will consider the equation Aẅ(s) + Bẇ(s) + ∇xE(τ, w(s)) = 0, which is
equivalent to the system

[

ẇ(s)

v̇(s)

]

= F

(

τ,

[

w(s)

v(s)

])

, (6.5)

where F : [0, T ]×R2n → R2n is defined by

F

(

t,

[

x

y

])

:=

[

B−1y

−BA−1 (y +∇xE(t, x))

]

, t ∈ [0, T ], x, y ∈ Rn. (6.6)

For this reason, we collect in the following remark some properties of the function F which descend
from Assumption 3 and which will prove useful.

Throughout this chapter, we will use both the notation
[

x
y

]

or (x, y) for a point of R2n.

Remark 6.3. Let Assumption 3 hold for some (τ, ξ) degenerate approximable critical pair

and some l ∈ Rn. Setting η :=
[

ξ
0

]

∈ R2n, observe first that

F (τ, η) = 0.

Since

∇ηF (τ, η) =

[

0 B−1

−BA−1∇2
xE(τ, ξ) −BA−1

]

,

where ∇η denotes ∂
∂(x,y) , from Assumption 3 (i) it turns out that

ker∇ηF (τ, η) = span(ω), ker∇ηF (τ, η)
T = span(ν), (6.7)

where

ω :=

[

l

0

]

, ν :=

[

B2A−1l

l

]

,
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Moreover, simple calculations give that

∂tF (τ, η) =

[

0

−BA−1∇x(∂tE)(τ, ξ)

]

, D2
ηF (τ, η)[ω, ω] =

[

0

−BA−1D3
xE(τ, ξ)[l, l]

]

,

so that, from Assumption 3 (ii) and (iii), we obtain that

ν·∂tF (τ, η) 6= 0, ν·D2
ηF (τ, η)[ω, ω] 6= 0. (6.8)

Observe that λ ∈ C is an eigenvalue of ∇ηF (τ, η) if and only if there exists
[

x
y

]

6= 0 such that

{

y = λBx,
∇2

xE(τ, ξ)x = −λ(B + λA)x.
(6.9)

Let us show that

the algebraic multiplicity of the null eigenvalue of ∇ηF (τ, η) is 1. (6.10)

It is well known that such multiplicity corresponds to the dimension of the generalized eigenspace
associated to the null eigenvalue, that is ker(∇ηF (τ, η))

k, where k is the smallest integer k such
that ker(∇ηF (τ, η))

k = ker(∇ηF (τ, η))
k+1. Thus, in order to prove (6.10), it is enough to show

that ker(∇ηF (τ, η))
2 ⊆ ker(∇ηF (τ, η)). If

[

x
y

]

∈ ker(∇ηF (τ, η))
2, then, in view of (6.7),

∇ηF (τ, η)

[

x

y

]

= α

[

l

0

]

, for some α ∈ C. (6.11)

If α 6= 0, (6.11) implies that
{

y = αBl,

∇2
xE(τ, ξ)x = y,

and, in turn, that 0 = x·
(

∇2
xE(τ, ξ)l

)

= αBl·l 6= 0, which is an absurd. Thus, α = 0 in (6.11), so

that
[

x
y

]

∈ ker(∇ηF (τ, η)). This concludes the proof of (6.10). Now, we want to show that every

eigenvalue λ of ∇ηF (τ, η) is such that:

Re(λ) < 0, for every eigenvalue λ 6= 0. (6.12)

Let
[

x
y

]

be an eigenvector associated to the eigenvalue λ 6= 0 and write x ∈ Cn \{0} as x = a+ ib,

for some a, b ∈ Rn. In the case a, b ∈ span(l), from the second equation in (6.9) we obtain that
(B + λA)l = 0. The scalar product of this equality with l gives

λ = −Bl·l
Al·l ≤ −λ

B
min

|A| < 0.

In the case {a, b} * span(l), we consider the hermitian product of the second equation of (6.9)
with x, which gives

C = −λ(CAλ+ CB), (6.13)

where

C :=
(

∇2
xE(τ, ξ)a·a+∇2

xE(τ, ξ)b·b
)

, CA := Aa·a+Ab·b, CB := Ba·a+Bb·b.
Now, by setting λ = λ1 + iλ2 for some λ1, λ2 ∈ R, from (6.13) we obtain

λ2(CB + 2CAλ1) = 0, (6.14)

and

CAλ
2
1 + CBλ1 − CAλ

2
2 + C = 0. (6.15)

We want to prove that λ1 < 0. If λ2 6= 0, from (6.14) it is easy to deduce that

λ1 ≤ −λ
B
min

2|A| < 0.
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In the case where λ2 = 0, we can suppose b = 0 and from (6.15) we obtain that C2
B − 4CCA ≥ 0

and that

λ1 ≤ −Ba·a+
√

(Ba·a)2 − 4(∇2
xE(τ, ξ)a·a)(Aa·a)

2Aa·a .

Since a /∈ span(l) = ker∇2
xE(τ, ξ) and ∇2

xE(τ, ξ) ≥ 0, we have that ∇2
xE(τ, ξ)a·a ≥ λτ |a|2, where

λτ > 0 is the smallest eigenvalue of ∇2
xE(τ, ξ) different from 0. By using this fact, together with

the hypotheses on A and B, we can easily prove, by rationalization, that

−Ba·a+
√

(Ba·a)2 − 4(∇2
xE(τ, ξ)a·a)(Aa·a)

2Aa·a ≤ −λτλ
A
min

|A||B| < 0.

This concludes the proof of (6.12). Let us collect together properties (6.7), (6.8), (6.10), and
(6.12). We obtain that F : [0, T ] × R2n → R2n, defined as is (6.6), is a C2 function such that
F (τ, η) = 0 and satisfies:

(TC1) 0 is an eigenvalue of ∇ηF (τ, η) with algebraic multiplicity 1, and there exist ω, ν ∈ Rm

such that ω·ν 6= 0 and ker∇ηF (τ, η) = span(ω), ker∇ηF (τ, η)
T = span(ν). Moreover,

Re(λ) < 0 for every eigenvalue λ 6= 0;
(TC2) ν·∂tF (τ, η) 6= 0;
(TC3) ν·D2

ηF (τ, η)[ω, ω] 6= 0.

We remark that, by [41, Theorem 3.4.1], the set of the vector fields satisfying (TC1)–(TC3) is
open and dense in the space of C∞ one–parameter families of vector fields with an equilibrium
at (τ, ξ) with a zero eigenvalue. In this sense, we can say that our Assumption 3 is “generic”.

With the next lemma we introduce the heterocline which will allow us to connect, at a specific
time τ , a degenerate critical point of E(τ, ·) to another suitable critical point of E(τ, ·).

Lemma 6.4. Let (τ, ξ) ∈ [0, T ]×Rn be a degenerate approximable critical pair. Suppose that
Assumption 1 and 2 and Assumption 3 (i) and (iii) hold. Excluding the constant solution ξ, there
exists a unique solution, up to time–translations, to the problem







Aẅ(s) +Bẇ(s) +∇xE(τ, w(s)) = 0, s ∈ (−∞, 0]
lims→−∞ w(s) = ξ,
lims→−∞ ẇ(s) = 0.

(6.16)

The solution w is defined on all R, there exists lims→+∞ w(s) =: ζ ∈ Rn, with ζ critical point of
E(τ, ·), and there exists lims→+∞ ẇ(s) = 0.

Proof. Writing the equation in (6.16) in the equivalent form (6.5) and using the properties
of the function F derived in Remark 6.3, we can apply Proposition 6.27 (with m = 2n and F (τ, ·)
in place of F ), and we obtain existence and uniqueness (up to time–translations) of the nontrivial
solution to (6.16). The other properties of such a solution con be proved using Lemma 6.5. �

Lemma 6.5. Let g : Rn → R be a C2 function such that

g(x) ≥ C1|x|2 − C2, for every x ∈ Rn, (6.17)

for some constants C1 > 0 and C2 ≥ 0. Suppose that the set of the critical points of g is discrete.
Let w be the (unique) solution of the Cauchy problem associated to

Aẅ +Bẇ +∇g(w) = 0, (6.18)

with initial conditions at some s0 ∈ R.
Then, (w, ẇ) is bounded and defined on [s0,+∞) and there exists the limit

lim
s→+∞

(w(s), ẇ(s)) =: (ζ, 0), (6.19)

where ζ is a critical point of g. Moreover, if (w, ẇ) is bounded on its maximal interval of existence,
then (w, ẇ) is bounded and defined on all R and there exists the limit

lim
s→−∞

(w(s), ẇ(s)) =: (ξ, 0),
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where ξ is a critical point of g.

Proof. Let us denote by (s−0 , s
+
0 ) the maximal interval of existence of w. Consider, for

x, y ∈ Rn, the function

V

([

x

y

])

:=
1

2
Ay·y + g(x),

and observe that, by multiplying (6.18) by ẇ, we obtain that

d

ds
V

([

w(s)

ẇ(s)

])

= −Bẇ(s)·ẇ(s) ≤ 0.

Thus, for every s ∈ [s0, s
+
0 ),

1

2
λAmin|ẇ(s)|2 + g(w(s)) ≤ 1

2
Aẇ(s)·ẇ(s) + g(w(s)) ≤ 1

2
Aẇ(s0)·ẇ(s0) + g(w(s0)).

Therefore, by using (6.17), we deduce that the positive semiorbit of (w, ẇ) is bounded and there-
fore defined on [s0,+∞). This fact, together with the monotonicity of V

([

w
ẇ

])

on [s0,+∞),
implies the existence of the limit

lim
s→+∞

V

([

w(s)

ẇ(s)

])

=: L ∈ R. (6.20)

Let
[

x
y

]

be a point of the ω–limit set associated to (w, ẇ) (which is nonempty because of the

boundedness of the positive semiorbit of (w, ẇ)), and consider the solution ϕ to the problem






Aẅ(s) +Bẇ(s) +∇g(w(s)) = 0, s ∈ [s0,+∞)
w(s0) = x,
ẇ(s0) = y.

Since, from (6.20), V
([

x
y

])

= L, and the ω–limit sets are invariant sets, we obtain that

V
([

ϕ(s)
ϕ̇(s)

])

= L for every s ≥ s0. Thus,

d

ds
V

([

ϕ(s)

ϕ̇(s)

])

= −Bϕ̇(s)·ϕ̇(s) = 0, for every s ≥ s0,

so that y = 0 and ϕ̈(s) = 0 for every s ≥ s0. Considering also (6.18), it turns out that ∇g(x) =
0. In this way, we have proved that the ω–limit set is contained in the set Z := {(ζ, 0) ∈
R2n : ζ critical point of g}, which is, by assumption, discrete. Therefore, the ω–limit set, that is
connected, is reduced to one point of Z, and this proves (6.19). The proof of the remaining part
of the lemma can be done in a similar way, by using the boundedness of (w, ẇ) on (s−0 ,+∞) and
again the monotonicity of V

([

w
ẇ

])

. �

Assumption 4. For every degenerate approximable critical pair (τ, ξ) ∈ [0, T ] × Rn, let w be
the unique solution (up to time–translation) of (6.16). We assume that

∇2
xE(τ, w(+∞)) is positive definite.

With the following proposition we construct a piecewise continuous solution to problem (6.2)
on the interval [0, T ]. We will then prove, in Section 6.2, that this solution is suitably approxi-
mated by a solution of equation (6.1).

Proposition 6.6. Under Assumptions 1–4, let xr0 ∈ Rn be such that ∇xE(0, x
r
0) = 0 and

∇2
xE(0, x

r
0) > 0.

There exists a partition 0 = t0 < ... < tm = T of the interval [0, T ] and, for every j ∈
{1, ...,m− 1}, two distinct points xrj , x

s
j ∈ Rn with the following properties:

(1) for every j ∈ {1, ...,m}, there exists a unique function uj : [tj−1, tj) → Rn of class C2

such that uj(tj−1) = xrj−1 and

∇xE(t, uj(t)) = 0 and ∇2
xE(t, uj(t)) > 0, for every t ∈ [tj−1, tj);
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(2) for every j ∈ {1, ...,m − 1}, xsj = limt→t−j
uj(t), (tj , x

s
j) is a degenerate approximable

critical pair, and there exists a unique (up to time–translation) function wj : R → Rn

of class C2 satisfying

Aẅj(s) +Bẇj(s) +∇xE(tj , wj(s)) = 0, s ∈ R, (6.21)

and such that

lim
s→−∞

wj(s) = xsj , lim
s→+∞

wj(s) = xrj .

The proof of Proposition 6.6 is similar to the proof of [72, Proposition 1]. The only difference
is in the choice of the heterocline which connects xsi to x

r
i : in [72], it is the solution to the equation

ẇj(s) = ∇xE(tj , wj(s)), while, here, equation (6.21) is considered. The scheme of the proof is
the following: starting from xr0, we find a unique solution u1 of (6.2) on the maximal interval of
existence [0, t1) such that u1(0) = xr0. If t1 < T , then there exists the limit xs1 := limt→t−1

u1(t)

(the index s stands for “singular”) and (t1, x
s
1) is a degenerate approximable critical pair. Thus,

Assumption 3 holds for (t1, x
s
1). In particular, Lemma 6.4 tells us that Assumption 3 (i) and (iii)

(together with Assumption 1 and 2) ensure the existence and uniqueness, up to time–translations,
of the solution w1 to (6.21) with j = 1, satisfying w1(−∞) = xs1. Moreover, there exists the limit
lims→+∞ w1(s) =: xr1 (the index r stands for “regular”) and xr1 is a critical point of E(t1, ·).
At this point, using Assumption 4, we have that ∇2

xE(t1, x
r
1) > 0 and we can repeat the same

argument with (t1, x
r
1) in place of (0, xr0). In this way, we find the solution u2 of (6.2), defined

on the maximal (on the right) interval of existence [t1, t2), and such that u2(t1) = xr1, and so on.
Observe that, by Assumption 2, ∇2

xE(T, um(T )) is positive definite. The functions u1, ..., um give
us a piecewise continuous solution u to problem (6.2), according to the next definition.

Definition 6.7. Under Assumptions 1–4, we define u : [0, T ] → Rn by:

u(t) := uj(t), for every t ∈ [tj−1, tj), j ∈ {1, ...,m}, u(T ) := um(t),

where 0 = t0 < ... < tm = T and u1, ..., um are the partition and the functions obtained in
Proposition 6.6.

Since (tj , x
s
j) is an approximable critical pair for every j ∈ {1, ...,m − 1}, Assumption 3

implies that the transversality conditions (TC1)–(TC3) listed in Remark 6.3 hold for F (see

(6.6) for a definition) at
(

tj ,
[

xs
j

0

])

for j = 1, ...,m − 1, as shown in the same remark. Such

transversality conditions ensure (see [41, Theorem 3.4.1]) the existence of a smooth curve of

equilibria
(

t(·),
[

x
y

]

(·)
)

passing through
(

tj ,
[

xs
j

0

])

, tangent to the hyperplane {tj} × R2n. In

particular, in a left neighborhood of tj there are two regular branches of solutions to F (t, ·) = 0,
a saddles’ branch and a nodes’ branch, while in a right neighborhood of tj there are no solutions.

The nodes’ branch is the already defined uj(t) (more precisely, it is
(

t,
[

uj(t)
0

])

). For every

j = 1, ...,m− 1, we denote the other branch, which is defined starting from some t∗j ∈ [tj−1, tj),
by

uj : [t
∗
j , tj) → Rn. (6.22)

Note that, by Assumption 2, for every δ > 0 sufficiently small we have that

x ∈ B(xsj , δ) satisfies ∇xE(tj , x) = 0 if and only if x = xsj . (6.23)

Moreover, in view of the behavior of the vector field F at the point
(

tj ,
[

xs
j

0

])

, we can introduce

the specific times

tj−1 < t∗j < tδj < tj < t∗∗j (6.24)



6.2. SINGULAR PERTURBATIONS OF SECOND ORDER 113

endowed with the following properties:

for every t ∈ [tδj , tj), ∇xE(t, x) = 0 for some x ∈ B

(

xsj ,
δ

4

)

if and only if x ∈ {uj(t), uj(t)},
(6.25)

|F (·, ·)| > 0 on (tj , t
∗∗
j ]×B

(

(xsj , 0), δ
)

. (6.26)

6.2. Singular perturbations of second order

In this section, we consider the equation

ε2Aüε(t) + εBu̇ε(t) +∇xE(t, u
ε(t)) = 0, t ∈ [0, T ], (6.27)

where ε > 0 is an arbitrarily small parameter, and we show that a solution to this equation,
satisfying suitable initial conditions, approximates the solution to problem (6.2) constructed in
the previous section in a sense that we are going to specify. Note that equation (6.27) can be
seen as a singular perturbation of the evolution problem

Aü(t) +Bu̇(t) +∇xE(t, u(t)) = 0, t ∈ [0, T ].

In the present section and also in Section 6.3 we will take into account the following objects. Let
xr0 ∈ Rn be such that ∇xE(0, x

r
0) = 0 and ∇2

xE(0, x
r
0) is positive definite. We consider a point

(x0, y0) ∈ R2n such that v0 is the solution to the autonomous problem






Av̈0(σ) +Bv̇0(σ) +∇xE(0, v0(σ)) = 0, σ ∈ [0,+∞)
v0(0) = x0,
v̇0(0) = y0,

(6.28)

and

lim
σ→+∞

v0(σ) = xr0. (6.29)

Under Assumptions 1 and 2, Lemma 6.5 ensures the existence of the solution to problem (6.28)
and of the limit in (6.29). Also, it tells us that v0(+∞) is a critical point of E(0, ·) and that
v̇0(+∞) = 0. The main results of this section are given by the following two theorems, which
describe how the function u of Definition 6.7 and the trajectories of the heteroclines wj ’s at the
jump times tj ’s are approximated by suitable solutions uε of (6.27).

Theorem 6.8. Under Assumptions 1–4, let xr0 ∈ Rn be such that ∇xE(0, x
r
0) = 0 and

∇2
xE(0, x

r
0) is positive definite. Let u : [0, T ] → Rn, with u(0) = xr0, be given by Definition

6.7 and uε : [0, T ] → Rn a solution to (6.27) such that

(uε(0), εu̇ε(0)) → (x0, y0), as ε→ 0+, (6.30)

where (x0, y0) satisfies (6.28) and (6.29). Then, we have that

(1) (uε, εBu̇ε) converges uniformly to (u, 0) on the compact subsets of (0, T ] \ {t1, ..., tm−1};
(2) for every j ∈ {1, ...,m− 1}, there exists a sequence {aεj}, with aεj → tj,

and a heteroclinic solution wj of






Aẅj(s) +Bẇj(s) +∇xE(tj , wj(s)) = 0,
lims→−∞ wj(s) = xsj ,
lims→−∞ ẇj(s) = 0,

(6.31)

such that

(vεj , v̇
ε
j ) → (wj , ẇj) uniformly on the compact subsets of R,

where

vεj (s) := uε(aεj + εs), for every s ∈
[

−
aεj
ε
,
T − aεj
ε

]

.
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The next theorem can be viewed as a corollary of Theorem 6.8 and gives a geometric interpre-
tation of how (uε, εBu̇ε) approximates (u, 0) and the trajectory of (wj , Bẇj), for j = 1, ...,m− 1.
It deals with the following sets. Recall the heteroclines given by Proposition 6.6 and the function
v0 previously introduced. We define

I0 := {(v0(s), Bv̇0(s)), s ≥ 0} and Ij := {(wj(s), Bẇj(s)), s ∈ R}, (6.32)

for j = 1, ...,m− 1, and set

S
ε := {(t, uε(t), εBu̇ε(t)) : t ∈ [0, T ]}, S := Sreg ∪ Ssing , (6.33)

where
Sreg := {(t, u(t), 0) : t ∈ [0, T ]}, (6.34)

and

Ssing := [{0} × I0] ∪
m−1
⋃

j=1

{tj} × [Ij ∪ {(xsj , 0)}]. (6.35)

Observe that the set Ssing does not change if we replace some wj ’s by some of their time–
translated. We recall that d(·, ·) stands for the euclidean distance either between two points or
between a point and a set, and denote by dH the Haudorff distance. If K1 and K2 are two
compact subsets of a compact metric space, the Hausdorff distance between K1 and K2 is defined
as

dH(K1,K2) := sup
x∈K1

d(x,K2) + sup
x∈K2

d(x,K1).

Theorem 6.9. Under the hypotheses of Theorem 6.8, we have that

dH(S ε,S ) → 0, as ε→ 0+.

In order to prove Theorem 6.8 and Theorem 6.9, we need some preliminary results. First, we
state a property of uniform boundedness of the solutions to equation (6.27).

Lemma 6.10. Let Assumption 1 hold and let {tε} be a sequence converging to some t̃ ∈ [0, T ],
as ε → 0+. Then, there exists a unique uε : [tε, T ] → Rn of class C2, solution of the Dirichlet
problem associated to (6.27) with initial condition at tε. Moreover, if uε(tε) and εu̇ε(tε) are
uniformly bounded, then uε(t) and εu̇ε(t) are uniformly bounded with respect to t ∈ [tε, T ] and ε.

Proof. The standard theory of ordinary differential equations tells us that there exists
locally a unique solution uε of the Cauchy problem associated to (6.27). Multiplying equation
(6.27) by u̇ε(t), it turns out the equation

ε2

2

d

dt
Au̇ε·u̇ε + εBu̇ε·u̇ε + d

dt
E(t, uε)− ∂tE(t, u

ε) = 0,

which, by integration between tε and t ∈ [tε, T ] and by the positive definiteness of A and B, gives

ε2

2
λAmin|u̇ε(t)|2 + E(t, uε(t)) ≤ ε2

2
Au̇ε(tε)·u̇ε(tε) + E(tε, uε(tε)) +

∫ t

tε
∂tE(τ, u

ε(τ))dτ. (6.36)

Then, by using Assumption 1 and (6.4), we have that

|uε(t)|2 ≤ Kε
1 +K2

∫ t

0

|uε(τ)|2dτ, for every t ∈ [0, T ],

where

Kε
1 =

1

b̃

[

ε2

2
Au̇ε(tε)·u̇ε(tε) + E(tε, uε(tε)) + c(T − tε) + ã

]

, K2 :=
d

b̃
. (6.37)

By differential inequalities (see, e.g., [43]), we obtain that

|uε(t)|2 ≤ Kε
1e

K2(T−tε), for every t ∈ [0, T ],

so that, by hypothesis and by (6.37), uε(t) is uniformly bounded with respect to t ∈ [tε, T ] and ε.
This fact, together with (6.36), gives that also εu̇ε is uniformly bounded with respect to t ∈ [tε, T ]
and ε. This in particular implies that uε and u̇ε are defined on [tε, T ] and completes the proof. �
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The following technical proposition will play a crucial role in the proof of the main results of
this section. To handle equation (6.27), we will use the function F : [0, T ]× R2n → R2n defined
in (6.6), so that (6.27) is equivalent to

ε

[

u̇ε

v̇ε

]

= F

(

t,

[

uε

vε

])

.

Also, we will consider a function u ∈ C([ t, t̂];Rn) for some 0 ≤ t < t̂ ≤ T and we will use Lemma
6.10 to say that if uε(tε) and εu̇ε(tε) are uniformly bounded for a certain sequence {tε} ⊆ [ t, t̂ ),
then there exists a compact K ⊆ R2n such that

{

(suε(t) + (1 − s)u(t), εsBu̇ε(t)) : (s, t) ∈ [0, 1]×[tε, t̂ ]
}

⊆ K, (6.38)

for every ε > 0.

Proposition 6.11. Let E : [0, T ]× Rn → R be a C2 function and let u ∈ C([ t, t̂ ];Rn) be a
solution of (6.2) on [ t, t̂], for some 0 ≤ t < t̂ ≤ T . Let {tε} ⊆ [ t, t̂ ) be such that

tε → t̃, for some t̃ ∈ [ t, t̂ ),

and let uε be a C2 solution of (6.27) on [tε, T ] such that uε(tε) and εu̇ε(tε) are uniformly bounded.
Finally, let K be a compact of R2n such that (6.38) hold and let ω be the modulus of continuity
on K (uniform with respect to t ∈ [0, T ]) of the function ∇ηF (t, ·), where F is defined in (6.6).

There exists a positive constant C = C(E, u) such that, if r ∈ (0, C) and

lim sup
ε→0+

∣

∣

(

uε(tε)− u(t̃ ), εBu̇ε(tε)
)∣

∣ < min{r, rω(2r)}, (6.39)

then
lim sup
ε→0+

sup
t∈[tε,t̂ ]

∣

∣

(

uε(t)− u(t), εBu̇ε(t)
)∣

∣ ≤ r. (6.40)

The proof of Proposition 6.11 requires two lemmas.

Lemma 6.12. Let A ∈ Mn×n be such that

Re(λ) ≤ −α, for every λ eigenvalue of A, for some α > 0.

There exists a constant CA, depending on A, such that
∣

∣etA
∣

∣ ≤ CAe
−α

2 t, for every t ≥ 0.

The proof of Lemma 6.12 is straightforward, once A is written in Jordan canonical form.
In Section 6.4 we will use more general estimates of this kind (see (6.173)–(6.174)). With the
following remark we underline the fact that the constant CA of the previous lemma is not universal,
but generally depending on A.

Remark 6.13. For a ∈ R, consider the matrix A =

[

−1 a
0 −1

]

, whose spectrum is {−1}.

Since A is the sum of the matrices

[

−1 0
0 −1

]

and

[

0 a
0 0

]

, which commute, it is easy to

compute

etA = e−t

[

1 at
0 1

]

.

The norm of etA is e−t
√
2 + a2t2. Therefore, a constant C not depending on A and such that

∣

∣etA
∣

∣ ≤ Ce−
t
2 should satisfy

√
2 + a2t2 ≤ Ce

t
2 for every a ∈ R, but this is impossible.

Lemma 6.14. Let A ∈ Mn×n be such that
∣

∣etA
∣

∣ ≤ Ce−γt, for every t ≥ 0, for some C, γ > 0.

There exist two positive constants δ and b, depending only on C and γ, such that, if B ∈ Mn×n

and |B| ≤ δ, then
∣

∣

∣
et(A+B)

∣

∣

∣
≤ be−

γ
2 t, for every t ≥ 0.
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Proof. Observe that when A and B commute the proof is straightforward. Otherwise, for
x ∈ Rn, let us consider the solution vx of the problem

{

v̇(t) = (A+B)v(t), t > 0
v(0) = x.

(6.41)

Since
∣

∣

∣et(A+B)
∣

∣

∣ = sup
x∈Rn\{0}

|vx(t)|
|x| ,

the thesis follows if we prove that there exist δ, b > 0, depending only on C and γ, such that, if
|B| ≤ δ, then

|vx(t)| ≤ be−
γ
2 t|x|, for every t ≥ 0 and x ∈ Rn. (6.42)

For certain constants δ, b > 0 to be chosen later, let us fix a function z ∈ C([0,+∞);Rn) such

that |z(t)| ≤ be−
γ
2 t|x| for all t ≥ 0, and consider, for |B| ≤ δ, the problem

{

v̇(t) = Av(t) +Bz(t), t > 0
z(0) = x.

(6.43)

The solution of (6.43) can be represented by the variation of constants formula and estimated in
the following way:

|v(t)| ≤ C

(

e−γt|x|+
∫ t

0

e−γ(t−s)|B||z(s)|ds
)

≤ C|x|e− γ
2 t

(

1 +
2bδ

γ

)

. (6.44)

In order to obtain (6.42), we want C
(

1 + 2bδ
γ

)

≤ b so that we choose

δ <
γ

2C
, b ≥ γC

γ − 2δC
. (6.45)

Now, we define the space

X :=

{

v ∈ C([0,+∞),Rn) : v(0) = x and sup
t∈[0,+∞)

v(t)e
γ
2 t <∞

}

,

which is a Banach space endowed with the norm ‖v‖X := supt∈[0,+∞) v(t)e
γ
2 t, and the subset

Ω := {v ∈ X : ‖v‖X ≤ |x|b} .
From (6.44) and thanks to the choice (6.45), we have obtained that the operator

G : Ω → Ω,

that to each z ∈ Ω associates the solution of (6.43), is well defined. If we prove that G is a
contraction from Ω to Ω, we will prove that the solution v of (6.41) satisfies (6.42), that is our
aim. Let z1, z2 ∈ Ω and suppose |B| ≤ δ. Then, we have that

‖G(z1)−G(z2)‖X = sup
t≥0

e
γ
2 t

∣

∣

∣

∣

∫ t

0

e(t−s)AB[z1(s)− z2(s)]ds

∣

∣

∣

∣

≤ 2Cδ

γ
‖z1 − z2‖X .

From (6.45), it descends that 2Cδ
γ < 1, so that G is a contraction from Ω to Ω. �

Proof of Proposition 6.11. Note that, definingW :=
[

u
0

]

andWε :=
[

uε

vε

]

−W , equation

(6.27) is equivalent to

εẆε = F (t,W +Wε)− εẆ , (6.46)

where F , already defined in (6.6), is given by

F

(

t,

[

x

y

])

:=

[

B−1y

−BA−1 (y +∇xE(t, x))

]

, t ∈ [0, T ], x, y ∈ Rn.

Set
M(t) := ∇ηF (t,W (t)), t ∈ [ t, t̂ ].
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The regularity assumptions on E and u imply that M ∈ C([ t, t̂ ];M2n×2n) and that

∇2
xE(t, u(t)) ≥ α, for every t ∈ [ t, t̂ ], for some α > 0. (6.47)

First, let us explain how we find the constant C of the statement. As done in Remark 6.3, we
can prove using (6.47) that there exists β > 0 such that Re(λ) ≤ −β for every λ eigenvalue of
M(s), for every s ∈ [ t, t̂ ]. Therefore, from Lemma 6.12 and Lemma 6.14, it turns out that there
exists b > 0 such that

∣

∣

∣
etM(s)

∣

∣

∣
≤ be−

β
4 t, for every t ≥ 0 and s ∈ [ t, t̂ ]. (6.48)

Indeed, from Lemma 6.12, we have that, for every t ≥ 0,
∣

∣

∣
etM(s)

∣

∣

∣
≤ CM(s)e

−β
2 t, (6.49)

with CM(s) > 0 a constant depending on M(s) for every s ∈ [ t, t̂ ]. Considering (6.49) for a

certain s0 ∈ [ t, t̂ ], let δ0, b0 > 0, depending on CM(s0) and
β
2 , be given by Lemma 6.14. By the

uniform continuity ofM on [ t, t̂ ], there exists σ0 > 0 and a finite number of si in [ t, t̂ ] such that,
if s ∈ [ t, t̂ ], then |s− si| < σ0 for some i and |M(s)−M(si)| ≤ δ0, so that, by Lemma 6.14,

∣

∣

∣
etM(s)

∣

∣

∣
=
∣

∣

∣
et(M(si)+M(s)−M(si))

∣

∣

∣
≤ b0e

− β
4 t, for every t ≥ 0.

Now, let C > 0 be a constant (depending on b and β and, in turn, on f and u) such that, if
0 < r < C, then

ω(2r) ≤ 1

2b

(

1 +
10

β
max{1, 2b}

)−1

. (6.50)

The reason why the estimate (6.50) is needed will be clear at the end of the proof. By now, let
0 < r < C and suppose that (6.39) holds true for a certain tε → t̃ ∈ [ t, t̂ ). Then, there exists
εr > 0 such that

∣

∣(uε(tε)− u(t̃), εBu̇ε(tε))
∣

∣ ≤ min{r, rω(2r)}, for every ε ∈ (0, εr). (6.51)

Since tε → t̃, it is easy to check that (6.51) implies, up to a smaller εr, that

|Wε(t
ε)| ≤ 2min{r, rω(2r)}, for every ε ∈ (0, εr). (6.52)

Therefore, it makes sense to define, for ε ∈ (0, εr),

t̂ε := inf{t ∈ [tε, t̂ ] : |Wε(t)| > 2r},
with the convention inf Ø = t̂, so that sup[tε,t̂ε] |Wε| ≤ 2r for every ε ∈ (0, εr).

Claim. There exists ε̃r ∈ (0, εr] such that

sup
t∈[tε,t̂ε]

|Wε(t)| ≤ r, for every ε ∈ (0, ε̃r).

Observe that the claim implies that t̂ε = t̂ and, in turn, that sup[tε,t̂ ] |Wε| ≤ r for every ε ∈ (0, ε̃r),

that is (6.40).
Proof of the claim. Using again the uniform continuity of M on [ t, t̂ ], let σ > 0 be such that
|M(t)−M(s)| ≤ ω(2r) if |s− t| < σ, and define

τi = τi(ε) := tε + iσ, for i = 0, ..., kε, where kε :=

⌊

t̂ε − tε

σ

⌋

,

and

Mε(t) :=



















M(tε), t ∈ [tε, τ1)
M(τ1), t ∈ [τ1τ2)
...
M(τkε), t ∈ [τkε , t̂

ε].
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Observe that Mε(t) =M
(

tε +
⌊

t−tε

σ

⌋)

. With such definitions, we obtain that

sup
t∈[tε,t̂ε]

|Mε(t)−M(t)| ≤ ω(2r). (6.53)

Let us write equation (6.46) on [tε, t̂ε] in the following equivalent way:

εẆε =MεWε +Hε,

where

Hε := (M −Mε)Wε + [F (t,W +Wε)−MWε]− εẆ .

Clearly, there exists ε̃r ∈ (0, εr] such that

sup
t∈[tε,t̂ε]

|εẆ (t)| ≤ rω(2r), for every ε ∈ (0, ε̃r). (6.54)

Since F (t,W (t)) = 0 for every t ∈ [ t, t̂ ], it turns out that

sup
t∈[tε,t̂ε]

|F (t,W (t) +Wε(t)) −M(t)Wε(t)|

≤ 2r sup
{

|∇ηF (t,W (t) + sWε(t))−M(t)| : (s, t) ∈ [0, 1]× [tε, t̂ε]
}

≤ 2rω(2r). (6.55)

Inequalities (6.53), (6.54) and (6.55) imply that

sup
[tε,t̂ε]

|Hε(t)| ≤ 5rω(2r). (6.56)

By setting Zε(t) :=Wε(εt), let us consider another equation equivalent to (6.46) on [tε, t̂ε]:

Żε =Mε(εt)Zε +Hε(εt), t ∈
[

tε

ε
,
t̂ε

ε

]

. (6.57)

If kε = 0, that is t̂ε − tε < σ, the solution of (6.57) is

Zε(t) = e(t−
tε

ε )M(tε)Zε

(

tε

ε

)

+

∫ t

tε

ε

e(t−τ)M(tε)Hε(ετ)dτ.

Then, by using (6.48) and (6.56), we have that

sup
t∈[tε,t̂ε]

|Wε(t)| = sup
t∈[ tεε , t̂

ε

ε ]
|Zε(t)| ≤ b

(

|Wε(t
ε)|+ 20

β
rω(2r)

)

≤ 2b

(

1 +
10

β

)

rω(2r),

where the last inequality is due to (6.52). Then, the thesis follows from (6.50).
If kε 6= 0, we define Z0

ε as the solution of equation (6.57) in [0, τ1ε ) and, for i = 1, ..., kε, we define

Zi
ε as the solution of equation (6.57) in

[

τi
ε ,min

{

τi+1

ε , t̂
ε

ε

})

with Z
(i−1)
ε

(

τi
ε
−) as initial condition

at τi
ε . By using the variation of constants formula, it turns out that

|Z0
ε | ≤ R0

ε on

[

tε

ε
,
τ1
ε

)

, (6.58)

where

R0
ε(t) := b

(

e−
β
4 (t− tε

ε )|Wε(t
ε)|+ 20

β
rω(2r)

)

, t ∈
[

tε

ε
,
τ1
ε

]

,

and

|Zi
ε| ≤ Ri

ε on
[τi
ε
,
τi+1

ε

)

, for i = 1, ..., kε − 1, (6.59)

|Zkε
ε | ≤ Rkε

ε on

[

τkε

ε
,
tε
ε

]

, (6.60)

where

Ri
ε(t) := b

(

e−
β
4 (t−

τi
ε )Ri−1

ε

(τi
ε

)

+
4

β
ω(r)r

)

, t ∈
[τi
ε
,
τi+1

ε

]

, for i = 1, ..., kε. (6.61)
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From this definition it is easy to check that, up to a smaller ε̃r (such that b exp
(

−βσ
4ε

)

≤ 1
2 for

every ε ∈ (0, ε̃r)), R
i
ε

( τi+1

ε

)

≤ 2rω(2r)
(

1 + 20b
β

)

, for i = 0, ..., kε − 1. In turn, again from (6.61),

we have that

Ri
ε

(τi
ε

)

≤ 2brω(2r)

(

11 +
20b

β

)

,

so that, from the choice made in (6.50), Ri
ε

(

τi
ε

)

≤ r, for i = 0, ..., kε. Thus, since R
i
ε is decreasing

in t, from (6.58)–(6.60) we obtain that

sup
t∈[tε,t̂ε]

|Wε(t)| ≤ max







max
i∈{0,...,kε−1}

sup
t∈[ τiε ,

τi+1
ε )

|Zi
ε(t)|, sup

t∈[
τkε
ε , tεε ]

|Zkε
ε (t)|







≤ max
i∈{0,...,kε}

Ri
ε

(τi
ε

)

≤ r, for every ε ∈ (0, ε̃r).

�

Proposition 6.11 allows us to prove a first part of Theorem 6.8.

Proof of Theorem 6.8 restricted to (0, t1). We begin the proof of Theorem 6.8 by
showing that

(uε, εBu̇ε) → (u, 0) uniformly on the compact subsets of (0, t1). (6.62)

Consider [t∗, t̂] ⊆ (0, t1) and let δ > 0 be sufficiently small in order to apply Proposition 6.11 with
r = δ. Observe that the function

vε0(s) := uε(εs), s ∈
[

0,
T

ε

]

, (6.63)

satisfies the problem






Av̈ε0(s) +Bv̇ε0(s) +∇xE(εs, v
ε
0(s)) = 0, s ∈

[

0, Tε
]

vε0(0) = uε(0),
v̇ε0(0) = εu̇ε(0),

so that, by (6.30),

(vε0, v̇
ε
0) → (v0, v̇0) uniformly on the compact subsets of [0,+∞), (6.64)

where v0 satisfies (6.28) and (6.29). This convergence, the limit in (6.29) and the fact that
v̇0(+∞) = 0 imply that there exists sδ0 > 0 such that

∣

∣

(

v0(s)− xr0, Bv̇0(s)
)∣

∣ ≤ 1

2
min{δ, δω(2δ)}, for every s ≥ sδ0, (6.65)

and

lim sup
ε→0+

∣

∣

(

uε(εsδ0)− xr0, εBu̇
ε(εsδ0)

)∣

∣ < min{δ, δω(2δ)}, (6.66)

where ω is defined in Proposition 6.11. Using the same proposition with t = t̃ = 0 and u1 in place
of u, and

bε0 := εsδ0 (6.67)

in place of tε, from (6.66) we obtain that

lim sup
ε→0+

sup
t∈[t∗,t̂ ]

∣

∣

(

uε(t)− u(t), εBu̇ε(t)
)∣

∣ ≤ lim sup
ε→0+

sup
t∈[bε0,t̂ ]

∣

∣

(

uε(t)− u(t), εBu̇ε(t)
)∣

∣ ≤ δ, (6.68)

and, in turn, (6.62). �
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Note that convergence (6.62), together with the fact that limt→t−1
u(t) = xs1 and the definition

of tδ1 < t1 (see (6.25)), implies that

∣

∣

(

uε(tδ1)− xs1, εBu̇
ε(tδ1)

)∣

∣ ≤ δ

2
,

for every ε sufficiently small. To prove Theorem 6.8 (2) for j = 1, we need to introduce the first
time larger that tδ1 in which (uε(t), εBu̇ε(t)) escapes from B

(

(xs1, 0), δ
)

, that is

aε1 := max
{

t ∈ [tδ1, t
∗∗
1 ] :

(

uε(t), εBu̇ε(t)
)

∈ B
(

(xs1, 0), δ
)

for every t ∈ [tδ1, t ]
}

, (6.69)

where t∗∗1 > t1 is defined in (6.26). Observe that, for every ε small enough, aε1 is well defined,
because the maximum is taken over a nonempty set, and it depends on δ. Also, note that if
aε1 < t∗∗1 then (uε(aε1), εBu̇

ε(aε1)) ∈ ∂B
(

(xs1, 0), δ
)

.

Lemma 6.15.

aε1 → t1, as ε→ 0+.

Proof. We divide the proof in two steps.
(i) Let τk ≥ tδ1 be a sequence approaching t1 from the left, as k → +∞. From (6.62) we have
that, for every k, there exists εk such that sup[tδ1,τk]

∣

∣(uε − u, εBu̇ε)
∣

∣ ≤ δ
2 for all ε ∈ (0, εk). Thus,

also in view of the definition of tδ1,

(uε(t), εBu̇ε(t)) ∈ B
(

(xs1, 0), δ
)

, for every t ∈ [tδ1, τk], ε ∈ (0, εk).

In turn, from the definition of aε1, we obtain that aε1 ≥ τk for every ε ∈ (0, εk) and every k, so
that

lim inf
ε→0

aε1 ≥ t1.

(ii) Here, we want to prove that

lim sup
ε→0

aε1 ≤ t1.

Suppose, by contradiction, that there exists a sequence {εk}, with εk → 0, such that {aεk1 } ⊆
[t̂, t∗∗1 ], for some t1 < t̂ < t∗∗1 . Then, up to a subsequence,

aεk1 → t̃, for some t̃ ∈ [t̂, t∗∗1 ]. (6.70)

Note that the function vε1 := uε(aε1 + εs) satisfies the problem










Av̈ε1(s) +Bv̇ε1(s) +∇xE(a
ε
1 + εs, vε1(s)) = 0, s ∈

[

−aε
1

ε ,
T−aε

1

ε

]

vε1(0) = uε(aε1),
v̇ε1(0) = εu̇ε(aε1).

From the definition of aε1, we have that (vε1(0), Bv̇
ε
1(0)) ∈ B

(

(xs1, 0), δ
)

, and, in turn, up to a
further subsequence, that

(vεk1 (0), Bv̇εk1 (0)) → (z, ż), for some (z, ż) ∈ B
(

(xs1, 0), δ
)

. (6.71)

The limits (6.70) and (6.71) imply that, if w is the solution to the problem






Aẅ(s) +Bẇ(s) +∇xE(t̃, w(s)) = 0,
w(0) = z,
Bẇ(0) = ż,

(6.72)

then (vεk1 , v̇εk1 ) → (w, ẇ) uniformly on the the compact subsets of a common interval of existence.
From this convergence, using Lemma 6.5 and the definition of aε1, it is easy to check that w and
ẇ are defined on all R and that (w(s), Bẇ(s)) ∈ B

(

(xs1, 0), δ
)

for every s ∈ (−∞, 0]. Moreover,
by Lemma 6.5, there exist the limits

lim
s→−∞

w(s) =: w(−∞), lim
s→−∞

ẇ(s) =: ẇ(−∞),
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and satisfy F
(

t̃,
[

w(−∞)
ẇ(−∞)

])

= F
(

t̃,
[

w(−∞)
0

])

= 0. At the same time, (w(+∞), 0) ∈ B
(

(xs1, 0), δ
)

.

These facts give a contradiction, because t̃ ∈ (t1, t
∗∗
1 ] and (6.26) holds. �

By Lemma 6.4, any solution of problem (6.31) differs from any other solution by time–
translation, so that the trajectories Ij ’s (defined in (6.32)) are uniquely defined. By using
Morse–Sard Theorem (see, e.g., [44, Theorem 1.3 ch. 3]) applied to the function

t 7→ |(wj(t)− xsj , Bẇj(t))|2,
it is easy to check that the set

Ej := {δ > 0 : Ij is tangent to ∂B((xsj , 0), δ) at a point of intersection} (6.73)

has zero measure. The reason why we introduce the set Ej , for j = 1, ...,m− 1, will be clear in
the next proof.

Proof of Theorem 6.8, complete. Let δ be sufficiently small. First, let us prove state-
ment (2) in the case j = 1. Consider an arbitrary sequence εk → 0 and the function

vε1(s) := uε(aε1 + εs), s ∈
[

−a
ε
1

ε
,
T − aε1
ε

]

, (6.74)

with aε1 given by (6.69). Observe that vε1 depends on δ. By using Lemma 6.15 and arguing
similarly to its proof, we can show that, up to a subsequence,

(vεk1 (0), Bv̇εk1 (0)) → (z, ż), for some (z, ż) ∈ ∂B((xs1, 0), δ),

and that (vεk1 , v̇εk1 ) → (w1, ẇ1) uniformly on the compact subsets of R, where w1 is the solution
of problem (6.72), with t1 in place of t̃, and satisfies

w1(−∞) = xs1, ẇ1(−∞) = 0. (6.75)

The first condition in (6.75) is due to the fact that w1(−∞) ∈ B(xs1, δ) must be a critical point of
E(t1, ·) and, since we are supposing δ small enough, the unique critical point of E(t1, ·) in B(xs1, δ)
is xs1 (see (6.23)). Observe that w1 depends on δ. To conclude the proof, it remains to show
that, given any other sequence εh → 0, (vεh1 , v̇εh1 ) converges (up to a subsequence) to (w1, ẇ1),
as (vεk1 , v̇εk1 ) does. By repeating the same arguments above, we have that, up to a subsequence,

(vεh1 , v̇εh1 ) → (w̃1, ˙̃w1) uniformly on the compact subsets of R, where (w̃1, ˙̃w1) satisfies the same
system that (w1, ẇ1) satisfies, and the conditions in (6.75). Therefore, by Lemma 6.4, we have
that

w̃1(s) = w1(s+ s0), s ∈ R, (6.76)

for a certain constant s0, which we can assume to be nonnegative. We want to prove that, indeed,
s0 = 0. Let us suppose, by contradiction, that s0 > 0. By (6.76) and the definition of aε1, we
have, on one hand, that

(w1(s), Bẇ1(s)) ∈ B((xs1, 0), δ), for every s ≤ s0; (6.77)

on the other hand, since E1 has measure 0 (see (6.73)), it is not restrictive to assume δ /∈ E1,
so that there exists σ > 0 such that (w1(s), Bẇ1(s)) /∈ B((xs1, 0), δ) for every s ∈ (0, σ), against
(6.77). Therefore, it has to be s0 = 0 and, in turn, w1 = w̃1. Thus, we have proved that

(vε1, v̇
ε
1) → (w1, ẇ1) uniformly on the compact subsets of R, (6.78)

where, among the solutions of the problem
{

Aẅ(s) +Bẇ(s) +∇xE(t1, w(s)) = 0,
lims→−∞ w(s) = xs1,

w1 is the one such that (w1(0), Bẇ1(0)) = (z, ż) (being (uε(aε1), εBu̇
ε(aε1)) → (z, ż) ∈ ∂B((xs1, 0), δ)).

Moreover,

(w1(s), Bẇ1(s)) ∈ B((xs1, 0), δ), for every s ≤ 0. (6.79)
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Now, recall that, by Proposition 6.6, the limit of w1 at +∞ selects a point which allows us to
find, as done for [0, t1), a solution u2 of problem (6.2) on [t1, t2) starting from w1(+∞). More
precisely:

lim
s→+∞

(w1(s), ẇ1(s)) = (xr1, 0), u2(t1) = xr1,

and

∇xE(t, u2(t)) = 0, ∇2
xE(t, u2(t)) > 0, for every t ∈ [t1, t2).

In particular, there exists sδ1 > 0 such that

|(w1(s)− xr1, Bẇ1(s))| ≤
δ

2
for every s ≥ sδ1. (6.80)

Moreover, due to (6.78) and to the definition of vε1, there exists εδ > 0 such that

|(uε(bε1)− w1(s
δ
1), εBu̇

ε(bε1)−Bẇ1(s
δ
1))| <

δ

2
, for every ε ∈ (0, εδ), (6.81)

where

bε1 = bε1(δ) := aε1 + εsδ1,

so that

|(uε(bε1)− xr1, εBu̇
ε(bε1)| < δ, for every ε ∈ (0, εδ). (6.82)

By using (6.82) and Proposition 6.11 with t̃ = t1, b
ε
1 in place of tε, u2 in place of u (since it

can be bε1 < t1, note that u2 is defined in a left neighbourhood of t1, also) and δ in place of
min{r, rω(2r)}, we can prove statement (1) of the theorem restricted to (t1, t2). In turn, we can
define aε2 and bε2, corresponding to the jump point t2, and prove statement (2) of the theorem
for j = 2. Repeating the same argument for all the other intervals (tj−1, tj) and taking into
account the quantities aεj and bεj , according to the following definition, completes the proof of the
theorem. �

For j = 1, ...,m − 1 and δ > 0 sufficiently small, let t∗∗j ∈ (tj , tj+1) and tδj ∈ (tj−1, tj) be

defined as in (6.25) and (6.26), respectively. From Theorem 6.8 we have that

|(uε(tδj)− xsj , εBu̇
ε(tδj))| ≤

δ

2
, for every j = 1, ...,m− 1,

for every ε sufficiently small (depending on δ). For every such a small ε, we give the following
definition.

Definition 6.16. For δ > 0 sufficiently small and j = 1, ...,m− 1, we define

aεj := max
{

t ∈ [tδj , t
∗∗
j ] :

(

uε(t), εBu̇ε(t)
)

∈ B
(

(xsj , 0), δ
)

for every t ∈ [tδj , t ]
}

and

bεj := aεj + εsδj ,

where sδj > 0 is such that

∣

∣

(

wj(s)− xrj , Bẇj(s)
)∣

∣ ≤ δ

2
, for every s ≥ sδj .

Remark 6.17. In the case where
(

uε(0), εu̇ε(0)
)

→ (xr0, 0),

then

(uε, εBu̇ε) → (u, 0) on the compact subsets of [0, T ] \ {t1, ..., tm−1}.
To check this on a compact [0, t̂] of [0, t1), it is enough to apply Proposition 6.11 with t = t̃ = 0
and tε = 0.

We can now prove the last result of this section. We recall that S and S ε are defined in
(6.32)–(6.35).
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Proof of Theorem 6.9. Chosen δ > 0 small enough and such that

δ /∈
m−1
⋃

j=1

Ej ,

where Ej , for j = 1, ...,m − 1, is defined in (6.73) (recall that
⋃m−1

j=1 Ej has zero measure), we
suppose to work with the particular heteroclinic solutions depending on δ found in the proof of
Theorem 6.8 (see (6.79)). Due to the definition of the Hausdorff distance, we divide the proof in
two parts.
(a) Here, we show that there exists εδ > 0 such that

sup
S ε

d(·,S ) ≤ 2δ, for every ε ∈ (0, εδ). (6.83)

Set

dε(t) := d
(

(t, uε(t), εBu̇ε(t)),S
)

, t ∈ [0, T ].

By referring to (6.24)–(6.25), to (6.65)–(6.67) and to Definition 6.16 for the notation, and in view
of the fact that

bε0 → 0, aεj , b
ε
j → tj , for j = 1, ...,m− 1, (6.84)

we consider, for every ε small enough, the partition

0 < bε0 < tδ1 < aε1 < bε1 < ... < bεm−1 < T.

In order to prove (6.83), it is enough to give a proper estimate of dε on [0, bε1), since we can
proceed in a similar way on the remaining part of the interval [0, T ]. By looking at the definition
of vε0 (see (6.63)), observe that

sup
t∈[0,bε0)

dε(t) ≤ sup
s∈[0,sδ0]

[

εs+ d
(

(vε0(s), Bv̇
ε
0(s)),I0

)]

≤ bε0 + sup
s∈[0,sδ0]

∣

∣

(

vε0(s)− v0(s), Bv̇
ε
0(s)−Bv̇0(s)

)∣

∣, (6.85)

while, by using (6.68) with tδ1 in place of t̂, it turns out that

sup
t∈[bε0,t

δ
1)

dε(t) ≤ sup
t∈[bε0,t

δ
1]

∣

∣

(

uε(t)− u(t), εBu̇ε(t)
)∣

∣ ≤ δ. (6.86)

Now, observe that we can suppose

t1 − tδ1 ≤ δ

2
. (6.87)

This fact, together with the definition of aε1, implies that

sup
t∈[tδ1,a

ε
1)

dε(t) ≤ sup
t∈[tδ1,a

ε
1)

[

|t− t1|+
∣

∣

(

uε(t)− xs1, εBu̇
ε(t)
)∣

∣

]

≤ max

{

|t1 − aε1|,
δ

2

}

+ δ (6.88)

Finally, consider that

sup
t∈[aε

1,b
ε
1)

dε(t) ≤ sup
t∈[aε

1,b
ε
1)

[

|t− t1|+ d
(

(uε(t), εBu̇ε(t)),I1

)

]

≤ εsδ1 + |t1 − aε1|+ sup
s∈[0,sδ1]

∣

∣

(

vε1(s)− w1(s), Bv̇
ε
1(s)−Bẇ1(s)

)∣

∣. (6.89)

Inequalities (6.85)–(6.86) and (6.88)–(6.89), together with (6.64), Theorem 6.8 (2), the conver-
gences in (6.84) and the convergence of εsδ1 to 0, imply that there exists εδ > 0 such that

sup
t∈[0,bε1)

dε(t) ≤ 2δ, for every ε ∈ (0, εδ),

and, in turn, imply (6.83).
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(b) Here, we show that there exists ε̃δ > 0 such that

sup
S

d(·,S ε) ≤ 2δ, for every ε ∈ (0, ε̃δ). (6.90)

By the definition of S and by the fact that (xs1, 0) ∈ I 1, it is sufficient to analyze

sup
{0}×I0

d(·,S ε), sup
t∈[0,t1)

d
(

(t, u1(t), 0),S
ε
)

, sup
{t1}×I1

d(·,S ε).

The other cases can be treated in a similar way. Let us consider separately s ∈ [0, sδ0] and s > sδ0,
and write

sup
s∈[0,sδ0]

d((0, v0(s), Bv̇0(s)),S
ε) ≤ sup

s∈[0,sδ0]

[

εs+ d
(

(v0(s), Bv̇0(s)), (u
ε(εs), εBu̇ε(εs))

)

]

≤ bε0 + sup
s∈[0,sδ0]

∣

∣

(

v0(s)− vε0(s), Bv̇0(s)−Bv̇ε0(s)
)∣

∣, (6.91)

and, in view of (6.65),

sup
s>sδ0

d
(

(0, v0(s), v̇0(s)),S
ε
)

≤ bε0 + sup
s>sδ0

d
(

(v0(s), Bv̇0(s)), (u
ε(bε0), εBu̇

ε(bε0))
)

≤ bε0 +
δ

2
+
∣

∣

(

uε(bε0)− xr0, εBu̇
ε(bε0)

)∣

∣. (6.92)

Now, to carry out a proper estimate of supt∈[0,t1) d
(

(t, u1(t), 0),S
ε
)

, we divide [0, t1) in [0, bε0),

[bε0, t
δ
1) and [tδ1, t1). It turns out that

sup
t∈[0,bε0)

d
(

(t, u1(t), 0),S
ε
)

≤ bε0 + sup
t∈[0,bε0)

d
(

(u1(t), 0), (u
ε(bε0), εBu̇

ε(bε0))
)

≤ bε0 + ωu1(b
ε
0) +

∣

∣

(

uε(bε0)− xr0, εBu̇
ε(bε0)

)∣

∣, (6.93)

where ωu1 is the modulus of continuity of u1 on [0, t1/2]. Moreover, we have that

sup
t∈[bε0,t

δ
1)

d
(

(t, u1(t), 0),S
ε
)

≤ sup
t∈[bε0,t

δ
1]

∣

∣

(

uε(t)− u1(t), εBu̇
ε(t)
)∣

∣, (6.94)

and, in view of (6.87) and (6.25), that

sup
t∈[t1δ,t1)

d((t, u1(t), 0),S
ε)

≤ sup
t∈[t1δ,t1)

d
(

(t, u1(t), 0), (t
δ
1, u

ε(tδ1), εBu̇
ε(tδ1))

)

≤δ
2
+
∣

∣

(

uε(tδ1)− u1(t
δ
1), εBu̇

ε(tδ1)
)∣

∣+ sup
t∈[tδ1,t1)

|u1(t)− u1(t
1
δ)|

≤δ +
∣

∣

(

uε(tδ1)− u1(t
δ
1), εBu̇

ε(tδ1)
)∣

∣.

(6.95)

Finally, consider sup{t1}×I1
d(·,S ε). Observe that

d
(

(t1, w1(s), Bẇ1(s)),S
ε
)

≤ |t1 − bε1|+
∣

∣

(

w1(s)− w1(s
δ
1), Bẇ1(s)−Bẇ1(s

δ
1)
)∣

∣

+
∣

∣

(

uε(bε1)− w1(s
δ
1), εBu̇

ε(bε1)−Bẇ1(s
δ
1)
)∣

∣,

so that, from (6.80)–(6.81), we obtain

sup
s>sδ1

d
(

(t1, w1(s), Bẇ1(s)),S
ε
)

≤ |t1 − bε1|+
3

2
δ. (6.96)

Now, similarly to what is done in (6.80)–(6.82), we can define cε1 in the following way. Since
(w1(−∞), ẇ1(−∞)) = (xs1, 0), there exists sδ1 < 0 such that

∣

∣

(

w1(s)− xs1, Bẇ1(s)
)∣

∣ ≤ δ

2
, for every s ≤ sδ1. (6.97)
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Moreover, due to (6.74) and (6.78), there exists ε̃δ > 0 such that

∣

∣

(

uε(aε1 + εsδ1)− w1(s
δ
1), εBu̇

ε(aε1 + εsδ1)−Bẇ1(s
δ
1)
)∣

∣ ≤ δ

2
, for every ε ∈ (0, ε̃δ). (6.98)

Let us define

cε1 = cε1(δ) := aε1 + εsδ1 < aε1,

and observe that cε1 → t1. We have that

sup
s∈[sδ1,s

δ
1]

d
(

(t1, w1(s), Bẇ1(s)),S
ε
)

≤ |t1 − aε1|+ εmax{|sδ1|, sδ1}

+ sup
s∈[sδ1,s

δ
1]

∣

∣

(

vε1(s)− w1(s), Bv̇
ε
1(s)−Bẇ1(s)

)∣

∣, (6.99)

while, since

sup
s<sδ1

d
(

(t1, w1(s), Bẇ1(s)),S
ε
)

≤ |t1 − cε1|+
∣

∣

(

w1(s)− w1(s
δ
1), Bẇ1(s)−Bẇ1(s

δ
1)
)∣

∣

+
∣

∣

(

w1(s
δ
1)− uε(cε1), Bẇ1(s

δ
1)− εBu̇ε(cε1)

)∣

∣,

from (6.97) and (6.98) it turns out that

sup
s<sδ1

d
(

(t1, w1(s), Bẇ1(s)),S
ε
)

≤ |t1 − cε1|+
3

2
δ. (6.100)

Inequalities (6.91)–(6.96) and (6.99)–(6.100), together with (6.64), (6.66), (6.62), and (6.78), give
that, up to a smaller ε̃δ,

sup
{0}×I0

d(·,S ε), sup
t∈[0,t1)

d
(

(t, u1(t), 0),S
ε
)

, sup
{t1}×I1

d(·,S ε) ≤ 2δ,

for every ε ∈ (0, ε̃δ), and, in turn, give (6.90). �

6.3. An alternative approach: time discretization

In this section, we study a second order, discrete–time approximation of the same limit
problem constructed in Section 6.1 and approximated in Section 6.2 by second order singular
perturbations. The present approximation process is modelled on the following idea. We consider
a partition 0 = τk0 < τk1 < ... < τkk−1 < τkk = T of the interval [0, T ] such that

ρk := max
0≤i≤k−1

(τki+1 − τki ) → 0, as k → +∞, (6.101)

and suppose to have defined uki−1 as the approximation of the function u given by Definition 6.7

on the interval [τki−1, τ
k
i ). Since u(τ

k
i ) is a critical point of E(τki , ·), we find the next approximating

point uki by considering the solution vki of the autonomous problem






Av̈ki (σ) +Bv̇ki (σ) +∇xE(τ
k
i , v

k
i (σ)) = 0, σ ∈ [0,+∞)

vki (0) = uki−1,
v̇ki (0) = 0,

(6.102)

and setting

uki := lim
σ→+∞

vki (σ), i = 2, ..., k. (6.103)

Consider a point xr0 ∈ Rn such that ∇xE(0, x
r
0) = 0 and ∇2

xE(0, x
r
0) is positive definite. Clearly,

the first approximating point of this process could be defined as the limit at +∞ of the solution
of (6.102) with τk1 and xr0 = u(0) in place of τki and uki−1, respectively. Actually, it does not cost
much more effort to define

uk1 := lim
σ→+∞

vk1 (σ), (6.104)
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and vk1 as the solution of






Av̈k1 (σ) +Bv̇k1 (σ) +∇xE(τ
k
1 , v

k
1 (σ)) = 0, σ ∈ [0,+∞)

vk1 (0) = xk,
v̇k1 (0) = yk.

(6.105)

Here,
(xk, yk) → (x0, y0), as k → +∞,

and (x0, y0) lies in the basin of attraction of (xr0, 0) for the autonomous problem at time 0, that
is (x0, y0) satisfies (6.28) and (6.29). In order to uniform the notation, we set uk0 = xk. Note that
Lemma 6.5 ensures the existence of the solutions of problems (6.102), (6.105), and (6.28), and
of the limits (6.103), (6.104), and (6.29). Also, Lemma 6.5 tells us that uki is a critical point of
E(τki , ·) and that v̇0(+∞) = v̇ik(+∞) = 0, for i = 1, ..., k.
Let S be the same set defined in (6.33)–(6.35). In order to define a suitable set S k approximating
S , we choose arbitrarily some

αk
i ∈ (τki−1, τ

k
i ), for i = 1, ..., k,

and introduce a function uk which has, on every [τki−1, τ
k
i ], the following features. On [τki−1, α

k
i ],

it is a suitable reparametrization of vki from a certain big interval [0, aki ] to [τki−1, α
k
i ], and, on

[αk
i , τ

k
i ], it is a convex combination of vki (a

k
i ) taken in αk

i and uki taken in τki . More precisely, we
fix a sequence δk → 0 and a constant C > 0, and, for i = 1, ..., k, we consider a value aki > 0 with
the following properties:

min
i∈{1,...,k}

aki → +∞, as k → +∞, (6.106)

and, for every k,

max
i∈{1,...,k}

|vki (aki )− uki |
τki − αk

i

≤ C, max
i∈{1,...,k}

|v̇ki (aki ))| ≤ δk. (6.107)

It is clear that such values exist, in view of Lemma 6.5. We can now define the function uk ∈
C([0, T ];Rn) by

uk(t) :=



















vki

(

t− τki−1

αk
i − τki−1

aki

)

, t ∈ [τki−1, α
k
i ],

(τki − t)vki (a
k
i ) + (t− αk

i )u
k
i

τki − αk
i

, t ∈ [αk
i , τ

k
i ].

(6.108)

Observe that

uk(0) = vk1 (0) = xk, uk(τki−1) = vki (0) = uki−1, for i = 2, ..., k,

uk(αk
i ) = vki (a

k
i ), for i = 1, ..., k,

and that
{uk(t) : t ∈ [τki−1, α

k
i ]} = {vki (σ) : σ ∈ [0, aki ]},

while, on [αk
i , τ

k
i ], u

k(t) is an affine function connecting vki (a
k
i ) to uki . Moreover, uk can be not

differentiable at αk
1 , τ

k
1 , α

k
2 , τ

k
2 , ..., α

k
k. Thus, with abuse of notation, we set

u̇k(τki ) := lim
τ→(τk

i )+
u̇k(τ), for i = 0, ..., k − 1,

u̇k(αk
i ) := lim

τ→(αk
i )

+
u̇k(τ), for i = 1, ..., k,

and u̇k(T ) := limτ→T− u̇k(τ), so that

u̇k(t) :=



















aki
αk
i − τki−1

v̇ki

(

t− τki−1

αk
i − τki−1

aki

)

, t ∈ [τki−1, α
k
i ),

uki − vki (a
k
i )

τki − αk
i

, t ∈ [αk
i , τ

k
i ),

(6.109)
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and u̇k(T ) :=
uk
k−vk

k(a
k
k)

T−αk
k

. Note that, for i = 2, ..., k, u̇k(τki−1) =
ak
i

αk
i −τk

i−1

v̇ki (0) = 0, while u̇k(0) =

ak
1

αk
1
yk. Finally, we need some coefficients which have, in the present analysis, the same role played

by ε in Section 6.2. To this aim, we define

hk(t) :=

k
∑

i=1

αk
i − τki−1

aki
χ[τk

i−1,τ
k
i )(t), t ∈ [0, T ), (6.110)

with hk(T ) =
αk

k−τk
k−1

ak
k

, and, in turn,

S
k := {(t, uk(t), hk(t)Bu̇k(t)) : t ∈ [0, T ]}. (6.111)

By referring to Section 6.1 for Assumptions 1–4, we are in position to state the main result
of this section.

Theorem 6.18. Under the hypotheses of Theorem 6.8, we have that

dH(S k,S ) → 0, as k → +∞.

To prove Theorem 6.18, we need some preliminary results. Under Assumptions 1 and 2, fix
τ ∈ [0, T ] and let x̃, ỹ ∈ Rn be such that, if v is the solution to the problem







Av̈(σ) +Bv̇(σ) +∇xE(τ, v(σ)) = 0, σ ∈ [0,+∞)
v(0) = x̃,
v̇(0) = ỹ,

and v∞ := limσ→+∞ v(σ), then ∇2
xE(τ, v∞) is positive definite. By the Implicit Function Theo-

rem, there exist a connected neighbourhood U of τ in [0,T], a neighbourhood V of v∞ in Rn and
a C2 function u : U → Rn such that u(τ) = v∞ and, if (t, x) ∈ U × V , then ∇xE(t, x) = 0 if and
only if x = u(t). Moreover, ∇2

xE(t, u(t)) is positive definite on U .
Consider three sequences xk → x̃, yk → ỹ and τk ∈ [0, T ] such that τk → τ , and denote by

vk the solution to the problem






Av̈k(σ) +Bv̇k(σ) +∇xE(τk, vk(σ)) = 0, σ ∈ [0,+∞)
vk(0) = xk,
v̇k(0) = yk.

By continuous dependence, we have that (vk, v̇k) → (v, v̇) uniformly on the compact subsets of
[0,+∞), and, by Lemma 6.5, we know that vk(+∞) is a critical point of E(τk, ·) and v̇k(+∞) = 0.
The following lemma tells us that, if k is sufficiently large, vk(+∞) = u(τk). Moreover, this
convergence is uniform with respect to k.

Lemma 6.19. Under Assumptions 1 and 2, let u and vk be defined as above. Then, there
exists k0 such that

lim
σ→+∞

(vk(σ), v̇k(σ)) = (u(τk), 0), for every k ≥ k0. (6.112)

Moreover, for every δ > 0, there exists kδ, σδ > 0 such that

(vk(σ), Bv̇k(σ)) ∈ B((u(τk), 0), δ), for every σ ≥ σδ, k ≥ kδ. (6.113)

Proof. Let us refer to the previous paragraph for the notation. For every t ∈ U and every
x ∈ Rn, there exists α ∈ [0, 1], depending on x and u(t), such that

E(t, x) = E(t, u(t)) +∇2
xE(t, u(t) + α(x − u(t)))(x − u(t), x− u(t)). (6.114)

Let τ < τ < τ̂ be such that [τ, τ̂ ] ⊆ U . Since ∇2
xE(·, u(·)) is positive definite on [τ , τ̂ ], there exists

R > 0, depending on [τ , τ̂ ], such that, if δ ∈ (0, R), then

min
{

λ : λ is an eigenvalue of ∇2
xE(t, u(t) + z), |z| ≤ δ, t ∈ [τ , τ̂ ]

}

=: β2δ > 0. (6.115)
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Choose δ ∈ (0, R). From (6.114) and (6.115), we obtain that

min
|x−u(t)|= δ

2

E(t, x) ≥ E(t, u(t)) + βδ
δ2

4
, for every t ∈ [τ , τ̂ ], (6.116)

while the uniform continuity of E(·, u(·)) on [τ , τ̂ ] implies that

max
|x−u(t)|≤r

E(t, x) ≤ E(t, u(t)) + βδ
δ2

8
, for every t ∈ [τ, τ̂ ], (6.117)

for a certain r ∈
(

0, δ2
)

. Since (v(σ), v̇(σ)) → (v∞, 0), as σ → +∞, we can find σδ > 0 such that

|v(σ)− v∞| ≤ r

3
, |v̇(σ)| ≤ δ

2
min

{

1

2

√

βδ
2|A| ,

1

|B|

}

, for every σ ≥ σδ. (6.118)

By the uniform convergence of (vk, v̇k) to (v, v̇) on the compact subsets of [0,+∞), there exists
kδ such that, for every k ≥ kδ,

|vk(σδ)− v(σδ)| ≤
r

3
, |v̇k(σδ)− v̇(σδ)| ≤

δ

4

√

βδ
2|A| . (6.119)

Also, we can suppose that

|u(τk)− v∞| ≤ r

3
, for every k ≥ kδ. (6.120)

Let σ ≥ σδ and k ≥ kδ. By arguing as in the proof of Lemma 6.5, we obtain that

E(τk, vk(σ)) ≤
1

2
Av̇k(σδ)·v̇k(σδ) + E(τk, vk(σδ)), (6.121)

and, by using (6.118)–(6.120), we have that

|vk(σδ)− u(τk)| ≤ |vk(σδ)− v(σδ)|+ |v(σδ)− v∞|+ |v∞ − u(τk)| ≤ r. (6.122)

Since τk ∈ [τ, τ̂ ] for every k sufficiently large, (6.117), (6.121) and (6.122) imply that

E(τk, vk(σ)) ≤ |A|
2

|v̇k(σδ)|2 + E(τk, u(τk)) + βδ
δ2

8

≤ E(τk, u(τk)) +
3

16
βδδ

2, (6.123)

where in the last inequality we have used also the second estimates in (6.118) and in (6.119).
From (6.116) and (6.123), we obtain that vk(σ) ∈ B

(

u(τk),
δ
2

)

for all σ ≥ σδ and k ≥ kδ. This
fact, together with the second estimate of (6.118), gives (6.113). In particular, let us fix δ0 > 0

such that B
(

u(τk),
δ0
2

)

⊆ V for every k ≥ k0, for some k0 > 0. Then, by Lemma 6.5 and by the

fact that the unique critical point of E(τk, ·) in B
(

u(τk),
δ0
2

)

is u(τk), (6.112) is proved. �

For the following lemma, observe that, for j = 1, ...,m − 1, the function uj+1, defined in
Proposition 6.6, is more generally defined on [ tj , tj+1), for a certain tj < tj sufficiently close to
tj such that

∇xE(t, uj+1(t)) = 0, ∇2
xE(t, uj+1(t)) > 0, for every t ∈ [ tj , tj+1). (6.124)

Since the notation is unavoidably heavy, be careful to distinguish the functions uj ’s from the
functions uk’s defined in (6.108) proceeding from the points uki ’s, defined in (6.103) and (6.104).
The next lemma tells us essentially that, for k large enough, the points uki are indeed values
approximating u1 on the compact subsets of (0, t1).

Lemma 6.20. Choose t̂ ∈ (0, t1) and δ > 0. There exists k̂δ, σδ > 0 such that, for every

k ≥ k̂δ, we have that

(vk1 (σ), Bv̇
k
1 (σ)) ∈ B

(

(u1(τ
k
1 ), 0), δ

)

, for every σ ≥ σδ, (6.125)
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and, if τki ∈ [τk2 , t̂], then

(vki (σ), Bv̇
k
i (σ)) ∈ B

(

(u1(τ
k
i ), 0), δ

)

, for every σ ≥ 0. (6.126)

In particular, there exists k̂ such that

uki = u1(τ
k
i ), for every τki ∈ [τk1 , t̂], k ≥ k̂. (6.127)

To show that (6.125) and (6.127) hold for i = 1, we can use Lemma 6.19 with τ = 0, x̃ = x0,
ỹ = y0, v0 in place of v, u1 in place of u, v∞ = xr0, and τ

k
1 , v

k
1 in place of τk, vk, respectively. The

proof of the remaining part of Lemma 6.20 can be done by induction and by using essentially the
same argument of the proof of Lemma 6.19.

While Lemma 6.20 takes into account the approximating points uki on the compact subsets
of (0, t1), the following lemma, whose proof is similar to the previous one, deals with [ tj , tj+1),
which is a slight modification of [tj , tj+1) in the sense of (6.124), for j = 1, ...,m− 1.

Lemma 6.21. For j = 1, ...,m− 1, let tj < tj be sufficiently close to tj so that (6.124) holds

. For j = 1, ...,m − 2, choose t̂j ∈ [tj , tj+1), and set t̂m−1 = T . For every δ > 0, there exists

k̂δ > 0 such that, if

τkl , τ
k
l+1 ∈ [ tj , t̂j] and ukl = uj+1(τ

k
l ),

for some j ∈ {1, ...,m− 1}, then
(vki (σ), Bv̇

k
i (σ)) ∈ B

(

(uj+1(τ
k
i ), 0), δ

)

, for every σ ≥ 0,

for every τki ∈ [τkl+1, t̂j ], and k ≥ k̂δ. In particular, there exists k̂ > 0 such that

uki = uj+1(τ
k
i ), for every τki ∈ [τkl+1, t̂j ], k ≥ k̂.

In order to prove Theorem 6.18, we need to select some special indices among i = 0, ..., k
and show certain properties of those. Lemma (6.20) and (6.21) suggest that we can expect that

there exist some indices ojk which mark a transition around tj from the approximation of uj to

the approximation of uj+1, that is uki = uj(τ
k
i ) for every τk

oj−1
k

< i ≤ τk
ojk
. Unluckily, it is not

really like this, since, as we will see, it may happen that, if τki ≤ tj is too much close to tj ,
uki ∈ {uj(τki ), uj(τki )} (see (6.22) for a definition). We will show later that the indices introduced
by the following definition, which depends on a small parameter δ estimating the distance from
xsj , are those responsible for the transition.

Definition 6.22. Let δ > 0 be small enough. For every j ∈ {1, ...,m− 1}, we define

ojk = ojk(δ) := minAj
k,

where Aj
k = Aj

k(δ) is the set of the indices i ∈ {0, ..., k − 1} such that

τki ≤ tj , uki ∈ B

(

xsj ,
δ

2

)

,

and

(vki+1(σ), Bv̇
k
i+1(σ)) ∈ ∂B

(

(xsj , 0), δ
)

, for some σ > 0,

where xsj, for j = 1, ...,m− 1, is defined in Proposition 6.6.

Remark 6.23. Observe that, for k sufficiently large, the definition of ojk is well posed, since

Aj
k 6= Ø. Let us check this fact in the case j = 1. For j = 2, ...,m− 1, the proof can be conducted

in a similar way, by using also the next lemma. Choose t̃ ∈ (tδ1, t1), where t
δ
1 is defined in (6.25).

By Lemma 6.20, for every k sufficiently large, there exists at least one index i such that τki ∈ [tδ1, t̃ ]
and uki = u1(τ

k
i ) ∈ B

(

xs1,
δ
4

)

. Now, there are two possibilities:

(1) τki+1 > t1: in this case, we can suppose, up to bigger k’s, that τki+1 ≤ t∗∗1 , where t∗∗1 is defined

in (6.24) and (6.26). Recalling that uki+1 = vki+1(+∞) is a critical point of E(τki+1, ·), from the
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definition of t∗∗1 we have that uki+1 /∈ B(xs1, δ). Therefore, since uki = vki+1(0) ∈ B
(

xs1,
δ
4

)

and

v̇ki+1(0) = 0, it turns out that (vki+1(σ), Bv̇
k
i+1(σ)) ∈ ∂B

(

(xs1, 0), δ
)

for some σ > 0, so that i ∈ A1
k;

(2) τki+1 ≤ t1: in this case, if (vki+1(σ), Bv̇
k
i+1(σ)) ∈ ∂B

(

(xs1, 0), δ
)

for some σ > 0, then i ∈ A1
k; oth-

erwise, limσ→+∞(vki+1(σ), Bv̇
k
i+1(σ)) = (uki+1, 0) ∈ B

(

(xs1, 0), δ
)

. But uki+1 ∈ {uj(τki+1), uj(τ
k
i+1)}

and tδ1 ≤ τki < τki+1 ≤ t1, therefore u
k
i+1 ∈ B

(

xs1,
δ
4

)

. At this point, we begin again by considering

τki+2 and, in turn, case (1) or (2).

By this procedure, in a finite number of steps we find some i ∈ A1
k.

It is useful to underline two facts which emerge from Remark 6.23. We have that

uk
ojk

∈
{

uj

(

τk
ojk

)

, uj

(

τk
ojk

)}

, (6.128)

and we cannot determine whether τk
ojk+1

> tj or τk
ojk+1

≤ tj . The following lemma will be useful

to prove the main result of this section and tells us (see point (3)) that the index ojk marks the
transition from the branches uj and uj to uj+1, as it was expected.

Lemma 6.24. For every j ∈ {1, ...,m− 1} and δ > 0 small enough, the following properties
hold:

(1) τk
ojk

→ t−j ;

(2) uk
ojk

→ xsj;

(3) for every k large enough, uk
ojk+1

= uj+1(τ
k
ojk+1

), hence uk
ojk+1

→ xrj .

Proof. Let us begin with the case j = 1 and write, in order to simplify the notation,
ok = ok(δ) in place of o1k. We will use the point tδ1, which is defined in (6.25).
(1) Observe that, from Definition 6.22, τkok ≤ t1. Let t < t1 be arbitrarily close to t1. We want

to show that there exists k such that τkok ∈ (t, t1], for every k ≥ k. We can suppose that t ≥ tδ1.
Observe that, if x, y ∈ Rn vary in a compact, by uniform continuity there exists ρ = ρ(δ) > 0
such that

|E(t, x) − E(t, y)| < δ2λAmin

32|B|2 , for every t ∈ [0, T ] and |x− y| ≤ ρ. (6.129)

Choose t̃ ∈ (t, t1) and set δ̃ := 1
2 min {ρ, δ}. Lemma 6.20 tells us that, for every k large enough

(depending on δ̃ and on [ t, t̃ ]), there exists an index i ≥ 1 such that

tδ1 ≤ t ≤ τki < τki+1 ≤ t̃, (6.130)

uki = u1(τ
k
i ), (6.131)

and

vki+1(σ) ∈ B(u1(τ
k
i+1), δ̃), for every σ ≥ 0. (6.132)

Thus, from (6.132) and the definition of δ̃ and of tδ1, we obtain that

|vki+1(σ) − xs1| ≤ |vki+1(σ) − u1(τ
k
i+1)|+ |u1(τki+1)− xs1| ≤

3

4
δ. (6.133)

Also, recall that

λAmin

2
|v̇ki+1(σ)|2 + E(τki+1, v

k
i+1(σ)) ≤ 1

2
Av̇ki+1(σ)·v̇ki+1(σ) + E(τki+1, v

k
i+1(σ))

≤ E(τki+1, u
k
i ), (6.134)

for every σ ≥ 0, and observe that, by (6.101) and (6.131)–(6.132), we can suppose, up to greater
k’s, that

|uki − vki+1(σ)| = |u1(τki )− vki+1(σ)|
≤ |u1(τki )− u1(τ

k
i+1)|+ |u1(τki+1)− vki+1(σ)| ≤ ρ,
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for every σ ≥ 0. Thus, from (6.129) and (6.134), it descends that

|Bv̇ki+1(σ)| ≤ |B|
√

2

λAmin

[

E(τki+1, u
k
i )− E(τki+1, v

k
i+1(σ))

]
1
2 <

δ

4
, for every σ ≥ 0. (6.135)

By using (6.130), (6.131), (6.133), and (6.135) we have that

uki ∈ B

(

xs1,
δ

2

)

and (vki+1(σ), Bv̇
k
i+1(σ)) ∈ B

(

(xs1, 0), δ
)

, for every σ ≥ 0. (6.136)

By the same argument just used, we can prove that, whenever l < i is such that ukl ∈ B
(

xs1,
δ
2

)

,

we have that (vl+1
k (σ), Bv̇l+1

k (σ)) ∈ B
(

(xs1, 0), δ
)

, for every σ ≥ 0. This fact, together with (6.136)

and the definition of ok, implies that ok > i and therefore τkok > τki ≥ t.
(2) This limit follows from property (1) and from (6.128).
(3) To further simplify the notation, let us write vk instead of vkok+1, so that vk is the solution to
the problem







Av̈k(σ) +Bv̇k(σ) +∇xE(τ
k
ok+1, vk(σ)) = 0, σ ∈ [0,+∞)

vk(0) = ukok ,
v̇k(0) = 0.

By Definition 6.22, the following parameter is well defined for every k sufficiently large:

σk := min{σ > 0 : (vk(σ), Bv̇k(σ)) ∈ ∂B((xs1, 0), δ)}. (6.137)

The compactness of ∂B((xs1, 0), δ) implies that, up to a subsequence,

(vk(σk), Bv̇k(σk)) → (z, ż), for some (z, ż) ∈ ∂B((xs1, 0), δ). (6.138)

We claim that
σk → +∞, as k → +∞. (6.139)

Suppose, by contradiction, that, up to a subsequence, {σk} ⊆ [0,M ] and σk → σ̂, for someM > 0
and σ̂ ∈ [0,M ]. By properties (1) and (2), (vk, v̇k) is uniformly convergent to (v, v̇) on [0,M ],
where v is the solution to the problem







Av̈(σ) +Bv̇(σ) +∇xE(t1, v(σ)) = 0, σ ∈ [0,+∞)
v(0) = xs1,
v̇(0) = 0.

In particular, (vk(σk), v̇k(σk)) → (v(σ̂), v̇(σ̂)) and, in turn, by (6.137), (v(σ̂), Bv̇(σ̂)) ∈ ∂B
(

(xs1, 0), δ
)

.
This is an absurd, because v ≡ xs1, and therefore (6.139) is proved.
Now, let us define

ṽk(σ) := vk(σ + σk), σ ∈ [−σk,+∞),

which satisfies the system A¨̃vk(σ) + B ˙̃vk(σ) +∇xE(τ
k
ok+1, ṽk(σ)) = 0 for every σ ∈ [−σk,+∞),

and the conditions ṽk(0) = vk(σk), ˙̃vk(0) = v̇k(σk), and let w1 be the solution to the problem






Aẅ(σ) + Bẇ(σ) +∇xE(t1, w(σ)) = 0, σ ∈ [0,+∞)
w(0) = z,
Bẇ(0) = ż.

By property (1) and convergences (6.138) and (6.139), we have that (ṽk, ˙̃vk) → (w1, ẇ1) uniformly
on the compact subsets of any common interval of existence. By using this fact together with the
definition of σk, it is easy to show that

{(w1(σ), Bẇ1(σ)) : σ ≤ 0} ⊆ B
(

(xs1, 0), δ
)

. (6.140)

Thus, by Lemma 6.4 together with (6.23) and Proposition 6.6, we have that

lim
s→−∞

(w1(s), ẇ1(s)) = (xs1, 0), lim
s→+∞

(w1(s), ẇ1(s)) = (xr1, 0), (6.141)

and that
(ṽk, ˙̃vk) → (w1, ẇ1) uniformly on the compact subsets of R. (6.142)
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Observing that, by definition, ukok+1 = limσ→+∞ ṽk(σ), it is enough to apply Lemma 6.19 with

t1, z, B
−1ż, xr1, u2, vk(σk), v̇k(σk), τ

k
ok+1 and ṽk in place of τ , x̃, ỹ, v∞, u, xk, yk, τk and vk,

respectively, to conclude that ukok+1 = u2(τ
k
ok+1) for every k large enough, and, in turn, that

ukok+1 → xr1.
The proof of the cases j = 2, ...,m− 1 can be done in a similar way and by using, more, the case
j = 1. �

Lemma 6.20 and Lemma 6.24 allow us to state and prove a result of approximation of u on
the compact subsets of (0, T ] \ {t1, ..., tm−1}. Since the jump times tj ’s are not so far considered,
the heteroclines wj ’s appear in the statement just because they are involved in the definition of u
through their limit points xsj and x

r
j at −∞ and +∞, respectively (see Definition 6.7). Notice that

Proposition 6.25, by including the uniform convergence to 0 of the “modified” velocity hkBu̇
k on

the compact subsets of (0, T ] \ {t1, ..., tm−1}, recovers all the information collected in Theorem
6.8 (1) by using a different approach. We refer the reader to (6.106)–(6.110) for the notation. In
the remaining part of this section, we will sometimes use the symbol ωu1 to denote the modulus
of continuity of u1 on [0, t1/2].

Proposition 6.25. Under the hypotheses of Theorem 6.8, we have that

(uk, hkBu̇
k) → (u, 0), uniformly on the compact subsets of (0, T ] \ {t1, ..., tm−1}.

Proof. Let us consider the interval (0, t1). The proof for the other intervals (tj−1, tj) can be
done in a similar way, by using, more, Lemma 6.24 (3). Choose t and t̃ such that 0 < t < t̃ < t1
and δ > 0 arbitrarily small. Observe that, for k sufficiently large, there exist i and m such that
i−m ≥ 2 and

τki−m−1 ≤ t < αk
i−m < ... < αk

i ≤ t̃ < τki ≤ t̃+ t1
2

,

so that it is sufficient to analyze the following two model cases.
(i) If t ∈ [ t, αk

i−m), then uk(t) = vki−m(σ) and hk(t)u̇
k(t) = v̇ki−m(σ) for some σ ∈ [0, aki−m). Thus,

since
∣

∣

(

uk(t)− u1(t), hk(t)Bu̇
k(t)

)∣

∣ ≤
∣

∣

(

vki−m(σ)− u1(τ
k
i−m), Bv̇ki−m(σ)

)∣

∣+ |u1(τki−m)− u1(t)|,
we have that, for every k large enough,

sup
t∈[ t,αk

i−m)

∣

∣

(

uk(t)− u1(t), hk(t)Bu̇
k(t)

)∣

∣ ≤ δ + ωu1(ρk),

in view of Lemma 6.20.

(ii) If t ∈ [αk
i , t̃] then u

k(t) =
(τk

i −t)vk
i (a

k
i )+(t−αk

i )u
k
i

τk
i −αk

i

, so that, by using Lemma 6.20 (uki = u1(τ
k
i )

for every k large enough, since τk1 < τki ≤ t̃+t1
2 ),

∣

∣

(

uk(t)− u1(t), hk(t)Bu̇
k(t)

)∣

∣ ≤

|vki (aki )− uki |+ |B|
(

αk
i − τki−1

)

aki

∣

∣uki − vki (a
k
i )
∣

∣

τki − αk
i

+ |u1(τki )− u1(t)|. (6.143)

Assumption (6.107) and inequality (6.143) give that

sup
t∈[αk

i ,t̃ ]

∣

∣

(

uk(t)− u1(t), hk(t)Bu̇
k(t)

)∣

∣ ≤ C

(

τki − αk
i + |B|α

k
i − τki−1

aki

)

+ ωu1(ρk)

≤ Cρk

(

1 +
|B|
aki

)

+ ωu1(ρk).

Since ρk → 0, cases (i) and (ii) together with (6.106) tell us that

sup
t∈[ t,t̃ ]

∣

∣

(

uk(t)− u1(t), hk(t)Bu̇
k(t)

)∣

∣ ≤ 2δ, for every k large enough.

�
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From Proposition 6.25, one can easily deduce an approximation result related to the piecewise
constant and the piecewise affine interpolations of the points uki , seen as the piecewise constant
and the piecewise affine approximations of uk, respectively. To be precise, let us set

ũk(t) :=



















xk, t ∈ [0, τk1 )
uk1 , t ∈ [τk1 τ

k
2 )

...
ukk−1, t ∈ [τkk−1, T ],

ûk(t) :=















































(τk1 − t)xk + tuk1
τk1

, t ∈ [0, τk1 )

(τk2 − t)uk1 + (t− τk1 )u
k
2

τk2 − τk1
, t ∈ [τk1 τ

k
2 )

...
(T − t)ukk−1 + (t− τkk−1)u

k
k

T − τkk−1

, t ∈ [τkk−1, T ].

We have that

ũk, ûk → u uniformly on the compact subsets of (0, T ] \ {t1, ..., tm−1}.
Since these convergences do not take into account the velocities, it is clear that their proof

requires much less effort than the proof of Proposition 6.25.

Remark 6.26. Observe that, if x0 = xr0 and y0 = 0 (recall (6.28), (6.29) and (6.105)), we
obtain that v0 ≡ xr0. In this case, it turns out that

(uk, hkBu̇
k) → (u, 0) uniformly on the compact subsets of [0, T ] \ {t1, ..., tm−1}.

To see this, choose t̂ ∈ (0, t1) and δ > 0. In view of the proof of Proposition 6.25, it is enough to
consider the case t ∈ [0, αk

1) ⊆ [0, t̂], so that
∣

∣

(

uk(t)− u1(t), hk(t)Bu̇
k(t)

)∣

∣ =
∣

∣

(

vk1 (σ), Bv̇
k
1 (σ)

)∣

∣, for some σ ∈ [0, ak1). (6.144)

Let σδ and k̂δ be given by Lemma 6.20. Then, from (6.144), we have that, if σ ≥ σδ and k ≥ k̂δ,
∣

∣

(

uk(t)− u1(t), hk(t)Bu̇
k(t)

)∣

∣ ≤
∣

∣

(

vk1 (σ) − u1(τ
k
1 ), Bv̇

k
1 (σ)

)∣

∣+ |u1(τk1 )− u1(t)|
≤ δ + ωu1(ρk);

if σ ∈ [0, σδ),
∣

∣

(

uk(t)− u1(t), hk(t)Bu̇
k(t)

)∣

∣ ≤
∣

∣

(

vk1 (σ)− xr0, Bv̇
k
1 (σ)

)∣

∣+ |xr0 − u1(t)|
≤ sup

σ∈[0,σδ ]

∣

∣

(

vk1 (σ) − xr0, Bv̇
k
1 (σ)

)∣

∣ + ωu1(ρk),

and we can conclude by using the fact that (vk1 , v̇
k
1 ) → (xr0, 0) uniformly on the compact subsets

of [0,+∞) and (6.101).

What it remains to do now is an accurate study at time 0 and at the jump times tj ’s. This
is done in the proof of the main result of this section. We refer to (6.32)–(6.35) and to (6.111)
for the definitions of the sets S and Sk.

Proof of Theorem 6.18. We follow the position already used in the proof of Lemma 6.24:
we write ok and vk in place of o1k and vkok+1, respectively. In the sequel, whenever δ > 0 is
arbitrarily chosen, it will be implicit that the following objects, which depend on δ and have been
defined in the proof of Lemma 6.24, are involved: the sequence {σk} such that σk → +∞ and
the functions ṽk(σ) := vk(σ + σk) and w1 such that (6.140)–(6.142) hold and

{(

ṽk(σ), B ˙̃vk(σ)
)

: σ ∈ [−σk, 0]
}

⊆ B
(

(xs1, 0), δ
)

.

Choose δ > 0 arbitrarily small. In order to prove the theorem, we are going to show that, for
every k large enough,

dH(S k,S ) = sup
S k

d(·,S ) + sup
S

d(·,S k) ≤ 2δ. (6.145)

We can suppose that
t1 − tδ1 < δ, (6.146)
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where tδ1 is defined in (6.25), and that, for some kδ,

τkok ∈
(

tδ1 + t1
2

, t1

]

and uki = u1(τ
k
i ) for every τki ∈

[

τk1 ,
tδ1 + t1

2

]

, (6.147)

for every k ≥ kδ, in view of Lemma 6.20.
We divide the proof in two parts, in view of the definition of the Hausdorff distance.

(a) Here, consider supS k d(·,S ) and set

dk(t) := d
(

(t, uk(t), hk(t)Bu̇
k(t)),S

)

, t ∈ [0, T ].

By considering the partition 0 < τkok < τkok+1 < ... < T , which depends on δ (see Definition 6.22),

it is clear that it is sufficient to analyze dk in the model cases t ∈
[

0, τkok
)

and t ∈
[

τkok , τ
k
ok+1

)

,
since the other cases j 6= 1 can be treated in a similar way. Let us divide part (a) in two subparts.
(a1) Consider first dk(t) for t ∈ [τkok , τ

k
ok+1). Using Lemma 6.19, since convergence (6.142) hold

and w1(+∞) = xr1 with ∇xE(t1, x
r
1) = 0 and ∇2

xE(t1, x
r
1) > 0, there exists σ̃δ such that, up to a

greater kδ,

(ṽk(σ), B ˙̃vk(σ)) ∈ B
(

(u2(τ
k
ok+1), 0), δ

)

, for every σ ≥ σ̃δ, k ≥ kδ. (6.148)

If t ∈ [τkok , α
k
ok+1), we have that

dk(t) = d
(

(t, vk(σ), Bv̇k(σ)),S
)

, for some σ ∈ [0, akok+1).

Recall that ṽk(σ) = vk(σ + σk), with σk → +∞. Therefore, if σ − σk ≥ σ̃δ, we use (6.148) and
obtain

dk(t) ≤ |t− t1|+ d
(

(ṽk(σ − σk), B ˙̃vk(σ − σk)), (x
r
1, 0)

)

+ |u2(τkok+1)− xr1|
≤ (t1 − τkok) + ρk + δ + |u2(τkok+1)− xr1|, (6.149)

for every k ≥ kδ. If 0 ≤ σ − σk < σ̃δ, then

dk(t) ≤ |t− t1|+ d
(

(ṽk(σ − σk), B ˙̃vk(σ − σk)),I1

)

≤ (t1 − τkok) + ρk + sup
σ∈[0,σ̃δ ]

∣

∣

(

ṽk(σ)− w1(σ), B ˙̃vk(σ)−Bẇ1(σ)
)∣

∣. (6.150)

In the case σ < σk, by the definition of σk we have that
(

vk(σ), Bv̇k(σ)
)

∈ B
(

(xs1, 0), δ
)

. This
fact, together with (6.149), (6.150), (6.142), and Lemma 6.24, gives that

dk(t) ≤ 2δ, for every t ∈ [τkok , α
k
ok+1), (6.151)

for every k sufficiently large.
In the remaining case t ∈ [αk

ok+1, τ
k
ok+1), we use (6.107) and Lemma 6.24 (3), so that

dk(t) ≤ (t1 − τkok) + ρk + C(τkok+1 − αk
ok+1) + |u2(τkok+1)− xr1|+ |B|Cα

k
ok+1 − τkok
akok+1

. (6.152)

Since τkok → t−1 by Lemma 6.24 (1), (τkok+1 − αk
ok+1) → 0 from (6.101), τkok+1 → t1 and therefore

u2(τ
k
ok+1) → xr1, and a

k
ok+1 → +∞ from (6.106), inequalities (6.152) and (6.151) give

sup
[

τk
ok

,τk
ok+1

)

dk ≤ 2δ, (6.153)

for every k large enough.

(a2) Now, let us consider dk(t) for t ∈ [0, τkok). We have to distinguish the case t ∈
[

0,
tδ1+t1

2

)

from the case t ∈
[

tδ1+t1
2 , τkok

)

. Suppose t ∈ [τki , τ
k
i+1) for some i ≥ 1. The case t ∈ [0, τk1 ) can be

handled similarly to the case (a1), but more easy, since in this case we have to use the uniform
convergence of (vk1 , v̇

k
1 ) to (v0, v̇0) on the compact subsets of [0,+∞), instead of the uniform

convergence of (ṽk, ˙̃vk) to (w1, ẇ1) on the compact subsets of R.
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If t ∈
[

0,
tδ1+t1

2

)

∩ [τki , α
k
i+1), we have that dk(t) = d

(

(t, vki+1(σ), Bv̇
k
i+1(σ)),S

)

, for some σ ∈
[0, aki+1). Observe that, up to a bigger kδ,

τki+1 ≤ tδ1 + t1
2

, for every k ≥ kδ,

so that, by using (6.126), we obtain

uki+1 = u1(τ
k
i+1), (6.154)

and

dk(t) ≤ (τki+1 − t) +
∣

∣

(

vki+1(σ) − u1(τ
k
i+1), Bv̇

k
i+1(σ)

)∣

∣ ≤ ρk + δ, for every σ ≥ 0. (6.155)

If t ∈
[

0,
tδ1+t1

2

)

∩ [αk
i+1, τ

k
i+1), from (6.154) it turns out that

dk(t) ≤ τki+1 − t+ |vki+1(a
k
i+1)− u1(τ

k
i+1)|+ |B| (α

k
i+1 − τki )

aki+1

|u1(τki+1)− vki+1(a
k
i+1)|

τki+1 − αk
i+1

≤ ρk + C|τki+1 − αk
i+1|+ |B|C (αk

i+1 − τki )

aki+1

, (6.156)

where the last inequality is due to (6.107).

In the case t ∈
[

tδ1+t1
2 , τkok

)

∩ [τki , τ
k
i+1), observe first that we can suppose, for larger k’s, that

τki ≥ tδ1. Thus, since u
k
i ∈ {u1(τki ), u1(τki )}, we have that

uki ∈ B

(

xs1,
δ

4

)

.

This inclusion, together with the fact that i < ok and the definition of ok, gives that
(

vki+1(σ), Bv̇
k
i+1(σ)

)

∈ B
(

(xs1, 0), δ
)

, for every σ ≥ 0. (6.157)

Thus, if t ∈ [τki , α
k
i+1), so that dk(t) = d

(

(t, vki+1(σ), Bv̇
k
i+1(σ)),S

)

for some σ ∈ [0, aki+1), from
(6.146) and (6.157) it turns out that

dk(t) ≤ d
(

(t, vki+1(σ), Bv̇
k
i+1(σ)), (t1, x

s
1, 0)

)

≤ t1 − tδ1
2

+
∣

∣

(

vki+1(σ)− xs1, Bv̇
k
i+1(σ)

)∣

∣ ≤ 2δ. (6.158)

Otherwise, if t ∈ [αk
i+1, τ

k
i+1), we have

dk(t) ≤ ρk + |vki+1(a
k
i+1)− u1(τ

k
i+1)|+ |B| (α

k
i+1 − τki )

aki+1

|uki+1 − vki+1(a
k
i+1)|

τki+1 − αk
i+1

≤ ρk + C|τki+1 − αk
i+1|+ |uki+1 − xs1|+ |xs1 − u1(τ

k
i+1)|+ |B|Cα

k
i+1 − τki
aki+1

,

where, in the last inequality, we have used (6.107). Then, by using (6.101), the definition of tδ1
and (6.157) (which gives uki+1 ∈ B(xs1, δ)), we have that, for every k large enough,

dk(t) ≤ 2δ, for every t ∈
[

tδ1 + t1
2

, τkok

)

∩ [αk
i+1, τ

k
i+1). (6.159)

Inequalities (6.155), (6.156), (6.158) and (6.159) imply that, for every k large enough,

sup
[0,τk

ok
)
dk ≤ 2δ. (6.160)
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(b) Here, we consider supS d(·,S k). By definition of S and by the fact that (xs1, 0) ∈ I 1, it is
sufficient to consider

sup
t∈[0,t1)

d((t, u1(t), 0),S
k), sup

{0}×I0

d(·,S k), sup
{t1}×I1

d(·,S k).

The other cases can be treated in a similar way. Let us divide part (b) in three subparts.
(b1) If t ∈ [0, tδ1), suppose t ∈ [τki , τ

k
i+1) for a certain index i, so that, up to a bigger kδ, τ

k
i+1 ≤ tδ1

and, in turn, uki+1 = u1(τ
k
i+1), for k ≥ kδ. Therefore, by recalling that uk(τki+1) = uki+1 and

u̇k(τki+1) = 0, we obtain that

d
(

(t, u1(t), 0),S
k
)

≤ (τki+1 − t) + |u1(t)− u1(τ
k
i+1)| ≤ ρk + ωu1(ρk), (6.161)

for every k ≥ kδ. For t ∈ [tδ1, t1), we write, in view of (6.146) and (6.147),

d
(

(t, u1(t), 0),S
k
)

≤ d
(

(t, u1(t), 0), (τ
k
ok , u

k(τkok), hk(τ
k
ok)Bu̇

k(τkok)
)

≤ (t1 − tδ1) + |u1(t)− xs1|+ |xs1 − ukok | < 2δ, (6.162)

for every k ≥ kδ. (6.161) and (6.162), together with (6.101), give, up to a bigger kδ,

sup
t∈[0,t1)

d((t, u1(t), 0),S
k) < 2δ, for every k ≥ kδ. (6.163)

(b2) Consider (0, v0(σ), Bv̇0(σ)) ∈ {0}×I0 and let sδ0 > 0 be defined as in (6.65). Since ak1 > sδ0
for every k large enough, it turns out that

d
(

(0, v0(σ), Bv̇0(σ)),S
k
)

≤ αk
1 + min

s∈[0,σδ ]
d
(

(v0(σ), Bv̇0(σ)), (v
k
1 (s), Bv̇

k
1 (s))

)

.

Then, if σ ∈ [0, sδ0], we have that

d
(

(0, v0(σ), Bv̇0(σ)),S
k
)

≤ αk
1 + sup

σ∈[0,σδ ]

∣

∣

(

v0(σ)− vk1 (σ), Bv̇0(σ)−Bv̇k1 (σ)
)∣

∣, (6.164)

while, if σ > sδ0,

d
(

(0, v0(σ), Bv̇0(σ)),S
k
)

≤ τk1 + d
(

(v0(σ), Bv̇0(σ)), (u
k(τk1 ), hk(τ

k
1 )Bu̇

k(τk1 ))
)

≤ τk1 + d
(

(v0(σ), Bv̇0(σ)), (x
r
0, 0)

)

+ |xr0 − u1(τ
k
1 )|. (6.165)

Inequalities (6.164) and (6.165), together with (6.101) and the uniform convergence of (vk1 , v̇
k
1 ) to

(v0, v̇0) on the compact subsets of [0,+∞), give

sup
{0}×I0

d(·,S k) ≤ δ, for every k large enough. (6.166)

(b3) Finally, let us consider sup{t1}×I1
d(·,S k). By recalling (6.140), we obtain that

d
(

(t1, w1(s), Bẇ1(s)),S
k
)

≤ (t1 − τkok) + d
(

(w1(s), Bẇ1(s)), (u
k
ok
, 0)
)

≤ (t1 − τkok) + δ + |xs1 − ukok |, (6.167)

for every s < 0. Similarly, if sδ1 > 0 is defined as in (6.80), for every s > sδ1 we can write

d
(

(t1, w1(s), Bẇ1(s)),S
k
)

≤ |t1 − τkok+1|+ d
(

(w1(s), Bẇ1(s)), (u
k
ok+1, 0)

)

≤ |t1 − τkok+1|+
δ

2
+ |xr1 − ukok+1|. (6.168)

To finish the proof we need the following claim, whose proof is postponed. See (6.137) for the
definition of σk.
Claim. For every ŝ ≥ 0 and δ > 0 sufficiently small, there exists kŝ,δ > 0 such that

akok+1 − σk > ŝ, for every k ≥ kŝ,δ.
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It remains to consider s ∈ [0, sδ1]. In this case,

d
(

(t1, w1(s), Bẇ1(s)),S
k
)

≤ inf
t∈[τk

ok
,αk

ok+1)
d
(

(t1, w1(s), Bẇ1(s)), (t, u
k(t), hk(t)Bu̇

k(t))
)

≤(t1 − τkok) + ρk + inf
σ∈[0,ak

ok+1)
d
(

(w1(s), Bẇ1(s)), (vk(σ), Bv̇k(σ))
)

=(t1 − τkok) + ρk + inf
σ∈[−σk,ak

ok+1−σk)
d
(

(w1(s), Bẇ1(s)), (ṽk(σ), B ˙̃vk(σ))
)

.

Thus, since σk → +∞, in view of Lemma 6.24 (1), of the claim and of (6.142) we have that, up
to a bigger kδ,

d
(

(t1, w1(s), Bẇ1(s)),S
k
)

≤(t1 − τkok) + ρk + inf
σ∈[0,sδ1]

d
(

(w1(s), Bẇ1(s)), (ṽk(σ), B ˙̃vk(σ))
)

≤(t1 − τkok) + ρk + sup
σ∈[0,sδ1]

∣

∣

(

w1(σ)− ṽk(σ), Bẇ1(σ)−B ˙̃vk(σ)
)∣

∣

≤δ + ρk,

(6.169)

for every k ≥ kδ. Inequalities (6.167), (6.168) and (6.169), together with (6.101), imply that, up
to a bigger kδ,

sup
{t1}×I1

d(·,S k) ≤ 2δ, for every k ≥ kδ. (6.170)

By considering together the estimates in (6.153), (6.160), (6.163), (6.166) and (6.170), which hold
also for generic j’s in place of j = 1, we obtain (6.145). �

Proof of the claim. Suppose, by contradiction, that, for a certain ŝ ≥ 0, δ > 0 and up
to a subsequence, akok+1 ≤ ŝ+ σk for every k. Then, by definition of σk,

(

vk(a
k
ok+1 − ŝ), Bv̇k(a

k
ok+1 − ŝ)

)

∈ B
(

(xs1, 0), δ
)

so that, up to a subsequence,
(

vk(a
k
ok+1 − ŝ), Bv̇k(a

k
ok+1 − ŝ)

)

→ (p, ṗ), for some (p, ṗ) ∈
B
(

(xs1, 0), δ
)

. Consider

v̂k(σ) := vk(σ + akok+1 − ŝ), for σ ≥ ŝ− akok+1.

From Lemma 6.24, from the definition of vk and from the fact that akok+1 → +∞, it is clear that

(v̂k, ˙̂vk) converges uniformly on the compact subsets of R to (ŵ1, ˙̂w1), where ŵ1 is the solution to
the problem







A ¨̂w1(s) +B ˙̂w1(s) +∇xE(t1, ŵ1(s)) = 0,
ŵ1(0) = p,

B ˙̂w1(0) = ṗ.

Observe that
(

vk(a
k
ok+1), Bv̇k(a

k
ok+1)

)

= (v̂k(ŝ), B ˙̂vk(ŝ)) → (ŵ1(ŝ), B ˙̂w1(ŝ)), (6.171)

and (ŵ1(ŝ), B ˙̂w1(ŝ)) 6= (xr1, 0), otherwise it would be (ŵ1, B ˙̂w1) ≡ (xr1, 0), so that (xr1, 0) =

(ŵ1(0), B ˙̂w1(0)) = (p, ṗ) ∈ B
(

(xs1, 0), δ
)

, which is not true if δ is small enough. But convergence

(6.171) and (ŵ1(ŝ), B ˙̂w1(ŝ)) 6= (xr1, 0) give a contradiction, because by Lemma 6.24 (3) and by
(6.107), for every k large enough,

∣

∣

(

vk(a
k
ok+1)− xr1, Bv̇k(a

k
ok+1)

)∣

∣ ≤
∣

∣

(

vk(a
k
ok+1)− ukok+1, Bv̇k(a

k
ok+1)

)∣

∣+ |ukok+1 − xr1|
≤ C(τkok+1 − αk

ok+1) + |B|δk + |ukok+1 − xr1|,
so that

(

v̂k(ŝ), B ˙̂vk(ŝ)
)

=
(

vk(a
k
ok+1), Bv̇k(a

k
ok+1)

)

→ (xr1, 0).
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�

6.4. Appendix: existence and uniqueness of the heteroclinic solution

For sake of completeness and since we could not find in the literature a satisfying proof, we
state and prove here a result of existence and uniqueness, up to translations, of the solution of a
first order autonomous system, issuing from a zero of the vector field where suitable transversality
conditions are satisfied.

Proposition 6.27. Let F : Rm → Rm be a C2 function such that F (η) = 0. Let the following
two conditions be satisfied:

(i) 0 is an eigenvalue of ∇F (η) with algebraic multiplicity 1. This implies that there exist
ω, ν ∈ Rm such that ω·ν 6= 0, ker∇F (η) = span(ω), and ker∇F (η)T = span(ν).
Moreover, suppose that Re(λ) < 0 for every eigenvalue λ 6= 0;

(ii) ν·D2F (η)[ω, ω] 6= 0.

Excluding the constant solution η, there are infinitely many solutions to the problem
{

ẋ(t) = F (x(t)), t ≤ 0
limt→−∞ x(t) = η,

(6.172)

and they differ from each other by time–translations.

From assumption (i) of Proposition 6.27 it descends that Rm can be decomposed as

Rm = X1 ⊕X2, with X1 := span(ω) and X2 := {ν}⊥.
We denote by πi the projection on Xi, i = 1, 2, so that every x ∈ Rm can be uniquely written as
x = x1 + x2, where xi = πi(x). Observe that

π1(x) = xωω, where xω :=
x·ν
ω·ν .

For every Rm–valued function g, we use the notation

gω := (g(·))ω , gi := (g(·))i, i = 1, 2.

To further simplify the notation, we write A in place of ∇F (η) and denote by β the spectral gap
of A, that is

β := min{|Re(λ)| : λ is eigenvalue of A and Re(λ) 6= 0}.
It is well known that for every ε ∈ (0, β), there exists Cε > 0 (also depending on A) such that
the following fundamental estimates hold for every x ∈ Rm:

∣

∣etAπ1(x)
∣

∣ ≤ Cεe
ε|t||x|, for every t ∈ R, (6.173)

∣

∣etAπ2(x)
∣

∣ ≤ Cεe
−(β−ε)t|x|, for every t ≥ 0. (6.174)

Remember that both π1 and π2 commute with A and hence with etA. The proof of Proposition
6.27 requires the following lemma.

Lemma 6.28. Under the same assumptions of Proposition 6.27, for every a > 0 sufficiently
large there exists a unique solution of the problem







ẋ(t) = F (x(t)), t ≤ 0
xω(0) = ηω + 1

a ,
limt→−∞ x(t) = η,

(6.175)

in the space

Y a :=
{

y : (−∞, 0] → Rm : ‖y1‖Y a
1
<∞, ‖y2‖Y a

2
<∞

}

,

where

‖y1‖Y a
1
:= sup

t≤0
|t− a||y1(t)|, ‖y2‖Y a

2
:= sup

t≤0
|t− a| 32 |y2(t)|.
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We remark that, throughout, the symbol | · | denotes the euclidean norm in the appropriate
finite dimensional euclidean space.

Proof. First, observe that Y a is a Banach space with the norm

‖y‖Y a := ‖y1‖Y a
1
+ ‖y2‖Y a

2
.

Note that we can suppose η = 0 and |ω|, |ν| = 1. Also, we can suppose

ν·D2F (0)[ω, ω] = 2(ω·ν). (6.176)

Using the expansion

F (x(t)) = ∇F (0)x(t) + 1

2
D2F (0)[x(t)]2 + o(|x(t)|2),

where D2F (0)[x(t)]2 stands for D2F (0)[x(t), x(t)], by assumptions (i) and (ii) and by (6.176),
Fω(x(t)) has the following expression:

Fω(x(t)) = x2ω(t) +
ν

ω·ν ·
{

D2F (0)[x1(t), x2(t)] +
1

2
D2F (0)[x2(t)]

2 + o(|x(t)|2)
}

. (6.177)

By assumption (i) and since Rank(∇F (0)) ⊆ X2, we have that

F2(x(t)) = ∇F (0)x2(t) + π2

(

1

2
D2F (0)[x(t)]2 + o(|x(t)|2)

)

. (6.178)

For y ∈ Y a, with a > 0 to be chosen, we define for t ≤ 0 the following functions:

hy1(t) := Fω(y(t)) − y2ω(t), (6.179)

hy2(t) := F2(y(t)) −∇F (0)y2(t). (6.180)

Let y vary in BR := {y ∈ Y a : ‖y‖Y a ≤ R} for a certain R > 0 to be chosen later and observe

that from the definition of ‖ · ‖Y a easily follows that ‖y‖Y a ≥ min{a, a 3
2 } supt≤0 |y(t)|. Therefore,

for every ε > 0, there exists δ(ε) > 0 such that, if

sup
t≤0

|y(t)| ≤ R

min{a, a 3
2 }

≤ δ(ε), (6.181)

the following estimates, which descend from (6.177) and (6.179) and from (6.178) and (6.180),
respectively, hold for every t ≤ 0:

|hy1(t)| ≤ 1

|ω·ν|

[

|∇2F (0)|
(

|y1(t)||y2(t)|+
|y2(t)|2

2

)

+ ε|y(t)|2
]

≤ R2

(t− a)2
1

|ω·ν|

[

|∇2F (0)|
(

1√
a
+

1

2a

)

+ 2ε

(

1 +
1

a

)]

;

|hy2(t)| ≤ 1

2
|∇2F (0)||y(t)|2 + ε|y(t)|2

≤ R2

|t− a| 32
(|∇2F (0)|+ 2ε)

(

1√
a
+

1

a
3
2

)

.

We can briefly write, for t ≤ 0,

|hy1(t)| ≤
R2

(t− a)2
M(a, ε), with M(a, ε) → 0, as a→ +∞, ε→ 0+, (6.182)

|hy2(t)| ≤
R2

|t− a| 32
M̃(a, ε), with M̃(a, ε) → 0, as a→ +∞. (6.183)
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We consider the auxiliary problems
{

ẋω(t)− x2ω(t) = hy1(t), t ≤ 0

xω(0) =
1

a
,

(6.184)

{

ẋ2(t)−∇F (0)x2(t) = hy2(t), t ≤ 0
lim

t→−∞
x2(t) = 0. (6.185)

We are going to prove, in Step 1 and Step 2, that problems (6.184) and (6.185) have unique
solutions and that the solution of problem (6.184) tends to 0 as t → −∞. Therefore, if x = y,
problems (6.184)–(6.185) are equivalent to (6.175).
Step 1. If y ∈ BR and (6.181) holds, (6.182) implies that there exists a real–valued function Hy

1

with supt≤0 |Hy
1 (t)| ≤ R2M(a, ε) such that

hy1(t) =
Hy

1

(t− a)2
, for every t ≤ 0.

Now, by observing that the equation in (6.184) is a particular Riccati equation and by setting
xω = u

(t−a) , we have that problem (6.184) is equivalent to






u̇(t) =
u2(t) + u(t) +Hy

1 (t)

(t− a)
, t ≤ 0

u(0) = −1,
(6.186)

Let w be the solution of (6.186) with −R2M(a, ε) in place of Hy
1 and v the solution of (6.186)

with R2M(a, ε) in place of Hy
1 . It is easy to check that, if

M(a, ε) <
1

4R2
, (6.187)

then
−1−

√
1+4R2M(a,ε)

2 < w ≤ −1 ≤ v <
−1−

√
1−4R2M(a,ε)

2 . Therefore, by differential inequalities
(see, e.g., [43]), we obtain that for every t ≤ 0

−1−
√

1 + 4R2M(a, ε)

2
< u(t) = (t− a)xω(t) <

−1−
√

1− 4R2M(a, ε)

2
, (6.188)

and in turn, from (6.187), that

sup
t≤0

|t− a||xω(t)| <
1 +

√

1 + 4R2M(a, ε)

2
<

1 +
√
2

2
.

Step 2. By the variation of constants formula, we can write a solution of the equation in (6.185)
as

x2(t) = e(t−t0)∇F (0)x2(t0) +

∫ t

t0

e(t−τ)∇F (0)hy2(τ)dτ.

By using (6.174), we have that there exists a constant Cβ > 0, depending on the spectral gap
β > 0 of ∇F (0), such that

lim
t0→−∞

∣

∣

∣
e(t−t0)∇F (0)x2(t0)

∣

∣

∣
≤ lim

t0→−∞
Cβe

− β
2 (t−t0)|x2(t0)| = 0.

Therefore, the solution to problem (6.185) is

x2(t) =

∫ t

−∞
e(t−τ)∇F (0)hy2(τ)dτ, for every t ≤ 0.

Now, if y ∈ BR and (6.181) holds, it is easy to check, by using (6.174) and (6.183), that

‖x2‖Y a
2
≤ 2

β
CβR

2M̃(a, ε).
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Observe that ‖x2‖Y a
2
≤ R

2 if

M̃(a, ε) ≤ β

4CβR
. (6.189)

From Step 1 and Step 2 we have obtained that, if

R := 1 +
√
2,

and a is large enough and ε small enough such that (6.181), (6.187) and (6.189) are satisfied,
then the operator

Λ : BR → BR

which associates to y ∈ BR the function x = xωω + x2, with xω and x2 the solutions of (6.184)
and (6.185) respectively, is well defined.

To conclude the proof, it remains to show that Λ is a contraction. Given y, y∗ ∈ BR, set

Λ(y) = x = x1 + x2, Λ(y∗) = x∗ = x∗1 + x∗2.

Let us handle the first component and the second one separately, by proceeding in two steps. The
following estimates can be obtained similarly to (6.182) and (6.183). They hold if R/min{a, a 3

2 } ≤
δ̃(ε) for some δ̃(ε) > 0 which can be supposed to be equal to δ(ε) (see (6.181)).

|hy1(t)− hy
∗

1 (t)| ≤ R

(t− a)2
N(a, ε)‖y − y∗‖Y a , for every t ≤ 0, (6.190)

where

N(a, ε) :=
1

|ω·ν|

[

|∇2F (0)|
(

1√
a
+

1

a

)

+ 4ε

(

1 +
1

a

)]

,

and

|hy2(t)− hy
∗

2 (t)| ≤ R

|t− a| 32
Ñ(a, ε)‖y − y∗‖Y a , for every t ≤ 0, (6.191)

where

Ñ(a, ε) :=
1√
a

[

|∇2F (0)|
(

1 +
1

a
+

2

a

)

+ 4ε

(

1 +
1

a

)]

.

Step 3. As already done in Step 1, let us set xω = u
(t−a) and x∗ω = u∗

(t−a) . From (6.188) we deduce

that, for a large enough and ε small enough,

α := u+ u∗ is such that 1 + α(t) < −1

2
, for every t ≤ 0. (6.192)

Observe that the function z := u− u∗ satisfies the equation

ż(t) =
1

(t− a)

{

[1 + α(t)]z(t) +Hy
1 (t)−Hy∗

1 (t)
}

, for every t ≤ 0,

and the condition z(0) = 0. Therefore, by the variation of constants formula, z(t) satisfies the
following estimate for every t ≤ 0:

|z(t)| ≤ sup
s≤0

|Hy
1 (s)−Hy∗

1 (s)|
∫ 0

t

exp
(

∫ t

τ
1+α(s)
s−a )ds

)

a− τ
dτ. (6.193)

From (6.192), it turns out that

∫ 0

t

exp
(

∫ t

τ
1+α(s)
s−a )ds

)

a− τ
dτ ≤

∫ 0

t

exp
(

− 1
2

∫ τ

t
ds
a−s

)

a− τ
dτ

= |t− a|− 1
2

∫ 0

t

(a− τ)−
1
2 dτ ≤ 2. (6.194)
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Thus, since supt≤0 |Hy
1 (t) − Hy∗

1 (t)| = supt≤0(t − a)2|hy1(t) − hy
∗

1 (t)|, from (6.193), (6.194) and
(6.190) we obtain that

‖x1 − x∗1‖Y a
1
= sup

t≤0
|u(t)− u∗(t)| ≤ 2RN(a, ε)‖y− y∗‖Y a . (6.195)

Step 4. Since

|x2(t)− x∗2(t)| ≤ Cβ

∫ t

−∞
e−

β
2 (t−τ)|hy2(τ) − hy

∗

2 (τ)|dτ,

from (6.191) we have that

‖x2 − x∗2‖Y a
2

≤ CβRÑ(a, ε)‖y − y∗‖Y a

∫ t

−∞

e−
β
2 (t−τ)

|t− a| 32
dτ

≤ 2

β
CβRÑ(a, ε)‖y − y∗‖Y a . (6.196)

Finally, if we choose a > 0 sufficiently large and ε > 0 sufficiently small such that, for R = 1+
√
2,

(6.181), (6.187), (6.189) and (6.192) hold together with

N(a, ε) ≤ 1

8R
, Ñ(a, ε) ≤ β

8CβR
,

from (6.195) and (6.196) we obtain that

‖Λ(y)− Λ(y∗)‖Y a = ‖x1 − x∗1‖Y a
1
+ ‖x2 − x∗2‖Y a

2
≤ 1

2
‖y − y∗‖Y a ,

that is Λ is a contraction from BR to BR. �

Proof of Proposition 6.27. The existence of a solution of problem (6.172), different from
the constant η, is given by Lemma 6.28. It remains to show the uniqueness of such a solution,
up to time–translations. Clearly, we can suppose η = 0 in (6.172). The idea is to show that for
every solution x to problem (6.172), different from the constant solution, there exists a sequence
tn → −∞ such that xω(tn) > 0 (and xω(tn) → 0). In this way, it is possible to prove that the
projections of the trajectories on X1 intersect, and conclude by using Lemma 6.28.

Let x be a solution of (6.172). As shown in Lemma 6.28, the system ẋ(t) = F (x(t)) is
equivalent to

ẋω(t) = x2ω(t) +
ν

ω·ν ·
{

D2F (0)[x1(t), x2(t)] +
1

2
D2F (0)[x2(t)]

2 + o(|x(t)|2)
}

, (6.197)

ẋ2(t) = ∇F (0)x2(t) + hx2(t), (6.198)

where hx2(t) := π2
(

1
2D

2F (0)[x(t)]2 + o(|x(t)|2)
)

, for every t ≤ 0. Observe that for every δ > 0
small enough, if supt≤0 |x(t)| ≤ δ, then

|hx2(t)| ≤
1

2
(|∇2F (0)|+ 1)|x(t)|2, for every t ≤ 0. (6.199)

Since x(t) → 0 as t→ −∞, there exists t0 = t0(δ) such that |x(t)| ≤ δ for every t ≤ t0. Therefore,
up to change x with y(t) := x(t + t0), we can suppose t0 = 0 and then supt≤0 |x(t)| ≤ δ. This
assumption, together with (6.199), gives that

|hx2(t)| ≤ (|∇2F (0)|+ 1)(|xω(t)|2 + δ|x2(t)|), for every t ≤ 0. (6.200)
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From equation (6.198) and estimates (6.174) and (6.200), we obtain the following inequalities for
every t ≤ t̂ ≤ 0:

|x2(t)| =

∣

∣

∣

∣

∫ t

−∞
e(t−τ)∇F (0)hx2(τ)dτ

∣

∣

∣

∣

≤ Cβ

∫ t

−∞
e−

β
2 (t−τ)|hx2(τ)|dτ

≤ 2

β
Cβ(|∇2F (0)|+ 1)

(

sup
τ≤t̂

|xω(τ)|2 + δ sup
τ≤t̂

|x2(τ)|
)

.

Choosing δ such that δ 2
βCβ(|∇2F (0)|+ 1) < 1, we obtain that

sup
τ≤t̂

|x2(τ)| ≤ K sup
τ≤t̂

x2ω(τ), for every t̂ ≤ 0, (6.201)

for some K > 0. Now, note that it is possible to construct a sequence {tn} such that tn → −∞
as n→ ∞ and

|xω(tn)| = max
t≤tn

|xω(t)|. (6.202)

Thus, from (6.201), we have that

|x2(tn)| ≤ Kx2ω(tn), for every n.

From this inequality and from (6.197), up to a smaller δ depending on some ε > 0 such that
2ε

|ω·ν| < 1, it descends that

ẋω(tn) ≥ x2ω(tn)−
1

|ω·ν|

[

|∇2F (0)|
(

|xω(tn)||x2(tn)|+
|x2(tn)|2

2

)

+ ε|x(tn)|2
]

≥
(

1− 2ε

|ω·ν|

)

x2ω(tn)−K
|xω(tn)|3
|ω·ν|

[

|∇2F (0)|
(

1 +
K

2
|xω(tn)|

)

+ 2εK|xω(tn)|
]

. (6.203)

Now, if xω(tn) = 0 for some n, then x ≡ 0, in view of (6.202) and (6.201). Otherwise, from
(6.203) we have that ẋω(tn) > 0 for every n, and this implies, from the definition of tn, that

xω(tn) > 0, for every n. (6.204)

Let x and x∗ be solutions of (6.172) (with η = 0). The above argument show that (6.204) hold
for xω and x∗ω on some sequences {tn} and {t∗n}, respectively. We conclude by considering two
cases:

(i) if there exist n and m such that xω(tn) = x∗ω(t
∗
m), we define y(t) := x(t + tn) and

y∗(t) := x∗(t + t∗m). y and y∗ satisfy problem (6.175) (with η = 0) with a = 1
xω(tn)

sufficiently large. Therefore, y and y∗ coincide and, in turn, x and x∗ coincide up to
time–translations, in view of Lemma 6.28.

(ii) if xω(tn) 6= x∗ω(t
∗
m) for every n and m, there exist n and k > m such that xω(tk) <

x∗ω(t
∗
n) < xω(tm). Thus, there exists t ∈ (tk, tm) such that xω(t) = x∗ω(t

∗
n). By defining

y(t) := x(t+ t) and y∗(t) := x∗(t+ t∗n), we conclude as in (i).

�





CHAPTER 7

Singular perturbations of gradient flow problems in infinite

dimension

In this chapter, we present some partial results obtained in collaboration with G. Savaré and
R. Rossi. We want to study the limit behavior, as ε goes to zero, of a solution to the gradient
flow

εu̇ε(t) +∇xE(t, uε(t)) = 0, (7.1)

where E is an energy functional defined on [0, T ]×X . Here, X is a Hilbert space and ∇xE is the
gradient of E with respect to the variable x ∈ X . Note that equation (7.1) can be viewed as a
singular perturbation of the evolution problem

u̇(t) +∇xE(t, u(t)) = 0.

Consider a vanishing sequence {εn}. Under very weak hypotheses on the energy functional (see
Section 7.1), in Section 7.2 we perform a detailed analysis, for every t ∈ [0, T ] and all sequences
tn1 ≤ tn2 converging to t, of the integral quantities

∫ tn2

tn1

‖∇xE(r, uεn(r))‖‖u̇εn(r)‖dr.

We show that these integrals are bounded below by a strictly positive cost function c(t;x1, x2),
whenever uεn(t

n
1 ) and uεn(t

n
2 ) converge to two different critical points x1 and x2 of E(t, ·). Some

key properties of the cost function are listed and proved in Section 7.3. Taking advantage of these
properties, we are able to prove in Section 7.4 a.e. convergence on [0, T ] of a family {uεn} of
solutions to (7.1). Moreover, we show that the limit solution u is continuous on [0, T ] \ J , where
the jump set J is a numerable set, and satisfies ∇xE(t, u(t)) = 0 for a.e. t ∈ (0, T ). Finally, the
left and the right limits u−(t), u+(t) exist everywhere and are such that

E(t, u−(t))− E(t, u+(t)) = c(t;u−(t), u+(t)), for every t ∈ J. (7.2)

7.1. Setting of the problem

To simplify the notation, throughout this chapter we suppose that X is a Hilbert space
endowed with the scalar product 〈·, ·〉 and with the associated norm ‖ · ‖. All the results we are
going to show can be easily extended to the case where X is a separable Banach space endowed
with the Radon–Nikodym property (see [33, Chapter 3]).

We consider an energy functional E : [0, T ]×X → R satisfying the following properties.

For every t ∈ [0, T ], the map E(t, ·) is lower semicontinuous and Gâteaux–differentiable. (E0)

We recall that the Gâteaux–differentiability is not a sufficient condition to guarantee semi-
continuity, even in the case where X has finite dimension. The gradient of E(t, ·) at x ∈ X ,
denoted by ∇xE(t, x), is the element of X such that

〈∇xE(t, x), h〉 = 〈dGE(t, x), h〉∗,
where dGE(t, x) is the Gâteaux–differential of E(t, ·) at x, and 〈·, ·〉∗ is the duality pairing between
X∗ and X .

145
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Hereafter, we will use the function

G(x) := sup
t∈[0,T ]

E(t, x), for every x ∈ X .

Coercivity:

the function G has compact sublevels. (E1)

Note that, by assumptions (E0) and (E1), up to additive constants, we can suppose
that

E(t, x) ≥ 0, for every (t, x) ∈ [0, T ]×X.

Time-dependence:

for every x ∈ X, the function E(·, x) is differentiable on (0, T ) with derivative ∂tE(·, x);
there exists C1 > 0 such that |∂tE(t, x)| ≤ C1E(t, x), for every (t, x) ∈ [0, T ]×X.

(E2)

Remark 7.1. Using the Gronwall Lemma, it is not difficult to deduce from (E2) that

G(x) ≤ exp(C1T ) inf
t∈[0,T ]

E(t, x), for every x ∈ X. (7.3)

Closedness: for every t ∈ [0, T ] and every sequence {xn}n ⊆ X , we have the following
condition:

if (tn, xn) → (t, x) in [0, T ]×X, sup
n

‖∇xE(tn, xn)‖ ≤ C, E(tn, xn) → E <∞,

then lim inf
n

‖∇xE(tn, xn)‖ ≥ ‖∇xE(t, x)‖, lim sup
n

∂tE(tn, xn) ≤ ∂tE(t, x), E = E(t, x).

(E3)
Note that in the first line of (E3) we can replace xn → x with xn ⇀ x. Indeed, condition
E(tn, xn) → E <∞ implies that, up to subsequences, supn G(xn) <∞ (see Remark 7.1)
and in turn implies strong convergence, in view of (E1).

Chain rule: For every u ∈ AC([0, T ];X) such that

sup
t∈[0,T ]

E(t, u(t)) < +∞,

∫ T

0

‖∇xE(t, u(t))‖‖u̇(t)‖dt < +∞, (7.4)

the map t 7→ E(t, u(t)) is absolutely continuous and

d

dt
E(t, u(t)) = 〈∇xE(t, u(t)), u̇(t)〉+ ∂tE(t, u(t)), for a.e. t ∈ (0, T ) . (E4)

Note that in the case where E ∈ C1((0, T )×X ;R), conditions (E3) and (E4) are trivially satisfied.
We will follow the same terminology used in Chapter 6: x ∈ X is a critical point of E(t, ·) if
∇xE(t, x) = 0. We will also use the notation, for any t ∈ [0, T ],

C(t) := {x ∈ X : ∇xE(t, x) = 0}. (7.5)

Our last assumption on E is that

for every t ∈ [0, T ], the set C(t) is discrete. (E5)

7.2. Properties of integral functionals

In what follows, for a fixed t ∈ [0, T ], we consider two sequences {tn1}n, {tn2}n fulfilling

0 ≤ tn1 ≤ tn2 ≤ T, for every n ∈ N, tn1 , t
n
2 → t, as n→ ∞, (7.6)

and a sequence {ϑn}n ⊆ AC([tn1 , t
n
2 ];X) such that

ϑn(t
n
1 ) → x1, ϑn(t

n
2 ) → x2, sup

n
sup

r∈[tn1 ,t
n
2 ]

G(ϑn(r)) <∞, (7.7)

for some x1, x2 ∈ X . We have the following preliminary lemma.
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Lemma 7.2. Assume (E0), (E1), (E3), and (E5). If x1 6= x2, there exists η = η(t, x1, x2) > 0
such that

lim inf
n→∞

∫ tn2

tn1

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr ≥ η. (7.8)

Proof. It follows from (7.7) and from assumption (E1) that there exists a compact sublevel
K of the functional G such that ϑn(r) ∈ K for every r ∈ [tn1 , t

n
2 ], n ∈ N. Assumption (E5) implies

that the set C(t) ∩K is finite and there exists ρ̂ = ρ̂(t, x1, x2) such that

B(x, 2ρ̂) ∩B(y, 2ρ̂) = Ø, for every x, y ∈ C(t) ∪ {x1, x2} with x 6= y.

Note that it may happen x1 ∈ C(t) or not, the same for x2. Let us introduce the compact set

K̂ = K̂(t, x1, x2) defined by

K̂ := K \
⋃

x∈C(t)∪{x1,x2}
B(x, ρ̂)

and observe that minx∈K̂ ‖∇xE(t, x)‖ > 0. It follows from Lemma 7.3 below that for some
α = α(t, x1, x2) > 0

η̂ := min
x∈K̂,r∈[t−α,t+α]

‖∇xE(r, x)‖ > 0. (7.9)

Moreover, from (7.7) and from the definition of K̂ we obtain that {r ∈ [tn1 , t
n
2 ] : ϑn(r) ∈ K̂} 6= Ø

for every n large enough, and that ϑn(r1) ∈ ∂B(x1, ρ̂), ϑn(r2) ∈ ∂B(x2, ρ̂) for some r1 6= r2 in the

set {r ∈ [tn1 , t
n
2 ] : ϑn(r) ∈ K̂}. Thus, by (7.9), since [tn1 , t

n
2 ] ⊆ [t−α, t+α] for every n sufficiently

large,
∫ tn2

tn1

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr ≥
∫

{r∈[tn1 ,t
n
2 ] :ϑn(r)∈K̂}

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr

≥ η̂

∫

{r∈[tn1 ,t
n
2 ] :ϑn(r)∈K̂}

‖ϑ̇n(r)‖dr,

≥ η̂ min
x,y∈C(t)∪{x1,x2}

(|x− y| − 2ρ̂). (7.10)

Thus, (7.8) holds with η defined as the right hand side of (7.10). Observe that η is positive in
view of (7.9) and of the definition of ρ̂, and depends only on t if x1, x2 ∈ C(t). �

Lemma 7.3. Assume (E0), (E1), and (E3). Let K ⊆ X be a closed set such that

K ⊂ {x ∈ X : G(x) ≤ r}, for some r > 0, (7.11)

and suppose that

inf
x∈K

‖∇xE(t, x)‖ > 0, for some t ∈ (0, T ). (7.12)

Then, the inf in (7.12) is attained, and there exists α = α(K, t) > 0 such that

min
x∈K,s∈[t−α,t+α]

‖∇xE(s, x)‖ > 0 . (7.13)

Proof. Since the closed set K fulfills (7.11), it follows from (E1) that it is compact and
from (E3) that infx∈K ‖∇xE(s, x)‖ is attained for every s ∈ [0, T ]. Moreover, the function s 7→
minx∈K ‖∇xE(s, x)‖ is lower semicontinuous. Combining this fact with (7.12), we conclude (7.13).

�

A crucial result for the sequel is the following.

Lemma 7.4. Assume (E0), (E1), (E3), and (E5). Let t ∈ [0, T ] and x1, x2 ∈ X be fixed.
Let {tn1}n, {tn2}n and {ϑn}n ⊆ AC([tn1 , t

n
2 ];X) fulfill (7.6) and (7.7), respectively. We have that
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(1) if

lim inf
n→∞

∫ tn2

tn1

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr = 0, (7.14)

then x1 = x2.
(2) If

lim inf
n→∞

∫ tn2

tn1

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr > 0, (7.15)

then there exist −∞ ≤ a < b ≤ +∞ and a curve

ϑ ∈ A
t
x1,x2

([a, b];X) :=
{

ϑ ∈ C([a, b];X) : there exist j ∈ N and a = t0 < t1 < . . . < tj = b s.t.

ϑ(a) = x1, ϑ(b) = x2, for every i = 0, . . . , j − 1

ϑ|(ti,ti+1) ∈ Liploc(ti, ti+1;X), ϑ(ti) 6= ϑ(ti+1),

and ϑ(ti) ∈ C(t) for every i = 1, . . . , j − 1

}

(7.16)
such that

lim inf
n→∞

∫ tn2

tn1

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr ≥
∫ b

a

‖∇xE(t, ϑ(s))‖‖ϑ̇(s)‖ds . (7.17)

Proof. For t ∈ [0, T ] and x1, x2 ∈ X fixed, let {tn1}n, {tn2}n and {ϑn}n be as in the
statement.
Ad (1): assume (7.14). In view of Lemma 7.2, x1 = x2.
Ad (2): suppose that x1 6= x2, and that the lim inf in (7.15) is finite (otherwise (7.17) is trivial).
By Lemma 7.2, we can suppose that, up to a subsequence, there exists

lim
n→∞

∫ tn2

tn1

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr =: Lt > 0,

and

sup
n∈N

∫ tn2

tn1

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr ≤ C <∞. (7.18)

We split the proof in several steps.
Step 1: reparameterization. Let us define, for every r ∈ [tn1 , t

n
2 ],

sn(r) := r +

∫ r

tn1

‖∇xE(τ, ϑn(τ))‖‖ϑ̇n(τ)‖dτ.

Also, we set
sn1 := sn(t

n
1 ) = tn1 , sn2 := sn(t

n
2 ),

and note that
sn1 → t, sn2 → (t+ Lt) > t.

Since s′n > 0, we define

rn(s) := s−1
n (s) and ϑ̃n(s) := ϑn(rn(s)), for every s ∈ [sn1 , s

n
2 ].

Observe that
ϑ̃n(s

n
1 ) → x1, ϑ̃n(s

n
2 ) → x2, (7.19)

that the functions rn’s are equi–Lipschitz, and that

‖∇xE(rn(s), ϑ̃n(s))‖‖ ˙̃ϑn(s)‖ = 1− 1

1 + ‖∇xE(rn(s), ϑ̃n(s))‖‖ϑ̇n(rn(s))‖
≤ 1, for a.e. s ∈ (sn1 , s

n
2 ).

(7.20)
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By using the rescaling map rn, we obtain

∫ tn2

tn1

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr =
∫ sn2

sn1

‖∇xE(rn(s), ϑ̃n(s))‖‖ ˙̃ϑn(s)‖ds. (7.21)

Step 2: localization and equicontinuity estimates. Assumptions (7.7) and (E1) give that
there exists a compact K ⊆ X such that

ϑn(t) ∈ K, for every t ∈ [tn1 , t
n
2 ], n ∈ N, (7.22)

and that C(t) ∩K consists of a finite number of points, where C(t) is defined in (7.5). As in the
proof of Lemma 7.2, we observe that there exists δ = δ(t, x1, x2) > 0 such that, for 0 < δ ≤ δ,

B(x, 2δ) ∩B(y, 2δ) = Ø, for every x, y ∈ C(t) ∪ {x1, x2} with x 6= y. (7.23)

We now introduce the compact set Kδ = Kδ(t, x1, x2) defined by

Kδ := K \
⋃

x∈C(t)∪{x1,x2}
B(x, δ) (7.24)

and use Lemma 7.3 to obtain that

min
x∈Kδ,s∈[t−α,t+α]

‖∇xE(s, x)‖ =: eδ > 0, (7.25)

for some α = α(t, δ, x1, x2) > 0. Observe that rn(s) ∈ [t − α, t + α], for every s ∈ (sn1 , s
n
2 ) and

every n large enough. Defining the open set

Aδ
n :=

{

s ∈ (sn1 , s
n
2 ) : ϑ̃n(s) ∈

◦
Kδ

}

,

we obtain that Aδ
n 6= Ø for every n sufficiently large, in view of the definition of Kδ and of (7.19).

We write Aδ
n as the countable union of its connected components

Aδ
n =

∞
⋃

k=1

(aδn,k, b
δ
n,k), (7.26)

where we suppose bδn,k ≤ aδn,k+1, for every k. Inequality (7.20), the minimum (7.25), and the

definition of aδn,k and bδn,k imply that

eδ‖ ˙̃ϑn(s)‖ ≤ ‖∇xE(rn(s), ϑ̃n(s))‖‖ ˙̃ϑn(s)‖ ≤ 1, for a.e. s ∈
(

aδn,k, b
δ
n,k

)

. (7.27)

Furthermore, it is clear that

ϑ̃n(a
δ
n,k) ∈ ∂B(x, δ), ϑ̃n(b

δ
n,k) ∈ ∂B(y, δ), for some x, y ∈ C(t) ∪ {x1, x2}. (7.28)

Note that it may happen x = y. In the following lines we show that there is a finite number
of intervals (aδn,k, b

δ
n,k) bringing ϑ̃ from one ball to a different one: this will allow us to find the

function ϑ of the statement consisting of a finite number of Liploc–pieces. Thus, we focus on the
cases where x 6= y in (7.28) and introduce the set

Bδ
n :=

⋃

(aδ
n,k,b

δ
n,k)∈Bδ

n

(aδn,k, b
δ
n,k) with

B
δ
n =

{

(aδn,k, b
δ
n,k) ⊆ Aδ

n : ϑ̃n(a
δ
n,k) ∈ ∂B(x, δ), ϑ̃n(b

δ
n,k) ∈ ∂B(y, δ), x 6= y

}

.

(7.29)
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From (7.21), (7.27), and the definition of Aδ
n and Bδ

n, we obtain that there exists nδ such that
for every n ≥ nδ

∫ tn2

tn1

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr ≥
∫

Aδ
n

‖∇xE(rn(s), ϑ̃n(s))‖‖ ˙̃ϑn(s)‖ds

≥ eδ

∫

Bδ
n

‖ ˙̃ϑn(s)‖ds

≥ eδ
∑

(aδ
n,k,b

δ
n,k)∈Bδ

n

min
x,y∈C(t)∪{x1 ,x2}

x 6=y

(|x − y| − 2δ)

≥ eδ
∑

(aδ
n,k,b

δ
n,k)∈Bδ

n

m, (7.30)

where 0 < m := minx,y∈C(t)∪{x1 ,x2}
x 6=y

(|x − y| − 2δ). Inequality (7.30), together with (7.18), implies

that Bδ
n has a finite number N(n, δ) of components, more precisely

N(n, δ) ≤ C

eδm
, for every 0 < δ ≤ δ and n ≥ nδ, (7.31)

with C as in (7.18). In what follows, we will show that N(n, δ) has a uniform bound with respect
to n and δ.
Step 3: compactness. We claim that

there exist a sequence (nj , δmj )j , such that

N(nj, δmj ) = N, for every j ∈ N, (7.32)

a partition

t ≤ α1 < β1 ≤ α2 < β2 ≤ ... ≤ αN < βN ≤ t+ Lt of [t, t+ Lt], (7.33)

and ϑ ∈ Liploc

(

⋃N
k=1(αk, βk);X

)

, such that, in the limit j → ∞,

ϑ̃nj → ϑ uniformly on the compact subsets of

N
⋃

k=1

(αk, βk),

˙̃
ϑnj ⇀

∗ ϑ̇ in L∞(αk + ρ, βk − ρ), for every ρ > 0 and k = 1, . . . , N .

(7.34)

To prove this claim, let us observe first that, since {N(n, δ)}n≥nδ
is a bounded sequence by

(7.31), there exists a subsequence {nδ
l }l and an integer N(δ) such that

N(nδ
l , δ) → N(δ), as l → ∞. (7.35)

Clearly, since x1 6= x2, taking (7.19) into account we see that N(δ) ≥ 1 for every 0 < δ ≤ δ. Also,
we have that

N(n, δ1) ≥ N(n, δ2), if δ1 ≥ δ2, (7.36)

for every n ≥ max{nδ1 , nδ2}. Indeed, since δ1 ≥ δ2, then Kδ1 ⊆ Kδ2 and in turn Bδ1
n ⊆ Bδ2

n . This
means that, for every k ∈ {1, ..., N(n, δ1)},

(aδ1n,k, b
δ1
n,k) ⊆ (aδ2n,jk , b

δ2
n,jk

), for some jk ∈ {1, ..., N(n, δ2)}. (7.37)

At the same time, (aδin,k, b
δi
n,k) ⊆ [sn1 , s

n
2 ], for i = 1, 2, and [sn1 , s

n
2 ] → [t, t + Lt], as n → ∞.

Therefore, there exists ρ > 0 such that (aδin,k, b
δi
n,k) ⊆ [t − ρ, t + Lt + ρ], for i = 1, 2. This fact,

together with (7.37), gives (7.36).
In order to prove (7.32), we develop the following diagonal argument. Consider a sequence

{δm}m ⊆ (0, δ] such that δm → 0, as m→ ∞. Using (7.35) and (7.36), it is possible to construct

for each m ∈ N a subsequence {nm
l }l, where nm

l is a short–hand notation for nδm
l , such that

N(nm
l , δm) → N(δm), as l → ∞, for every m ∈ N, (7.38)
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N(δ1) ≥ N(δ2) ≥ ... ≥ N(δm) ≥ ... ≥ 1, (7.39)

and

aδmnm
l
,k → αm

k , bδmnm
l
,k → βm

k , as l → ∞, for all k = 1, ..., N(δm) and all m ∈ N. (7.40)

Now, since {N(δm)}m is a decreasing sequence of integers, up to a subsequence we may suppose
that

there exists N ∈ N such that N(δm) = N, for every m ∈ N,

and that there exist the limits

αk := lim
m→∞

αm
k , βk := lim

m→∞
βm
k , for every k = 1, ..., N. (7.41)

Observe that the points αk, βk satisfy (7.33). Now, choose k ∈ {1, ..., N} and observe that for
every j ∈ N arbitrarily large there exists mj and lj such that

[

αk +
1

j
, βk −

1

j

]

⊆
(

a
δmj

n
mj
l ,k

, b
δmj

n
mj
l ,k

)

, for every l ≥ lj , (7.42)

and
∣

∣

∣

∣

a
δmj

n
mj
l

,k
− α

mj

k

∣

∣

∣

∣

+

∣

∣

∣

∣

b
δmj

n
mj
l

,k
− β

mj

k

∣

∣

∣

∣

≤ 1

mj
, for every l ≥ lj. (7.43)

Moreover, we can suppose that mj , lj → ∞, as j → ∞. Combining (7.42) with estimate (7.27),
we have that, up to a subsequence,

ϑ̃
n
mj
l

→ ϑ uniformly on

[

αk +
1

j
, βk −

1

j

]

, as l → ∞

˙̃ϑ
n
mj
l

⇀∗ ϑ̇ in L∞
(

αk +
1

j
, βk −

1

j

)

, as l → ∞,

(7.44)

for some ϑ ∈ Lip
([

αk +
1
j , βk − 1

j

]

;X
)

. If at each step j we extract a subsequence from the

previous one, we obtain a sequence {nmj

lj
}j , which we relabel by {nj}j, such taht N(nj , δmj) = N

for every j, and a unique ϑ ∈ Liploc

(

⋃N
k=1(αk, βk);X

)

such that, for all k ∈ {1, ..., N},

[

αk +
1

j
, βk −

1

j

]

⊆
(

ãj,k, b̃j,k

)

, where ãj,k := a
δmj

nj ,k
, b̃j,k := b

δmj

nj,k
, (7.45)

|ϑ̃nj (s)− ϑ(s)| < 1

j
, for every s ∈

[

αk +
1

j
, βk −

1

j

]

. (7.46)

Therefore, we have proved (7.32)–(7.34). From (7.41) and (7.43) we obtain also that

ãj,k → αk, b̃j,k → βk, as j → ∞, (7.47)

where ãj,k, b̃j,k are defined in (7.45). These limits will be useful in Step 5.
Before proceeding with the proof, some comments are in order. Recall that N = N(nj , δmj )

is the number of the pieces of the trajectory of ϑ̃nj which go from ∂B(x, δmj ) to ∂B(y, δmj ),
for some x, y ∈ C(t) ∪ {x1, x2} with x 6= y. Thus, we have so far excluded that, for example,

on (ãj,k, b̃j,k) the trajectory of ϑ̃nj runs from ∂B(x, δmj ) to ∂B(x, δmj ). At the same time,

the following situation is allowed: on (ãj,k, b̃j,k) the trajectory of ϑ̃nj goes from ∂B(x, δmj ) to

∂B(y, δmj ) and on (ãj,k+1, b̃j,k+1) goes from ∂B(y, δmj ) to ∂B(x, δmj ). Moreover, so far we have

overlooked what happens to the trajectory of ϑ̃nj on the interval
[

b̃j,k, ãj,k+1

]

. It is not difficult

to imagine that, if βk < αk+1 some “loops” around a certain point x ∈ C(t) ∪ {x1, x2} have been

created by the trajectory of ϑ̃nj on
[

b̃j,k, ãj,k+1

]

, as j → ∞. Note that we cannot deduce that

the number of these loops is definitely bounded as we have done for N(nj , δmj ).
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Step 4: passage to the limit. In order to take the limit of the integral term in (7.17), we
observe that

∫ t
nj
2

t
nj
1

‖∇xE(r, ϑnj (r))‖‖ϑ̇nj (r)‖dr ≥
N
∑

k=1

∫ b̃j,k

ãj,k

‖∇xE(rnj (s), ϑ̃nj (s))‖‖ ˙̃ϑnj (s)‖ds

≥
N
∑

k=1

∫ βk−1/j

αk+1/j

‖∇xE(rnj (s), ϑ̃nj (s))‖‖ ˙̃ϑnj (s)‖ds,
(7.48)

where we have used (7.45). We now pass to the limit as j → ∞ in (7.48). Observe that,
since {rnj (s)}j ⊆ [t

nj

1 , t
nj

2 ] for every s ∈ [s
nj

1 , s
nj

2 ], then rnj (s) → t as j → ∞ thanks to (7.6).
Furthermore, the first of (7.34), joint with the bound in (7.7) and the closedness condition (E3)
yield

lim inf
j→∞

‖∇xE(rnj (s), ϑ̃nj (s))‖ ≥ ‖∇xE(t, ϑ(s))‖,

for every s ∈ [αk + ρ, βk − ρ], ρ > 0, k = 1, . . . , N.
(7.49)

Combining (7.49) with the second of (7.34), applying an infinite dimensional version of Ioffe’s
theorem (see, e.g., [67, Theorem 21]), and arguing as in the proof of [49, Lemma 3.1], we have
that

lim inf
j→∞

∫ βk−1/j

αk+1/j

‖∇xE(rnj (s), ϑ̃nj (s))‖‖ ˙̃ϑnj (s)‖ds ≥
∫ βk−ρ

αk+ρ

‖∇xE(t, ϑ(s))‖‖ϑ̇(s)‖ds,

for every ρ > 0, k = 1, . . . , N.

Ultimately, we have proved that

lim
j→∞

∫ t
nj
2

t
nj
1

‖∇xE(r, ϑnj (r))‖‖ϑ̇nj (r)‖dr ≥
N
∑

k=1

∫ βk

αk

‖∇xE(t, ϑ(s))‖‖ϑ̇(s)‖ds. (7.50)

Step 5: conclusion. We claim that

lim
s→α+

1

ϑ(s) = x1, lim
s→β−

N

ϑ(s) = x2, (7.51)

lim
s→β−

k

ϑ(s) = lim
s→α+

k+1

ϑ(s) = x, for some x ∈ C(t) ∪ {x1, x2}, (7.52)

for every k = 1, ..., N − 1.
Let us check the first limit in (7.51) only, since the other limits can be verified in a similar

way. Let {si}i ⊆ (α1, β1) be a sequence such that si → α+
1 . We want to prove that

ϑ(si) → x1, as i→ ∞. (7.53)

The first of (7.34) gives that ϑ̃nj (si) → ϑ(si), as j → ∞, for every i. In particular, there exists a
strictly increasing sequence {ji}i such that

|ϑ̃nji
(si)− ϑ(si)| ≤

1

i
, for every i. (7.54)

Note that ãji,1 → α1, as i → ∞, in view of (7.47). Moreover, from the definition of ãji,1 (7.45)
it follows that

ϑ̃nji
(ãji,1) → x1, as i→ ∞. (7.55)

Now, note that from (7.20) and from the fact that si, ãji,1 → α1, as i→ ∞, we have that
∣

∣

∣

∣

∣

∫ ãji,1

si

‖∇xE(rnji
(s), ϑ̃nji

(s))‖‖ ˙̃ϑnji
(s)‖ds

∣

∣

∣

∣

∣

≤ |si − ãji,1| → 0, as i→ ∞.

Also, we have that
∣

∣

∣

∣

∣

∫ ãji,1

si

‖∇xE(rnji
(s), ϑ̃nji

(s))‖‖ ˙̃ϑnji
(s)‖ds

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫ r̃i

ri

‖∇xE(r, ϑnji
(r))‖‖ϑ̇nji

(r)‖dr
∣

∣

∣

∣

∣

,
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for some {ri}i, {r̃i}i ⊆
[

t
nji

1 , t
nji

2

]

, where

ϑnji
(ri) = ϑ̃nji

(si), ϑnji
(r̃i) = ϑ̃nji

(ãji,1), for every i. (7.56)

Also, we can suppose that, up to a subsequence, ri ≤ r̃i for every i, and that

ϑnji
(ri) → x̂, for some x̂ ∈ X.

This fact, together with the limit

ϑnji
(r̃i) → x1, as i→ ∞

which comes from (7.55) and the second of (7.56), gives that

ϑ̃nji
(si) = ϑnji

(ri) → x1, as i→ ∞, (7.57)

as a consequence of Lemma 7.4 (1). Inequality (7.54) and convergence (7.57) imply (7.53).
By the limits in (7.51) and (7.52) we can trivially extend ϑ on the whole interval [α1, βN ]

and obtain, from (7.50), that

lim inf
n→∞

∫ tn2

tn1

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr ≥
∫ βN

α1

‖∇xE(t, ϑ(s))‖‖ϑ̇(s)‖ds.

Thus, we have deduced (7.17) with [a, b] = [α1, βN ]. Note that we can choose an arbitrary [a, b],
reparametrize ϑ on it and obtain again (7.17), by scaling invariance. Let γ be the smallest point
in {β1, α2, β2, ..., αN , βN} such that ϑ(γ) = x2. Relabelling α1 < ... < γ by t0 < ... < tj , we have
that ϑ(t0) = x1, ϑ(tj) = x2, and that ϑ(ti) ∈ C(t) for every i = 1, ..., j− 1. This last remark gives
that ϑ ∈ A t

x1,x2
([a, b];X) and concludes the proof. �

7.3. The cost function

In this section we introduce the cost function c(t;x1, x2) (see Definition 7.8 below) which will
prove useful to obtain the convergence of a sequence of solutions {uεn} of (7.1) to a limit function
u satisfying the jump condition (7.2) (see Theorem 7.12). Since the definition of the cost function
is based on the class A t

x1,x2
([a, b];X) introduced in Lemma 7.4, we list some properties of such

class in the following remark. From now on, we will refer to the curves ϑ ∈ A t
x1,x2

([a, b];X), for
some t ∈ [0, T ], x1, x2 ∈ X , and some interval [a, b], as to admissible curves connecting x1 and
x2 at the time t.

Remark 7.5. The class A t
x1,x2

([a, b];X) is endowed with the following properties:

(1) up to a reparameterization, every absolutely continuous curve ϑ ∈ AC([a, b];X) such
that there exists a = t0 < ... < tj = b with ϑ(ti) 6= ϑ(ti+1) (i = 0, ..., j − 1) and
ϑ(ti) ∈ C(t) (i = 1, ..., j − 1) is an admissible curve;

(2) if the energy functional E complies with the chain rule (E4) along any absolutely con-
tinuous curve u ∈ AC([0, T ];X) fulfilling (7.4), then the chain–rule identity (E4) also
holds along any admissible curve u fulfilling (7.4);

(3) it is possible to extend the statement of Lemma 7.2 to curves ϑn ∈ A t
xn
1 ,x

n
2
([a, b];X) in

the following sense: let x1, x2 ∈ X with x1 6= x2. There exists η > 0 with the following
property. For all sequences {xn1}n and {xn2}n such that

xn1 → x1, xn2 → x2, (7.58)

and every {ϑn}n ⊆ A t
xn
1 ,x

n
2
([a, b];X) satisfying

sup
n

sup
s∈[a,b]

G(ϑn(s)) <∞, (7.59)

we have

lim inf
n→∞

∫ b

a

‖∇xE(t, ϑn(r))‖‖ϑ̇n(r)‖dr ≥ η.
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The following lemma is a variant of Lemma 7.4 where ϑn ∈ A t
xn
1 ,x

n
2
([a, b];X) and the inte-

grands ‖∇xE(s, ϑn(s))‖‖ϑ̇n(s)‖ are replaced by ‖∇xE(t, ϑn(s))‖‖ϑ̇n(s)‖. This result will be used
to deduce key properties of the cost function in Proposition 7.9.

Lemma 7.6. Assume (E0), (E1), (E3), and (E5). Let t ∈ [0, T ], x1, x2 ∈ X, let {xn1}n, {xn2}n
be two sequences satisfying (7.58), and {ϑn}n ⊆ A t

xn
1 ,x

n
2
([a, b];X) fulfilling (7.59). We have that

lim inf
n→∞

∫ b

a

‖∇xE(t, ϑn(s))‖‖ϑ̇n(s)‖ds = 0 ⇒ x1 = x2, (7.60)

and there exists ϑ ∈ A t
x1,x2

([a, b];X) such that

lim inf
n→∞

∫ b

a

‖∇xE(t, ϑn(s))‖‖ϑ̇n(s)‖ds ≥
∫ b

a

‖∇xE(t, ϑ(s))‖‖ϑ̇(s)‖ds. (7.61)

Remark 7.7. Lemma 7.6 holds in the more general case where ϑn ∈ A
tn
xn
1 ,x

n
2
([tn1 , t

n
2 ];X) for

some {tn} ⊆ [0, T ] such that tn → t, and gives that

lim inf
n→∞

∫ b

a

‖∇xE(tn, ϑn(s))‖‖ϑ̇n(s)‖ds ≥
∫ b

a

‖∇xE(t, ϑ(s))‖‖ϑ̇(s)‖ds,

for some ϑ ∈ A t
x1,x2

([a, b];X).

Proof. While implication (7.60) immediately follows from property (3) of Remark 7.5, we
only sketch the argument for (7.61), dwelling on the differences with the proof of Lemma 7.4. It
follows from (7.59) that there exists a compact set K ⊆ X such that

ϑn(t) ∈ K, for every t ∈ [a, b], n ∈ N.

Starting from K, we define Kδ as in (7.24). By definition of A t
xn
1 ,x

n
2
([a, b];X), we have that

ϑn ∈ C([a, b];X) and there exists a partition a = τn0 < τn1 < ... < τnMn
= b such that

ϑn|(τn
i ,τn

i+1)
∈ Liploc(τ

n
i , τ

n
i+1;X), for every i = 0, . . . ,Mn, and ϑn(a) = xn1 , ϑn(b) = xn2 . We

use the same rescaling rn introduced in the proof of Lemma 7.4 (with a and b in place of tn1 and

tn2 , respectively) and obtain ϑ̃n(s) := ϑn(rn(s)), for every s ∈
[

ãn, b̃n

]

, where ãn := r−1
n (a) = a

and b̃n := r−1
n (b). It turns out that ϑ̃n ∈ C

([

ãn, b̃n

]

;X
)

and there exists a partition

ãn = σn
0 < σn

1 < ... < σn
Mn

= b̃n

such that ϑ̃n|(σn
i ,σn

i+1)
∈ Liploc(σ

n
i , σ

n
i+1;X), for every i = 0, . . . ,Mn, and ϑ̃n(ãn) = xn1 , ϑ̃n(b̃n) = xn2 .

Moreover,

‖∇xE(rn(s), ϑ̃n(s))‖‖ ˙̃ϑn(s)‖ ≤ 1, for a.e. s ∈ (ãn, b̃n),

and
∫ b

a

‖∇xE(r, ϑn(r))‖‖ϑ̇n(r)‖dr =
∫ b̃n

ãn

‖∇xE(rn(s), ϑ̃n(s))‖‖ ˙̃ϑn(s)‖ds.

We now define, for every i = 0, ...,Mn − 1, the sets

Ai,δ
n :=

{

s ∈ (σn
i , σ

n
i+1) : ϑ̃n(s) ∈

◦
Kδ

}

,

and write Ai,δ
n as the countable union of its connected components

Ai,δ
n =

∞
⋃

k=1

(ai,δn,k, b
i,δ
n,k).
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Similarly, we consider the analogues of the sets Bδ
n (7.29), that is

Bi,δ
n :=

⋃

(ai,δ
n,k,b

i,δ
n,k)∈B

i,δ
n

(ai,δn,k, b
i,δ
n,k) with

B
i,δ
n =

{

(ai,δn,k, b
i,δ
n,k) ⊆ Ai,δ

n : ϑ̃(ai,δn,k) ∈ ∂B(x, δ), ϑ̃(bi,δn,k) ∈ ∂B(y, δ), x 6= y

}

,

(7.62)

for i = 1, ..,Mn − 1. We denote by N(i, n, δ) the cardinality of the set Bi,δ
n . Then, we have, up

to a subsequence,

C ≥
∫ b

a

‖∇xE(t, ϑn(r))‖‖ϑ̇n(r)‖dr ≥ eδ

Mn
∑

i=1

∑

(ai,δ
n,k,b

i,δ
n,k)∈B

i,δ
n

min
x,y∈C(t)∪{x1 ,x2}

x 6=y

(|x− y| − 2δ)

≥ eδMn

∑

(ai,δ
n,k

,bi,δ
n,k

)∈B
i,δ
n

m,

where 0 < m := minx,y∈C(t)∩K

x 6=y
(|x−y|−2δ) and eδ > 0 is the minimum defined in (7.25). Therefore,

we conclude the estimate

MnN(i, n, δ) ≤ C

eδm
, for every 0 < δ ≤ δ and n ∈ N,

which is a bound for both {Mn}n and {N(i, n, δ) : i = 1, ...,Mn − 1, n ∈ N}. The proof can be
then carried on by suitably adapting the argument for Lemma 7.4 (2). �

We are now in position to define the cost function.

Definition 7.8. Let t ∈ [0, T ], x1, x2 ∈ X, and −∞ ≤ a ≤ b ≤ +∞ be fixed. We define the
cost function

c(t;x1, x2) := inf

{

∫ b

a

‖∇xE(t, ϑ(s))‖‖ϑ̇(s)‖ds : ϑ ∈ A
t
x1,x2

([a, b];X)

}

(7.63)

Note that this definition does not depend on the interval [a, b] on which the admissible curves ϑ

are defined, due to the scaling invariance of the integral
∫ b

a
‖∇xE(t, ϑ(s))‖‖ϑ̇(s)‖ds. The following

result collects the properties of the cost function.

Proposition 7.9. Assume (E0), (E1), (E3), and (E5). For every t ∈ [0, T ] and x1, x2 ∈ X
we have that:

(1) x1 6= x2 ⇔ c(t;x1, x2) > 0;
(2) there exists an optimal curve ϑ ∈ A t

x1,x2
([a, b];X) attaining the inf in (7.63);

(3) we have

c(t;x1, x2) ≤ inf
{

lim inf
n→∞

∫ tn2

tn1

‖∇xE(s, ϑn(s))‖‖ϑ̇n(s)‖ds :

ϑn ∈ AC([tn1 , t
n
2 ];X), tni → t, ϑn(t

n
i ) → xi for i = 1, 2

}

; (7.64)

(4) the following lower semicontinuity property holds

(

tn → t, xn1 ⇀ x1, x
n
2 ⇀ x2, sup

n
(G(xn1 ) + G(xn2 ))

)

<∞

⇒ lim inf
n→∞

c(tn;x
n
1 , x

n
2 ) ≥ c(t;x1, x2).



156 7. SINGULAR PERTURBATIONS OF GRADIENT FLOW PROBLEMS IN INFINITE DIMENSION

Proof. Ad (2): we use the direct method of the calculus of variations: let ϑn ∈ A t
x1,x2

([a, b];X)
be a minimizing sequence for c(t;x1, x2) < ∞. Up to extracting a subsequence, we may suppose

that supn
∫ b

a ‖∇xE(t, ϑn(s))‖‖ϑ̇n(s)‖ds ≤ C. Applying the chain rule (E4) yields for all s ∈ [a, b]

E(t, ϑn(s)) ≤ E(t, ϑn(a)) +

∫ s

a

‖∇xE(t, ϑn(r))‖‖ϑ̇n(r)‖dr ≤ E(t, x1) + C.

Hence, by Remark 7.1, there exists C > 0 such that

G(ϑn(s)) ≤ C, for every n ∈ N, s ∈ [a, b]. (7.65)

Therefore, we may apply Lemma 7.6 to the curves ϑn ∈ A t
x1,x2

([a, b];X) and conclude.
Ad(3): is a direct consequence of Lemma 7.4.
Ad (4): for every n ∈ N, let ϑn be an optimal curve for c(tn;x

n
1 , x

n
2 ). Arguing as in the above

lines, we prove estimate (7.65). Therefore we apply Lemma 7.6 and conclude.

Ad (1): suppose that c(t;x1, x2) = 0. It follows from (2) that
∫ b

a
‖∇xE(t, ϑ(s))‖‖ϑ̇(s)‖ds = 0, for

some ϑ ∈ A t
x1,x2

([a, b];X). Using Lemma 7.6 with ϑn = ϑ and xni = xi, we obtain that x1 = x2.
The converse implication can be trivially checked. �

7.4. Compactness

With the following proposition some a priori estimates involving a family of functions {uε}
satisfying equation (7.1) are derived. They will be useful to obtain the next compactness results.

Proposition 7.10. Assume (E0), (E2), and (E4). Let {u0ε}ε ⊆ X be such that, in the
limit ε→ 0+,

there exists u0 ∈ X : u0ε → u0 and E(0, u0ε) → E(0, u0), (7.66)

and let {uε}ε ⊆ H1(0, T ;X) be a family of solutions to the gradient flow (7.1) satisfying the initial
condition uε(0) = u0ε. Then, the functions uε’s fulfill for every 0 ≤ s ≤ t ≤ T the energy identity
∫ t

s

(

ε

2
‖u̇ε(r)‖2 +

‖∇xE(r, uε(r))‖2
2ε

)

dr + E(t, uε(t)) = E(s, uε(s)) +

∫ t

s

∂tE(r, uε(r))dr. (7.67)

Furthermore, there exists a constant C > 0 such that for every ε > 0 arbitrarily small the following
estimates hold

sup
t∈[0,T ]

G(uε(t)) + sup
t∈[0,T ]

|∂tE(t, uε(t))| ≤ C, (7.68)

∫ t

s

(

ε

2
‖u̇ε(r)‖2 +

1

2ε
‖∇xE(r, uε(r))‖2

)

dr ≤ C, for every 0 ≤ s ≤ t ≤ T. (7.69)

Proof. The energy identity (7.67) follows from the chain rule (E4), using that uε fulfills
(7.1). Now, taking into account (E2), we obtain from (7.67) that

E(t, uε(t)) +

∫ t

0

(

ε

2
‖u̇ε(s)‖2 +

1

2ε
‖∇xE(s, uε(s))‖2

)

ds ≤ E(0, u0ε) + C1

∫ t

0

E(s, uε(s))ds.

(7.70)
Hence, convergences (7.66), the Gronwall Lemma and (7.3) yield supt∈[0,T ] G(uε(t)) ≤ C, which

in turn implies (7.68), in view of (E2). Therefore, we also conclude (7.69). �

We are now in the position to state our first compactness result. From now on, we will use
the place–holder Pt(u) for ∂tE(t, u).

Proposition 7.11. Assume (E0), (E2), and (E4). Let {u0ε}ε ⊆ X fulfill (7.66), and let
{uε}ε ⊆ H1(0, T ;X) be a family of solutions to (7.1), fulfilling uε(0) = uε0. Then, for every
vanishing sequence {εn}n, considering the sequence of measures

µn :=

(

εn
2
‖u̇εn(·)‖2 +

1

2εn
‖∇xE(·, uεn(·))‖2

)

L
1 (7.71)
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(with L 1 the Lebesgue measure on (0, T )), there exist a Radon measure µ ∈ M(0, T ) and functions
E ∈ BV([0, T ]) and P ∈ L∞(0, T ) such that, along a not relabeled subsequence, the following
convergences hold as n→ ∞:

µn ⇀
∗ µ in M(0, T ), (7.72)

E(t, uεn(t)) → E (t), for every t ∈ [0, T ], (7.73)

Pt(uεn(t))⇀
∗

P in L∞(0, T ). (7.74)

Moreover, denoting by E (t−) and E (t+) the left and right limits of E in t, respectively, and by
dE the distributional derivative of E , the following identities hold

E (t−)− E (t+) = µ({t}), for every t ∈ (0, T ), (7.75)

dE + µ = PL
1 . (7.76)

Proof. It follows from (7.69) in Proposition 7.10 that the measures µn’s have uniformly
bounded variation, so that (7.72) follows. As for (7.73), we observe that, by (7.67), the map

t 7→ ηn(t) := E(t, uεn(t)) −
∫ t

0 Ps(uεn(s))ds is nonincreasing on [0, T ]. Therefore, by Helly’s
Compactness Theorem (see, e.g. [5, Lemma 3.3.3]) there exists η ∈ BV([0, T ]) such that, up to
a subsequence, ηn(t) → η(t) for every t ∈ [0, T ]. On the other hand, (7.68) yields (7.74), up to a
subsequence. Therefore, (7.73) follows with

E (t) = η(t) +

∫ t

0

P(s)ds.

Finally, passing to the limit as n → ∞ in the energy identity (7.67) and taking into account
convergences (7.72)–(7.74), it turns out that

µ([s, t]) + E (t) = E (s) +

∫ t

s

P(r)dr, for every t ∈ [0, T ], s ∈ [0, t]. (7.77)

In particular,

E (t− ρ)− E (t+ ρ) +

∫ t+ρ

t−ρ

P(s)ds = µ([t− ρ, t+ ρ]),

for every t ∈ (0, T ) and ρ > 0 arbitrarily small. Observe that, since E ∈ BV([0, T ]), the left and
right limits E (t−) and E (t+) exist for every t ∈ [0, T ]. Therefore, taking the limit as ρ → 0+ in
the above identity gives (7.75). Identity (7.76) trivially follows from (7.77). �

Hereafter, we will denote by J the set where the measure µ is atomic, that is

J := {t ∈ (0, T ) : µ({t}) > 0}.
Furthermore, we will denote by B the set

B = {t ∈ (0, T ) : ∇xE(t, uεn(t)) → 0}
where {uεn}n is the sequence for which convergences (7.72)–(7.74) hold. Observe that (7.69)

gives that limn→∞
∫ T

0
‖∇xE(r, uεn(r))‖2dr = 0, hence, up to a subsequence, the set B has full

Lebesgue measure.
Finally, we can state our main compactness result. We recall that the set C(t) has been

defined in (7.5).

Theorem 7.12. Assume (E0)–(E5). Let {u0ε}ε ⊆ X fulfill (7.66) with u0 ∈ C(0) and let
{uεn}n ⊆ H1(0, T ;X) be a family of solutions to (7.1) satisfying uεn(0) = u0εn and such that con-
vergences (7.72)–(7.74) hold. Then, there exists a function u : [0, T ] → X, with u ∈ L∞(0, T ;X),
such that, along a not relabeled subsequence, the following convergences hold:

uεn(t) → u(t) for every t ∈ [0, T ], with u(t) ∈ C(t) for every t ∈ [0, T ) \ J, (7.78)

uεn ⇀
∗ u in L∞(0, T ;X), uεn → u in Lp(0, T ;X) for every 1 ≤ p <∞, (7.79)
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and

E (t) ≥ E(t, u(t)) for every t ∈ [0, T ], E (t) = E(t, u(t)) for a.e. t ∈ (0, T ), (7.80)

P(t) ≤ ∂tE(t, u(t)) for a.e. t ∈ (0, T ). (7.81)

Furthermore, the left and right limits

u−(t) := lim
s↑t

u(s), u+(t) := lim
s↓t

u(s) exist for every t ∈ [0, T ], (7.82)

fulfilling

u−(t), u+(t) ∈ C(t), (7.83)

J = {t ∈ (0, T ) : u−(t) 6= u+(t)}, (7.84)

the set J consists of at most countably many points, (7.85)

c(t;u−(t), u+(t)) = µ({t}) = E(t, u−(t))− E(t, u+(t)), for every t ∈ J. (7.86)

Remark 7.13. Observe that from (7.82) it follows that u is a regulated function. As a
consequence of (7.78) and (7.85), we may conclude that

u(t) ∈ C(t), for a.e. t ∈ (0, T ). (7.87)

The proof of Theorem 7.12 hinges on the following result.

Lemma 7.14. Assume (E0)–(E5). Let {uεn}n ⊆ H1(0, T ;X) be a family of solutions to (7.1)
such that

sup
n

sup
t∈[0,T ]

G(uεn(t)) <∞,

and convergence (7.72) to a measure µ ∈ M(0, T ) holds. Then, for every t ∈ [0, T ] and for all
sequences {tn1}n, {tn2}n fulfilling (7.6) with limit t and such that, as n→ ∞,

uεn(t
n
1 ) → u1, uεn(t

n
2 ) → u2, for some u1, u2 ∈ X, (7.88)

there holds

µ({t}) ≥ c(t, u1, u2). (7.89)

In particular, for every t ∈ [0, T ] \ J we have that u1 = u2.

Proof. Observe that for every ρ > 0 there holds

µ([t− ρ, t+ ρ]) ≥ lim sup
n→∞

µn([t
n
1 , t

n
2 ])

= lim sup
n→∞

∫ tn2

tn1

(

εn
2
‖u̇εn(s)‖2 +

1

2εn
‖∇xE(s, uεn(s))‖2

)

ds

≥ lim sup
n→∞

∫ tn2

tn1

‖∇xE(s, uεn(s))‖‖u̇εn(s)‖ds ≥ c(t;u1, u2),

(7.90)

where the first inequality is due to (7.72), the second one to (7.71), the third one to the Young
inequality, and the last one to (7.64) in Proposition 7.9. Since ρ is arbitrary, we conclude (7.89).
In particular, if µ({t}) = 0 then by (1) in Proposition 7.9 we deduce that u1 = u2. �

Proof of Theorem 7.12. We split the argument in several points.

Ad (7.85): this property follows from the fact that µ(Ω) <∞ by standard arguments. E.g., one
can use Lemma 7.15 below.
Ad (7.78)–(7.79): let us consider the set

I := J ∪ A ∪ {0} with A ⊂ (B\J) dense in [0, T ] and consisting of countably many points.
(7.91)

It follows from (7.68) and (E1) that there exists a compact K ⊆ X such that

uεn(t) ∈ K, for every n ∈ N, t ∈ [0, T ]. (7.92)
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Therefore, since I has countably many points, with a diagonal argument it is possible to extract
from {uεn}n a (not relabeled) subsequence such that there exists û : I → X , with

uεn(t) → û(t), for every t ∈ I, (7.93)

and with û(0) = u0, thanks to (7.66). It follows from estimate (7.68) and the lower semicontinuity
(E0) of u 7→ E(t, u) that

G(û(t)) ≤ C, for every t ∈ I, for some C > 0 . (7.94)

Moreover, by the construction (7.91) of I, by (E3), and by the fact that u0 ∈ C(0), we conclude
that

û(t) ∈ C(t), for every t ∈ I \ J. (7.95)

We now prove (7.78). From now on, for notational simplicity we will write un in place of uεn .
Firstly, we show that

for every t ∈ (0, T ] \ I, ũ(t) := lim
k→∞

û(tk) is uniquely defined for every {tk}k ∈ S(t)

with S(t) :=

{

{tk}k ⊆ A : tk → t and there exists lim
k→∞

û(tk)

}

.
(7.96)

Observe that S(t) 6= Ø, because û ∈ L∞(I;X), in view of (7.94) and (E1). To see (7.96), let
{tk1}k, {tk2}k ∈ S(t) be such that

lim
k→∞

û(tk1) =: u1 and lim
k→∞

û(tk2) =: u2.

We want to show that u1 = u2. Note that û(tk1) = limn→∞ un(t
k
1) and û(tk2) = limn→∞ un(t

k
2)

for every k, because of (7.93). Now, since tk1 , t
k
2 ∈ A ⊆ B for every k ∈ N, by (E3) there holds

∇xE(t
k
1 , û(t

k
1)) = ∇xE(t

k
2 , û(t

k
2)) = 0, for every k ∈ N. Therefore, again by (E3) (which we can

apply thanks to (7.94)), we conclude that u1, u2 ∈ C(t). Furthermore, with a diagonal procedure
we can extract a subsequence {nk}k such that

u1 = lim
k→∞

unk
(tk1) and u2 = lim

k→∞
unk

(tk2).

Thus, we are in the position to apply Lemma 7.14, so that, since t /∈ J , we have that u1 = u2.
This concludes the proof of (7.96).

Now, we define the (candidate) limit function u everywhere on [0, T ] by

u(t) :=

{

û(t) if t ∈ I
ũ(t) if t ∈ (0, T ] \ I, (7.97)

and prove (7.78) with u given by (7.97). We already know that, for every t ∈ I, limn→∞ un(t) =
û(t) = u(t). Thus, consider t ∈ (0, T ] \ I. We want to show that any subsequence of {un(t)}n
admits a further subsequence converging to u(t) = ũ(t). Let us fix a (not relabeled) subsequence
{un(t)}n and consider a sequence {tk}k ⊆ A such that tk ↑ t and u(t) = limk→∞ û(tk). Arguing
as in the above lines, we see again that û(tk) ∈ C(tk) for all k ∈ N hence u(t) ∈ C(t). Moreover,
as seen before, there exists a subsequence {nk}k such that

u(t) = lim
k→∞

unk
(tk). (7.98)

Now, considering {unk
(t)}k, in view of (7.92) there exists a subsequence {nkj}j such that

unkj
(t) → ũ, for some ũ ∈ X.

At the same time, from (7.98), we have in particular that

unkj
(tkj ) → u(t).

From the last two convergences, since t /∈ J , an application of Lemma 7.14 with tkj , t, unkj
, u(t),

and ũ in place of tn1 , t
n
2 , uεn , u1, and u2, respectively, gives ũ = u(t). Therefore, (7.78) holds.



160 7. SINGULAR PERTURBATIONS OF GRADIENT FLOW PROBLEMS IN INFINITE DIMENSION

Observe that (7.78) implies (7.79), in view of (7.92). The latter and assumption (E0) also
imply that

G(u(t)) ≤ C, for every t ∈ [0, T ], for some C > 0 . (7.99)

Ad (7.80)–(7.81): the first of (7.80) follows from (7.78) and from assumption (E0). The second
of (7.80) and (7.81) follow from (E3), which we can apply thanks to estimates (7.68) and (7.69).

Ad (7.82)–(7.83): consider {tk1}k, {tk2}k ⊆ [0, T ] such that tk1 ≤ tk2 for every k , tk1 , t
k
2 → t for

some t ∈ [0, T ], and there exist

lim
k→∞

u(tk1) =: u1 lim
k→∞

u(tk2) =: u2.

Note that, up to subsequences, we can suppose that {tk1}k approaches t either from the left or
from the right, and that the same holds for {tk2}k. In particular, there exist limk→∞ E (tk1) and
limk→∞ E (tk2), because E ∈ BV([0, T ]). Now, (7.73) gives that E (tki ) = limn→∞ E(tki , un(t

k
i )) for

every k, for i = 1, 2. Hence, there exists nk → ∞ such that

∣

∣E(tk1 , unk
(tk1))− E (tk1)

∣

∣ ≤ 1

k
,

∣

∣E(tk2 , unk
(tk2))− E (tk2)

∣

∣ ≤ 1

k
,

for every k, so that

lim
k→∞

E(tk1 , unk
(tk1)) = lim

k→∞
E (tk1), lim

k→∞
E(tk2 , unk

(tk2)) = lim
k→∞

E (tk2). (7.100)

Arguing as previously done, we can also suppose that, up to a subsequence,

u1 = lim
k→∞

unk
(tk1), u2 = lim

k→∞
unk

(tk2). (7.101)

Now, recalling definition 7.71 of µn, the energy identity (7.67) with tk1 , t
k
2 , unk

in place of s, t,
and uε, respectively, gives

E(tk1 , unk
(tk1))− E(tk2 , unk

(tk2)) +

∫ tk2

tk1

Pr(unk
(r))dr = µn([t

k
1 , t

k
2 ]).

This equality, together with (7.100), (7.101), and with (7.64) in Proposition 7.9, implies that

lim
k→∞

E (tk1)− lim
k→∞

E (tk2) ≥ lim inf
k→∞

µnk
([tk1 , t

k
2 ]) ≥ c(t;u1, u2) (7.102)

(note that we have also used (7.74)). Since E ∈ BV([0, T ]), the left and right limits of E exist
on all [0, T ]. Thus, considering tk1 , t

k
2 ↑ t or tk1 , tk2 ↓ t, inequality (7.102) immediately tells us

that c(t;u1, u2) = 0, so that u1 = u2, in view of Proposition 7.9 (1). In this way, we have proved
(7.82). Property (7.83) follows from (7.78) and (7.85).

Now, let us make some comments which will be useful later. Consider t ∈ [0, T ] \ J and
suppose that tk1 ↑ t and tk2 ↓ t, so that u1 = u(t−) and u2 = u(t+) in (7.102). Denoting by E (t−)
and E (t+) the left and the right limits of E at t, from (7.102) we obtain

E (t−)− E (t+) ≥ c(t;u(t−), u(t+)). (7.103)

This inequality, together with (7.75), gives that µ({t}) ≥ c(t;u(t−), u(t+)). Since t /∈ J we have
c(t;u(t−), u(t+)) = 0, hence u(t−) = u(t+). Thus, we have proved that (7.84) holds with ⊇ in
place of =.
Ad (7.84), (7.86): from the previous step we have obtained in particular that for every t ∈ J
there exist u−(t) and u+(t). Now, let us choose {tk1}k, {tk2}k ⊆ [0, T ] \ J such that tk1 ↑ t, tk2 ↓ t,
the second of (7.80) holds on such sequences, and

u−(t) = lim
k→∞

u(tk1), u+(t) = lim
k→∞

u(tk2).

Due to (7.80), we also have

E (t−) = lim
k→∞

E (tk1) = lim
k→∞

E(tk1 , u(t
k
1)) = E(t, u−(t)),
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where the last equality follows from (E3). Similarly, we have that E (t+) = E(t, u+(t)). Thus,
from (7.103) it descends that

E(t, u−(t))− E(t, u+(t)) ≥ c(t;u−(t), u+(t)), for every t ∈ J. (7.104)

To prove the converse inequality, let ϑ ∈ A t
u−(t),u+(t)([a, b];X) be a minimizing curve for the cost

c(t;u−(t), u+(t)), whose existence is guaranteed by Proposition 7.9 (2). Then, by the chain rule
(E4) (see also Remark 7.5 (2)),

c(t;u−(t), u+(t)) =

∫ b

a

‖∇xE(t, ϑ(s))‖‖ϑ̇(s)‖ds

≥ −
[

E(t, ϑ(b)) − E(t, ϑ(a))
]

= E(t, u−(t))− E(t, u+(t)).

(7.105)

Combining (7.75), (7.104), and (7.105) it turns out the jump condition (7.86). Furthermore,
taking into account (1) in Proposition 7.9, from (7.86) it is immediate to deduce that J coincides
with the jump set of u, that is (7.84). This concludes the proof. �

Lemma 7.15. Let I be a continuous family of indices and let {αi}i∈I ⊆ [0,∞) be such that
∑

i∈I αi <∞. Then, there exists J ⊆ I at most countable such that αi = 0 for every i ∈ I \ J .
Proof. Suppose that

∑

i∈I αi = C <∞. For every k ∈ N \ {0}, define

Ik :=

{

i ∈ I : αi ≥
1

k

}

.

It is clear that
∑

i∈I

αi =
∑

{i∈I:αi>0}
αi =

∑

k∈N\{0}

∑

i∈Ik

αi. (7.106)

Note that, since 1
k ♯Ik ≤∑i∈Ik

αi ≤ C <∞, then

♯Ik is finite for every k. (7.107)

From (7.106) and (7.107) the thesis follows. �
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