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#### Abstract

This thesis introduces several variants to the classical autoassociative memory model in order to capture different characteristics of large cortical networks, using semantic memory as a paradigmatic example in which to apply the results. Chapter 2 is devoted to the development of the sparse Potts model network as a simplification of a multi modular memory performing computations both at the local and the global level. If a network storing $p$ global patterns has $N$ local modules, each one active in $S$ possible ways with a global sparseness $a$, and if each module is connected to $c_{M}$ other modules, the storage capacity scales like $\alpha_{c} \equiv p_{\max } / c_{M} \propto S^{2} / a$ with logarithmic corrections. Chapter 3 further introduces adaptation and correlations among patterns, as a result of which a latching dynamics appears, consistent in the spontaneous hopping between global attractor states after an initial cue-guided retrieval, somehow similar to a free association process. The complexity of the latching series depends on the equilibrium between self-excitation of the local networks and global inhibition represented by the parameter $U$. Finally, Chapter 4 develops a consistent way to store and retrieve correlated patterns, which works as long as any statistical dependence between units can be neglected. The popularity of units must be introduced into the learning rule, as a result of which a new property of associative memories appears: the robustness of a memory is inverse to the information it conveys. As in some accounts of semantic memory deficits, random damage results in selective impairments, associated to the entropy measure $S_{f}$ of each memory, since the minimum connectivity required to sustain its retrieval is, in optimal conditions, $c_{M} \propto p S_{f}$, and still proportional to $p S_{f}$ but possibly with a larger coefficient in the general case. Present in the entire thesis, but specially in this last Chapter, the conjecture stating that autoassociative memories are limited in the amount of information stored per synapse results consistent with the results.


## Chapter 1

## General Introduction

Though suffering at least a 1000 -fold increase along the history of evolution, the mammalian cortex has conserved a remarkable degree of anatomical homogeneity, not present in more archaic regions of the brain. This observation suggests that the original success of cortical-based computations relays on a number of presumably simple and local principles, applicable to a geometrically increasing amount of tissue. The first of these principles to be assessed by neuroscientists was Hebbian plasticity, which remains until now the most general and well-studied characteristic of learning in the cortex [Hebb, 1949]. It is possible that other principles have as functional units local networks rather than single neurons, as suggested by a growing amount of evidence showing columns, minicolumns and hypercolumns as fundamental structures of information processing, a claim supported by the evolutionary perspective of cortex developing through the incorporation of new local networks rather than through their internal modification [Buxhoeveden and Casanova, 2002, Rakic, 1995]. While research on particular architectural details of different cortical areas has its maximum impact in the accurate description of low level computations, it is unveiling these general principles, instead, that might open us a door to understand cognitive aspects of the brain.

In their enlightening book, Braitenberg and Schuz [Braitenberg and Schuz, 1991] focus on several distinctive properties of the cortical anatomy to speculate about its possible computational function: the number of neurons and cortico-cortical connections is by far
larger than the number of input and output fibers; the excitatory synapses, which are the majority, are plastic and weak, connecting neurons of the same kind; information seems to be mixed following the principle of maximum convergence and divergence. All these elements put together suggest that the primary function of the cortex as a whole is that of forming long range associative memories.

Early in the history of neuroscience it became apparent that the cortex is divided into areas and subareas, many of them, especially in the somato-sensory and motor domains, associated to well defined functions. A network in which long-range synapses connect cortical neurons positioned far apart from each other is, thus, a multi-modular network, where modules have the double task of performing the corresponding local processing and participating in global computations. The discovery of mirror neurons in primates and the development of embodied theories of cognition have contributed with evidence supporting this dual interpretation of neural activity, even for high order processes such as semantic memory and language.

A way to simplify such a large and complex network performing at the same time local and global memory computations is the Potts model. In a Potts model each unit represents a local network activating one of $S$ alternative local memory codes. The network connecting the different units through long range synapses is in charge of storing global memory states, thought of as particular combinations of local activation states. Chapter 2 introduces our studies of Potts networks [Kropff and Treves, 2005]. The initial step is to complete the founding work of Kanter [Kanter, 1988] by calculating the storage capacity of the simplest Potts network in the limit of $S \gg 1$. Next, a zero state is introduced in the Potts units, i.e. a state of activation of the local network that is not relevant for the global computations. The model must be defined in such a way that the performance is close to optimal, a point in which the previous literature is a bit confusing. The scaling of the storage capacity is then obtained by the traditional methods of replica analysis and highly diluted approximation, relating the result with the conjecture following which any optimized hebbian network can
store not more than a fraction of a bit of information per synapse.
Though it has been claimed with some fundament that memory formation is its primary function, it is largely accepted that cortex does much more than that. In particular, the human cortex is involved in high order processes such as problem solving or language. Chapter 3 analyzes an example of how the evolutionary improvement of a semantic memory network could have unexpectedly resulted in a new and more complex type of computation [Kropff and Treves, 2007a]. Indeed, introducing adaptation and correlation among patterns into a Potts model generates a new dynamical state - latching - characterized by the spontaneous chaining in time of related attractor states. A transition toward this self-sustained dynamics has been proposed [Treves, 2005] in relation to the proliferation of connections (and presumably of memory states) during the evolution of humans. The Chapter analyzes the complexity of the resulting 'symbolic' series in terms of the equilibrium between local self-excitation and global inhibition.

The networks presented in Chapters 2 and 3 can store correlated patterns only by virtue of a finite size effect. This explains the fact that the storage capacity in simulations [Treves, 2005] is much lower than the theoretical predictions for uncorrelated patterns [Kropff and Treves, 2005]. In fact, the literature lacks a purely hebbian learning rule that permits the effective storage and retrieval of general non trivially correlated memories. On the other side, several recent theories point out at correlation in the cortical representation of concepts as the key element to account for selective semantic memory deficits. Chapter 4 introduces a modification to previous models that solves the problem of storing and retrieving correlated patterns as long as different neurons can be regarded as statistically independent [Kropff and Treves, 2007b]. The resulting weights resemble those of the BCM learning rule [Bienenstock et al., 1982]. The estimation of the storage capacity in the highly diluted limit shows the side-effects of storing correlated memories: the robustness associated to the attractor states is not homogeneous, which results in selectivity in retrieval, just as observed in patients with semantic memory deficits.

The learning rule in Chapter 4 can be trivially extended to the Potts network of Chapter 2, presumably with little or no change in the overall behavior. In addition, it can host latching dynamics as presented in Chapter 3, completing the picture of statistical and dynamical properties of large scale networks in the cortex, of which those sustaining semantic memory are just a handy example to analyze.

## Chapter 2

## A Potts model of semantic memory

### 2.1 Introduction

Hebbian associative plasticity appears to be the major mechanism responsible for sculpting connections between pyramidal neurons in the cortex, for both short- and long-range systems of synapses. This and other lines of evidence [Braitenberg and Schuz, 1991] suggest that autoassociative memory retrieval is a general mechanism in the cortex, occurring not only at the level of local networks, but also in higher order processes involving many cortical areas. These areas are often regarded both from the anatomical and from the functional point of view as distinct but interacting modules, indicating that in order to model higher order processes we must first understand better how multimodular autoassociative memories may operate. In a class of models conceived along these lines, neurons in local modules, interconnected through short-range synapses, are capable of retrieving local activity patterns, which combined across the cortex and interacting through long-range synapses, compose global states of activity [O'Kane and Treves, 1992]. Since long-range synapses are also modified by associative plasticity, these states can be driven by attractor dynamics, and such networks are capable of retrieving previously learned global patterns.

This could serve as a simple model of semantic memory retrieval. The semantic memory system, as opposed to episodic memory, stores composite concepts, e.g. objects, and their
relationships. Although information about distinct features pertaining to a given object (e.g. its shape, smell, texture, function) may be processed in different areas of the cortex, a cue including only some of the features, e.g. the shape and color, may suffice to elicit retrieval of the entire memory representation of the object. Imaging studies show that, though distributed across the cortex, this activity is sparse and selective, and might involve regions associated to the concept being retrieved, even if not directly activated by the cue [Pulvermuller, 2002]. This process could well fit a description in terms of autoassociative multimodular memory retrieval. In this perspective, while a local module codes for diverse values of a given feature, a combination of features gives rise to a concept, which behaves as an attractor of the global network and is thus susceptible of retrieval. The two-level description that characterizes this view is the principal difference with other attempts to describe semantic memory in terms of featural representations [McRae et al., 1997].

In order to reduce the complexity of a full multimodular model [O'Kane and Treves, 1992, Fulvi Mari and Treves, 1998] one can consider a minimal model of semantic memory, which can be thought of as a global autoassociative memory in which the units, instead of representing, as usual, individual neurons, represent local cortical networks retrieving one of various $(S)$ possible states of activity. The combined activity of these units generates a global state, which follows a retrieval dynamics. The first question arising from this proposal is how the global storage capacity of such a network is related to the different local and global parameters.

In the following section of this Chapter we present the model in mathematical terms. In the third section we compare, through a simple signal-to-noise analysis, different model variants proposed in the literature and extract the minimum requirements for a network of this kind to perform efficiently in terms of storage capacity. In the fourth section we analyze with more sophisticated techniques the simplest model endowed with a large capacity (the sparse Potts model) and, in particular, interesting cases such as the very sparse and the high$S$ limits. Following this we study modifications to the model that make it more realistic in
terms of connectivity. Finally, we relate the results from the previous sections to a simple information capacity analysis.

## $2.2 \quad S$-state fully connected networks

Autoassociative memories are networks of $N$ units connected to one another by weighted synapses. These synapses are trained in such a way that the network presents, in the ideal case, a number $p$ of preassigned attractor states, also called stored patterns, or memories, represented by the vectors $\vec{\xi}^{\mu}$, with $\mu=1 \ldots p$. If the state of the network is forced into the vicinity of an attractor (e.g., by presenting a cue correlated with one of the stored patterns) the natural dynamics of the network converges toward the attractor, in state space, and the memory item is said to be retrieved. A substantial amount of the literature on attractor networks is devoted to study the relationship between the number and type of stored patterns and the quality of retrieval.

The state of a network at a given moment is given by the state of each of its units, $\sigma_{i}$ for $i=1 \ldots N$. The first quantitative analyses of autoassociative memories were of binary models [Amit, 1989], in which units could reach two possible states, +1 (active unit) and -1 (inactive unit), resembling Ising $\frac{1}{2}$ spins. In our case, in which units do not represent single neurons but rather local networks, we want active units to be able to reach one of $S$ possible states, while inactive units remain in a 'zero' state. We thus choose the notation $\sigma_{i}=k$ for an active unit in state $k$ and $\sigma_{i}=0$ for an inactive unit. This particular choice has no effect on the results, since all quantities can be transformed to some other notation. On the other hand, the stored patterns $\vec{\xi}^{\mu}$ can be simply thought of as special states of the network. For this reason, it is natural to choose the same kind of representation for the activity of a unit $i$ in pattern $\mu, \xi_{i}^{\mu}$.

Although in the first binary models of autoassociative memories patterns where constructed with a distribution of equally probable active and inactive units, the search of an accurate description of activity in the brain made it necessary to introduce sparse representa-
tions. This property of autoassociative memories is described by the sparseness $a$, defined as the average activity (the average fraction of active units) in the stored patterns. In our case, because we are assuming all $S$ different activity states to be equally probable, we consider patterns defined by the following probability distribution:

$$
\begin{align*}
& P\left(\xi_{i}^{\mu}=0\right)=1-a \\
& P\left(\xi_{i}^{\mu}=k\right)=\tilde{a} \equiv \frac{a}{S} \tag{2.1}
\end{align*}
$$

for any active state $k$. In this way the probability to find an active unit in a pattern is the sparseness $a$. For sparse codes, this quantity is closer to 0 than to 1 .

Following the assumption of Hebbian learning and, as is usual for a simplified analysis, symmetry in the weights $\left(J_{i j}=J_{j i}\right)$, a general form for the weights is

$$
\begin{equation*}
J_{i j}^{k l}=\frac{1}{E} \sum_{\mu=1}^{p} v_{\xi_{i}^{\mu} k} v_{\xi_{j}^{\mu}} l \tag{2.2}
\end{equation*}
$$

where $E$ is some normalization constant and $v_{m n}$ is an operator computing interactions between two states.

As one can notice, the long-range synapse weights in Eq. 2.2 have different values for different pre- and post- synaptic states $k$ and $l$. In this way we do not intend to model the actual distribution of synapses going from one cortical area to another (since they connect neurons and not abstract states), but rather the general mechanism of communication between these areas. In a recent study [Mechelli et al., 2003], the authors have raised the issue of finding the most suitable description of global cortical networks in terms of single longrange synapses connecting distant local areas. Applying statistical tools (Dynamic Causal Modeling), they propose that MRI data can be described as produced by networks with category specific forward connections, roughly the kind of connections modelled by Eq. 2.2.

The state of generic unit $i$ is determined by its local fields $h_{i}^{k}$, which sum the influences by other units in the network and are defined as

$$
\begin{equation*}
h_{i}^{k}=\sum_{j \neq i} \sum_{l} J_{i j}^{k l} u_{\sigma_{j} l}-U\left(1-\delta_{k 0}\right), \tag{2.3}
\end{equation*}
$$

where we introduce the operators $u_{m n}$, analogous to $v_{m n}$, and a second (threshold) term, which has the function of regulating the activity level across the network [Buhmann et al., 1989, Tsodyks and Feigel'Man, 1988]. The unit $i$ updates its state $\sigma_{i}$, with an asynchronous dynamics, in order to maximize the local field $h_{i}^{\sigma_{i}}$. In the general case, the probability to choose the state $k$ is defined as

$$
\begin{equation*}
P\left(\sigma_{i}=k\right)=\frac{\exp \left(\beta h_{i}^{k}\right)}{\sum_{l=0}^{S} \exp \left(\beta h_{i}^{l}\right)}, \tag{2.4}
\end{equation*}
$$

where $\beta$ is a parameter analogous to an inverse temperature.
Finally, we can include all of these elements, as is usual for the study of attractor networks, into a Hamiltonian framework. The Hamiltonian representation of binary networks can be extended to $S$-state models as

$$
\begin{equation*}
H=-\frac{1}{2} \sum_{i, j \neq i} \sum_{k, l} J_{i j}^{k l} u_{\sigma_{i} k} u_{\sigma_{j} l}+U \sum_{i} \sum_{k \neq 0} u_{\sigma_{i} k} . \tag{2.5}
\end{equation*}
$$

Note that for the case $S=1$, Eq. 2.5 generalizes the Hamiltonians used in binary networks, given appropriate definitions of the weights $J_{i j}^{k l}$ and of the operators $u_{m n}$.

We now specify a form for the $u_{m n}$ and $v_{m n}$ operators. In the simplest and most symmetric case these operators have two alternative values, depending on whether $m$ and $n$ are equal or different states

$$
\begin{align*}
& u_{m n}=\left(\kappa_{u} \delta_{m n}+\lambda_{u}\right) \\
& v_{m n}=\left(\kappa_{v} \delta_{m n}+\lambda_{v}\right)\left(1-\delta_{n 0}\right) \tag{2.6}
\end{align*}
$$

where we have introduced four parameters. Particular choices for these parameters define the different models in which we are interested, including several proposed in the literature. In the $v$ operators, which define the value of the weights, we have included a factor which ensures $J_{i j}^{k l}=0$ if either $k$ or $l$ are the zero state, to implement the idea that Hebbian learning occurs only with active states. As we will see below, this appears to be a crucial element in the model.

### 2.3 Signal-to-noise analysis

We now show that, within the group of models defined in the previous section, there is a family (which we call 'well behaved') that exploit multiple states and sparseness in an optimal way in terms of storage capacity or, as usual, of $\alpha \equiv p / N$. We begin by applying an adjusted version of the arguments developed in [Buhmann et al., 1989].

A signal-to-noise analysis is a simplified way to estimate the stability of stored patterns by studying what happens to a generic unit $i$ during the perfect retrieval of a given pattern, assessing whether the state of this unit is likely to be stable or not. We can choose this retrieved pattern to be $\vec{\xi}^{1}$ without loss of generality. Eq. 2.3 can then be rewritten as

$$
\begin{equation*}
h_{i}^{k}=\frac{1}{E} v_{\xi_{i}^{1} k} \sum_{j \neq i} \sum_{l} u_{\sigma_{j} l} v_{\xi_{j}^{1} l}+\frac{1}{E} \sum_{\mu>1} v_{\xi_{i}^{\mu} k} \sum_{j \neq i} \sum_{l} u_{\sigma_{j} l} v_{\xi_{j}^{\mu} l}-U\left(1-\delta_{k 0}\right), \tag{2.7}
\end{equation*}
$$

where the terms in the RHS stand for signal ( $\varsigma$ ), noise $(\rho)$ and threshold respectively. Generally speaking, if the field had only the signal part then the state would be stable, but the noise can destabilize it.

As usual in this kind of analysis, we consider the contribution of the noise term in Eq. 2.7 as if it were a normally distributed random variable, i.e. through its average and its standard deviation. In general both quantities scale like $p$, but in some special cases the average noise is zero and the standard deviation scales only like $\sqrt{p}$, which means that one can store more patterns, as the noise level is reduced. It is clear that the well behaved family of models which we are looking for must fit into this favorable situation. As we said, a necessary but not sufficient condition is the average of the noise to be zero. There are two ways of imposing this into the model. The first way is to make $\lambda_{u}=-\tilde{a} \kappa_{u}$, but in this case the standard deviation still scales like $p$. The second way is to use

$$
\begin{equation*}
\lambda_{v}=-\tilde{a} \kappa_{v} \tag{2.8}
\end{equation*}
$$

which makes the standard deviation scale like $\sqrt{p}$. Including this condition, the average signal and the standard deviation of the noise are

$$
\varsigma=\frac{N \kappa_{v}^{2}}{E} \kappa_{u} \tilde{a}(1-\tilde{a}) S\left(\delta_{\xi_{i}^{1} k}-\tilde{a}\right)\left(1-\delta_{k 0}\right)
$$

$$
\begin{equation*}
\rho=\frac{N \kappa_{v}^{2}}{E} \kappa_{u} \tilde{a}(1-\tilde{a}) \sqrt{\alpha a\left\{1-\tilde{a}\left[1-\left(1-\frac{\lambda_{u}}{\tilde{a} \kappa_{u}}\right)^{2}\right]\left[\frac{1-a}{1-\tilde{a}}\right]\right\}}\left(1-\delta_{k 0}\right), \tag{2.9}
\end{equation*}
$$

where terms of order $1 / N$ have been discarded.
The storage capacity $\alpha_{c}$ can be estimated as the largest value of $\alpha$ for which $h_{i}^{\xi_{i}^{1}}$ is still likely to be the largest among all $S+1$ local fields. The situation is quite different depending on whether $\xi_{i}^{1}$ is in an active state or not, so one needs to analyze both cases. Note first that $h_{i}^{0}=0$, so if $\xi_{i}^{1}=0$ the rest of the local fields must be negative. For this to hold true at least within one standard deviation of the noise distribution we require $\varsigma-U \pm \rho<0$, or in other words

$$
\begin{equation*}
a+\frac{U E}{N \kappa_{v}^{2} \kappa_{u} \tilde{a}(1-\tilde{a})}>\sqrt{\alpha a\left\{1-\tilde{a}\left[1-\left(1-\frac{\lambda_{u}}{\tilde{a} \kappa_{u}}\right)^{2}\right]\left[\frac{1-a}{1-\tilde{a}}\right]\right\}} \tag{2.10}
\end{equation*}
$$

where we have adopted a positive $\kappa_{u}$.
In the case in which $\xi_{i}^{1}$ is not the zero state two conditions must be fulfilled, namely $h_{i}^{\xi_{i}^{1}}>h_{i}^{0}$ and $h_{i}^{\xi_{i}^{1}}>h_{i}^{k \neq \xi_{i}^{1}}$. These conditions can be condensed into

$$
\begin{equation*}
S(1-\tilde{a})-\frac{U E}{N \kappa_{v}^{2} \kappa_{u} \tilde{a}(1-\tilde{a})}>\sqrt{\alpha a\left\{1-\tilde{a}\left[1-\left(1-\frac{\lambda_{u}}{\tilde{a} \kappa_{u}}\right)^{2}\right]\left[\frac{1-a}{1-\tilde{a}}\right]\right\}} \tag{2.11}
\end{equation*}
$$

The most stringent of these 2 conditions determines $\alpha_{c}$. Since in one case $U$ has a negative sign and in the other a positive sign, the optimal point is reached by choosing a suitable threshold $U=\frac{N}{E} \kappa_{v}^{2} \kappa_{u} \tilde{a}(1-\tilde{a})\left[\frac{S}{2}-a\right]$ that makes both conditions equivalent. This choice determines a storage capacity of

$$
\begin{equation*}
\alpha_{c} \simeq \frac{S^{2}}{4 a}\left\{1-\tilde{a}\left[1-\left(1-\frac{\lambda_{u}}{\tilde{a} \kappa_{u}}\right)^{2}\right]\left[\frac{1-a}{1-\tilde{a}}\right]\right\}^{-1} \tag{2.12}
\end{equation*}
$$

Note that the expression between curly brackets is equal to or greater than $1-\tilde{a}$. As a consequence, the system remains optimal as long as this expression remains of order 1, which, considering always $a$ to be closer to 0 than to 1 , occurs when the expression $\left(1-\frac{\lambda_{u}}{\hat{a} \kappa_{u}}\right)^{2}$ remains of an order not higher than 1 . For this to be true we must impose

$$
\begin{equation*}
\left|\lambda_{u}\right| \lesssim \tilde{a} \kappa_{u} \tag{2.13}
\end{equation*}
$$

We thus define the well behaved models as those which fulfil the conditions given by Eq. 2.8 and Eq. 2.13. This simple analysis indicates that the storage capacity of models in the well behaved family scales like $S^{2} / a$.

In the following subsections we examine different models proposed in literature, both within and outside the well behaved family.

### 2.3.1 Symmetric Potts model

The symmetric Potts model was the first $S$-state neural network to be proposed [Kanter, 1988]. Its units can reach $S$ equivalent states but no zero state. Though simple, a model constructed with these elements is enough to show the $S^{2}$ behavior of the storage capacity, as we will see. It is defined by setting

$$
\begin{align*}
a & =1 \\
U & =0 \tag{2.14}
\end{align*}
$$

two conditions related to each other (if there is no zero state, the selectivity mechanism provided by the threshold is not necessary). Moreover $E=S^{2} N$, which is just a normalization, and

$$
\begin{align*}
\kappa_{u} & =\kappa_{v}=S \\
\lambda_{u} & =\lambda_{v}=-1 \tag{2.15}
\end{align*}
$$

The conditions given by Eq. 2.8 and Eq. 2.13 are fulfilled, and the storage capacity in Eq. 2.12 is approximately

$$
\begin{equation*}
\alpha_{c} \approx \frac{S^{2}}{4} \tag{2.16}
\end{equation*}
$$

provided $S$ is large enough. The symmetric Potts model is then a well behaved model of sparseness $a=1$.

This model is studied analytically with replica tools in [Kanter, 1988], where the author finds an $S(S-1)$ behavior of the storage capacity for low values of $S$. Unfortunately, the
cited work lacks an analysis for high values of $S$, which is the interesting limit for modeling multi-modular networks. It is not too difficult, however, to clarify the behavior in this limit.

The replica storage capacity is defined as the highest value of $\alpha$ for which there is a solution to the equation

$$
\begin{equation*}
y=\frac{-1+S \int D z[\phi(z+y)]^{S-1}}{\sqrt{\frac{\alpha(S-1)}{S}}+\int z D z\left\{[\phi(z+y)]^{S-1}+(S-1) \phi(z-y)[\phi(z)]^{S-2}\right\}}, \tag{2.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(z) \equiv \frac{1+\operatorname{erf}\left(\frac{z}{\sqrt{2}}\right)}{2} . \tag{2.18}
\end{equation*}
$$

Throughout this work we use the gaussian differential $D z \equiv \frac{e^{-\frac{z^{2}}{2}}}{\sqrt{2 \pi}} d z$, and the integration limits, if not specified, are $-\infty$ and $\infty$.

We note that in Eq. 2.17 expressions of the form $[\phi(z)]^{S}$ can be approximated by displaced Heaviside functions for high values of $S$. Using this we obtain an approximated analytical expression for the storage capacity:

$$
\begin{equation*}
\alpha_{c}=\left[\frac{\phi\left(\sqrt{\frac{\pi}{2}}\right)}{\sqrt{\frac{\pi}{2}}+\sqrt{2} \operatorname{erf}^{-1}\left(1-\frac{\ln (2)}{S}\right)}\right]^{2} S^{2} . \tag{2.19}
\end{equation*}
$$

The factor between brackets in this equation behaves like $\ln (S)^{-\frac{1}{2}}$ for high values of $S$, which means that the correction for high $S$ to Kanter's low $S$ approximation is a factor of order $\ln (S)^{-1}$.

We show in Fig. 2.1 the results of simulations of a symmetric Potts network ( $N=100$ ) contrasted with numerical solutions for Eq. 2.17, Kanter's low $S$ approximation and our own high $S$ approximation of Eq. 2.19. Each cross represents the results of a series of simulations with fixed values of $S$ and $N$ and varying $p$. For each value of $p$ (varying in each case between a low limit of perfect retrieval and a high limit of no retrieval), the state of the network was set initially to exactly coincide with one of the stored patterns (chosen at random) and updated asynchronously until $m$ reached a stable value, which was in all cases either close to 1 (retrieval) or close to 0 (no retrieval). We arbitrarily defined $p_{\max }$ in each
case as the value of $p$ in which approximately $70 \%$ of the patterns were retrieved. In addition, the error $\triangle p_{\max }$ was set as the difference between $p_{\max }$ and the value of $p$ corresponding to a performance of $30 \%$, and $\alpha_{c}$ was simply calculated as $p_{\max } / N$. We did not plot the errors in Fig. 2.1 since they were smaller than the point size, but such error bars can be found in Fig. 2.2, showing simulations of a different network with similar criteria. The analytical predictions fit tightly the results of the simulations and numerical solutions, both for low and high $S$.


Figure 2.1: Storage capacity of a symmetric Potts network of $N=100$ units for increasing $S$. Both axes are logarithmic. Black dots show numerical solutions for Eq. 2.17, which overlap almost perfectly with the simulations (plus signs). For low values of $S(S \lesssim 50)$ Kanter's low $S$ approximation fits well, while the high values of $S$ are well fitted by Eq. 2.19.

### 2.3.2 Biased Potts model

This model is proposed and studied in [Bolle et al., 1993]. The authors extend the symmetric Potts model to an $S$-state network with arbitrary probability distribution for the states of the units in stored patterns. We adapt their formalism to the case of $S$ equivalent states, a zero state and sparseness $a$. The parameters are then

$$
\begin{align*}
U & =0 \\
E & =N \\
u_{m n} & =\left((S+1) \delta_{m n}-1\right)  \tag{2.20}\\
v_{m n} & =\left(\delta_{m n}-P_{n}\right)
\end{align*},
$$

where $P_{k}$ is the probability of a unit in the stored patterns to be in state $k$. This model does not fit exactly our description because the $v$ operators generate weights $J_{i j}^{k l}$ that are not necessarily zero when $k$ or $l$ are zero. The signal to noise analysis for this situation shows a very poor storage capacity, scaling like $a^{2}$. If one adds a non-zero threshold ( $U \sim a S$ in the optimal case) the storage capacity grows but remains of order 1 . These two results show that allowing for non-zero weights to connect zero states is a drawback for the system. The poor performance can, however, be improved by multiplying the $v$ operators by the corresponding $\left(1-\delta_{n 0}\right)$ factors, and by adding a threshold. In this way, instead of Eq. 2.20 we introduce our definition, Eq. 2.6, for the $v$ operators, with the values for $\kappa$ 's and $\lambda$ 's arising naturally from the model as

$$
\begin{align*}
\kappa_{u} & =S+1 \\
\lambda_{u} & =-1 \\
\kappa_{v} & =1 \\
\lambda_{v} & =-\tilde{a} \\
U & \sim a S . \tag{2.21}
\end{align*}
$$

As in the symmetric Potts model, the condition given by Eq. 2.8 is fulfilled. However, the second condition (Eq. 2.13) can be approximated for high $S$ by

$$
\begin{equation*}
a \gtrsim 1 /(1+1 / S) \sim 1, \tag{2.22}
\end{equation*}
$$

which does not stand true for sparse coding. If, instead, $a \ll 1$, the critical value of $\alpha$ in Eq. 2.12 can be approximated as

$$
\begin{equation*}
\alpha_{c} \approx \frac{S^{2}}{4 a}\left\{1+\frac{1}{a S}\right\}^{-1} \tag{2.23}
\end{equation*}
$$

Hence the storage capacity of the biased Potts model can be preserved close to optimal by imposing an ad hoc relation between two parameters that are a priori independent, to assure $1 \ll a S$. In this particular situation the model is well behaved. In the opposite limit, when a $S \ll 1$, the storage capacity scales like $S^{3}$, which is inferior to the $S^{2} / a$ behavior of the well behaved family.

### 2.3.3 Sparse Potts model

The simplest version of a well behaved model is perhaps the one introduced as a model for semantic memory [Treves, 2005], with the parameter values

$$
\begin{align*}
E & =N a(1-\tilde{a}) \\
\kappa_{u} & =\kappa_{v}=1 \\
\lambda_{u} & =0 \\
\lambda_{v} & =-\tilde{a} \\
U & \sim 1 / 2 . \tag{2.24}
\end{align*}
$$

With these parameters, the sparse Potts model is clearly well behaved, and the storage capacity in Eq. 2.12 becomes

$$
\begin{equation*}
\alpha_{c} \simeq \frac{S^{2}}{4 a} . \tag{2.25}
\end{equation*}
$$

### 2.4 Replica analysis

Having introduced a simple model with optimal storage capacity, we can proceed to analyze the corrections to the signal-to-noise estimation by treating the problem in a more refined way with the classical replica method. The Hamiltonian in Eq. 2.5 can be rewritten for the sparse Potts model as

$$
\begin{equation*}
H=-\frac{1}{2} \sum_{i, j \neq i} \sum_{k, l} J_{i j}^{k l} \delta_{\sigma_{i} k} \delta_{\sigma_{j} l}+U \sum_{i}\left(1-\delta_{\sigma_{i} 0}\right), \tag{2.26}
\end{equation*}
$$

with

$$
\begin{equation*}
J_{i j}^{k l}=\frac{1}{N a(1-\tilde{a})} \sum_{\mu=1}^{p}\left(\delta_{\xi_{i}^{\mu} k}-\tilde{a}\right)\left(\delta_{\xi_{j}^{\mu} l}-\tilde{a}\right)\left(1-\delta_{k 0}\right)\left(1-\delta_{l 0}\right) \tag{2.27}
\end{equation*}
$$

constructed using

$$
\begin{equation*}
v_{m n}=\left(\delta_{m n}-\tilde{a}\right)\left(1-\delta_{n 0}\right) . \tag{2.28}
\end{equation*}
$$

We consider the limit $p \rightarrow \infty$ and $N \rightarrow \infty$ with the ratio $\alpha \equiv \frac{p}{N}$ fixed. Patterns with index $\nu(\mu)$ are condensed (not condensed). Following the replica analysis [Amit, 1989] the free energy can be calculated as

$$
\begin{align*}
f= & \lim \frac{a(1-\tilde{a})}{2 n} \sum_{\rho=1}^{n} \sum_{\nu}\left(m_{\rho}^{\nu}\right)^{2}+  \tag{2.29}\\
& +\frac{\alpha}{2 n \beta} \operatorname{Tr}(\ln [a(1-\tilde{a})(\mathbb{I}-\beta \tilde{a} \mathbf{q})])+\frac{\alpha \beta \tilde{a}^{2}}{2 n} \sum_{\rho, \lambda=1}^{n} q_{\rho \lambda} r_{\rho \lambda}+\frac{\tilde{a}}{n}\left(\frac{\alpha}{2}+U S\right) \sum_{\rho=1}^{n} q_{\rho \rho}- \\
& -\frac{1}{n \beta}\left\langle\left\langle\ln T r_{\sigma_{\rho}} \exp \left\{\beta \sum_{\rho=1}^{n} \sum_{\nu} m_{\rho}^{\nu} v_{\xi^{\nu} \sigma_{\rho}}+\frac{\alpha \beta^{2}}{2 S(1-\tilde{a})} \sum_{\rho, \lambda=1}^{n} r_{\rho \lambda} \sum_{k} P_{k} v_{k \sigma_{\rho}} v_{k \sigma_{\lambda}}\right\}\right\rangle\right\rangle,
\end{align*}
$$

where $P_{k}$ is the probability of a neuron to be in state $k$ in a stored pattern, as defined in Eq. 2.1. The order parameters $m$ stand for the overlaps of the states with different patterns, and $q_{\rho \lambda}$ is analogous to the Edward-Anderson parameter [Edwards and Anderson, 1975], with the following definitions:

$$
\begin{align*}
m_{\rho}^{\nu} & =\frac{1}{N a(1-\tilde{a})}\left\langle\left\langle\sum_{i=1}^{N}\left\langle v_{\xi_{i}^{\prime} \sigma_{i}^{\rho}}\right\rangle\right\rangle\right\rangle \\
q_{\rho \lambda} & =\frac{1}{N \tilde{a} a(1-\tilde{a})} \sum_{i=1}^{N}\left\langle\left\langle\sum_{k} P_{k}\left\langle v_{k \sigma_{i}^{\rho}} v_{k \sigma_{i}^{\lambda}}\right\rangle\right\rangle\right\rangle \\
r_{\rho \lambda} & =\frac{S(1-\tilde{a})}{\alpha} \sum_{\mu}\left\langle\left\langle m_{\rho}^{\mu} m_{\lambda}^{\mu}\right\rangle\right\rangle-\left(\frac{2 S U}{\alpha}+1\right) \frac{\delta_{\rho \lambda}}{\beta \tilde{a}}, \tag{2.30}
\end{align*}
$$

in such a way that they are all of order 1 . Consider, for example, that if $\sigma_{i}^{\rho}=\xi_{i}^{\nu}$ for all $i$ then $m_{\rho}^{\nu}=1$ on average, while $m_{\rho}^{\nu}=0$ on average if both quantities are independent variables.

We now make two assumptions. First, we consider for simplicity that there is only one condensed pattern, making the index $\nu$ superflous. Second, we assume that there is replica
symmetry, and substitute

$$
\begin{align*}
& m_{\rho}^{\nu}=m  \tag{2.31}\\
& q_{\rho \lambda}= \begin{cases}q & \text { if } \rho \neq \lambda \\
\tilde{q} & \text { if } \rho=\lambda\end{cases} \\
& r_{\rho \lambda}= \begin{cases}r & \text { if } \rho \neq \lambda \\
\tilde{r} & \text { if } \rho=\lambda\end{cases}
\end{align*}
$$

Taking this into account, we arrive to the final expression for the free energy

$$
\begin{align*}
f= & a(1-\tilde{a}) \frac{m^{2}}{2}+\frac{\alpha}{2 \beta}\left[\ln (a(1-\tilde{a}))+\ln (1-\tilde{a} C)-\frac{\beta q \tilde{a}}{(1-\tilde{a} C)}\right]+ \\
& +\frac{\beta \alpha \tilde{a}^{2}}{2}(\tilde{q} \tilde{r}-q r)+\left[\frac{\alpha}{2}+S U\right] \tilde{q} \tilde{a}-\frac{1}{\beta}\left\langle\left\langle\int D \mathbf{z} \ln \left(1+\sum_{\sigma \neq 0} \exp \left(\beta \mathcal{H}_{\sigma}^{\xi}\right)\right)\right\rangle\right\rangle, \tag{2.32}
\end{align*}
$$

where the finite-valued variable $C$ has been introduced

$$
\begin{equation*}
C \equiv \beta(\tilde{q}-q), \tag{2.33}
\end{equation*}
$$

in such a way that it is of order 1 , and

$$
\begin{equation*}
\mathcal{H}_{\sigma}^{\xi} \equiv m v_{\xi \sigma}-\frac{\alpha a}{S^{2}} \frac{\beta(r-\tilde{r})}{2}\left(1-\delta_{\sigma 0}\right)+\sum_{k} \sqrt{\frac{\alpha r P_{k}}{S(1-\tilde{a})}} z_{k} v_{k \sigma} . \tag{2.34}
\end{equation*}
$$

Both $C$ and $\mathcal{H}_{\sigma}^{\xi}$ are variables that are typically found in a replica analysis. The latter, $\mathcal{H}_{\sigma}^{\xi}$, can be simply thought of as the mean field with which the network affects state $\sigma$ in a given neuron if the condensed pattern in the same neuron is in state $\xi$ (note that $\mathcal{H}_{0}^{\xi}=0$ ). The parameter $C$, however, has no such an intuitive interpretation in this framework: it measures the difference between $\tilde{q}$, the mean square activity in a given replica, and $q$, the coactivation between two different realizations. It is interesting to point that this difference goes to 0 when $\beta \rightarrow \infty$, the zero temperature limit, so as to keep $C$ of order 1 . In the self consistent signal to noise analysis, a method that is based on the knowledge of the replica result and reaches to the same final equations with more intuitive derivations, $C$ is related
to the derivative of the output of an average neuron with respect to variations in its mean field [Shiino and Fukai, 1992, Shiino and Fukai, 1993, Roudi and Treves, 2004].

We now derive the fixed-point equation for $m$ as an example of how the limit $\beta \rightarrow \infty$ is taken. The equation for finite $\beta$ is

$$
\begin{equation*}
m=\frac{1}{a(1-\tilde{a})}\left\langle\left\langle\int D \mathbf{z} \sum_{\sigma} v_{\xi \sigma}\left[\frac{1}{1+\sum_{\rho \neq \sigma} \exp \left\{\beta\left(\mathcal{H}_{\rho}^{\xi}-\mathcal{H}_{\sigma}^{\xi}\right)\right\}}\right]\right\rangle\right\rangle \tag{2.35}
\end{equation*}
$$

In the limit $\beta \rightarrow \infty$ the expression between brackets is 1 if $\mathcal{H}_{\sigma}^{\xi}>\mathcal{H}_{\rho}^{\xi}$ for every $\rho \neq \sigma$ and 0 otherwise. It can be thus expressed as a product of Heaviside functions. The equation for $m$ at zero temperature is then

$$
\begin{equation*}
m=\frac{1}{a(1-\tilde{a})} \sum_{\sigma \neq 0}\left\langle\left\langle\int D \mathbf{z} v_{\xi \sigma} \prod_{\rho \neq \sigma} \Theta\left[\mathcal{H}_{\sigma}^{\xi}-\mathcal{H}_{\rho}^{\xi}\right]\right\rangle\right\rangle . \tag{2.36}
\end{equation*}
$$

In the same way we derive the rest of the fixed point equations at zero temperature:

$$
\begin{gather*}
q \longrightarrow \tilde{q}=\frac{1}{a} \sum_{\sigma \neq 0}\left\langle\left\langle\int D \mathbf{z} \prod_{\rho \neq \sigma} \Theta\left[\mathcal{H}_{\sigma}^{\xi}-\mathcal{H}_{\rho}^{\xi}\right]\right\rangle\right\rangle \\
C=\frac{1}{\tilde{a}^{2} \sqrt{\alpha r}} \sum_{\sigma \neq 0} \sum_{k}\left\langle\left\langle\int D \mathbf{z} \sqrt{\frac{P_{k}}{S(1-\widetilde{a})}} v_{k \sigma} z_{k} \prod_{\rho \neq \sigma} \Theta\left[\mathcal{H}_{\sigma}^{\xi}-\mathcal{H}_{\rho}^{\xi}\right]\right\rangle\right\rangle \\
\tilde{r} \longrightarrow r=\frac{q}{(1-\tilde{a} C)^{2}}  \tag{2.37}\\
\beta \rightarrow \infty \\
\beta(r-\tilde{r})=2 U \frac{S^{2}}{a \alpha}-\frac{C}{1-\tilde{a} C}
\end{gather*}
$$

The differences between $r$ and $\tilde{r}$, and between $q$ and $\tilde{q}$, are of order $\frac{1}{\beta}$. From the last equation it can be seen that the threshold $U$ has the effect of changing the sign of $(r-\tilde{r})$ and allowing $\alpha$ to scale like $\frac{S^{2}}{a}$, with the variables $C, r$ and $\tilde{r}$, as we have said, of order 1 with respect to $a$ and $S$.

### 2.4.1 Reduced saddle-point equations

It is possible to calculate the averages in Eqs. 2.37 by reducing the problem to the following variables, which represent respectively signal and noise contributions

$$
\begin{gather*}
y \equiv m \sqrt{\frac{S^{2}}{\alpha a} \frac{(1-\tilde{a})}{r}} \equiv m \sqrt{\frac{(1-\tilde{a})}{\tilde{\alpha} r}}  \tag{2.38}\\
x \equiv \frac{\tilde{\alpha} \beta(r-\tilde{r})}{2} \sqrt{\frac{(1-\tilde{a})}{\tilde{\alpha} r}}, \tag{2.39}
\end{gather*}
$$

where we have introduced the normalized (order 1) storage capacity $\tilde{\alpha} \equiv \alpha a / S^{2}$, which clarifies that both variables $x$ and $y$ are also of order 1 .

At the saddle point, using equations 2.37, we obtain

$$
\begin{align*}
& y=\sqrt{\frac{1-\tilde{a}}{\tilde{\alpha}}}\left(\frac{m}{\sqrt{\tilde{q}+C \sqrt{r}})}\right. \\
& x=\sqrt{\frac{1-\tilde{a}}{\tilde{\alpha}}}\left[U-\tilde{\alpha} C \sqrt{\frac{r}{q}}\right]\left[\frac{1}{\sqrt{\tilde{q}+\tilde{a} C \sqrt{r}}}\right] \tag{2.40}
\end{align*}
$$

which shows that the relevant quantities to describe the system are $m, q$, and $C \sqrt{r}$. Following this we compute the averages and get from Eq. 2.37 the corresponding equations in terms of $y$ and $x$

$$
\begin{align*}
q= & \frac{(1-a)}{\tilde{a}} \int D w \int_{y \tilde{a}+x-i \sqrt{a} w}^{\infty} D z \phi(z)^{S}+ \\
& +\int D w \int_{-y(1-\tilde{a})+x-i \sqrt{a} w}^{\infty} D z \phi(z+y)^{S}+(S-1) \int D w \int_{y \tilde{a}+x-i \sqrt{a} w}^{\infty} D z \phi(z-y) \phi(z)^{S-1} \\
m= & \frac{1}{1-\tilde{a}} \int D w \int_{-y(1-\tilde{a})+x-i \sqrt{a} w}^{\infty} D z \phi(z+y)^{S}-q \frac{\tilde{a}}{1-\tilde{a}} \\
C \sqrt{r} & =\frac{1}{\sqrt{\tilde{\alpha}(1-\tilde{a})}}\left\{\frac{(1-a)}{\tilde{a}} \int D w \int_{y \tilde{a}+x-i \sqrt{a} w}^{\infty} D z(z+i \sqrt{\tilde{a}} w) \phi(z)^{S}+\right. \\
& +\int D w \int_{-y(1-\tilde{a})+x-i \sqrt{\tilde{a}} w}^{\infty} D z(z+i \sqrt{\tilde{a}} w) \phi(z+y)^{S}+ \\
& \left.+(S-1) \int D w \int_{y \tilde{a}+x-i \sqrt{a} w}^{\infty} D z(z+i \sqrt{\tilde{a}} w) \phi(z-y) \phi(z)^{S-1}\right\} . \tag{2.41}
\end{align*}
$$

Putting together Eqs. 2.40 and 2.41 one can construct the system of two equations that determine the storage capacity. We show an example of their solution in Fig. 2.2 for the parameters $U=0.5, S=5$ and varying sparseness, contrasting it with simulations of a
network of $N=5000$ units. This figure shows quite a good agreement between simulations and numerical solutions for a region of the sparseness parameter $a$, whereas for $a<0.3$ finite size effects appear, resulting in a lower storage capacity than predicted theoretically.


Figure 2.2: Dependence of the storage capacity of a sparse Potts network of $N=5000$ units on the sparseness $a$. The black dots show numerical solutions of Eqs. 2.40 and 2.41, while the red line shows the result of simulations. For very sparse simulations (low values of $a$ ) finite size effects are observed, which make the storage capacity lower than predicted by the equations.

### 2.4.2 Limit case

Given that the equations presented in the previous subsection are quite complex, we now analyze the simpler and interesting limit case $\tilde{a} \ll 1$. Though it is not evident from the equations, the normalized storage capacity $\tilde{\alpha}_{c}$ goes to zero in a logarithmic way as $\tilde{a}$ goes to zero, which means that the storage capacity is not as high as the simple signal to noise analysis of section 3 might suggest. Our analysis of the replica equations for the symmetric Potts model (Eq. 2.19) showing logarithmic corrections is an example of this. We now analyze as another example the sparse Potts model in the case $U=0.5$.

For the limit of $\tilde{a} \ll 1$ one can approximate Eqs. 2.41 by

$$
\begin{align*}
m & \approx \phi(y-x)  \tag{2.42a}\\
q & \approx \frac{(1-a)}{\tilde{a}} \phi(-x)+\phi(y-x)  \tag{2.42b}\\
C \sqrt{r} & \approx \frac{1}{\sqrt{2 \pi \tilde{\alpha}}}\left\{\frac{(1-a)}{\tilde{a}} \exp \left(-\frac{x^{2}}{2}\right)+\exp \left(-\frac{(y-x)^{2}}{2}\right)\right\}, \tag{2.42c}
\end{align*}
$$

which is still quite a complex system. We can now make some self consistent assumptions. First we note that, considering $x$ and $y$ as variables that diverge logarithmically as $\tilde{a}$ goes to zero, Eqs. $2.42 b$ and $2.42 c$ indicate that $\sqrt{q} \gg C \sqrt{r}$. Second, for $U=1 / 2$ it is possible to consider $x \approx y$, and thus, from Eq. $2.42 a, y \approx 1 / \sqrt{2 \tilde{\alpha}}$ and $x \approx \varepsilon / \sqrt{2 \tilde{\alpha}}$, where $\varepsilon$ is a correcting factor for $x$ which is close to 1 . With this in mind, and taking into account that $\tilde{\alpha}$ goes to zero with $\tilde{a}$, we can approximate Eq. $2.42 b$ and Eq. $2.42 c$ by keeping only the second term in the first case and only the first term in the second. The equations for $y$ and $x$ can be derived from Eqs. $2.42 b$ and 2.40:

$$
\begin{gather*}
y=\sqrt{\frac{\phi(y-x)}{\tilde{\alpha}}}  \tag{2.43}\\
x=\left[2 U-\frac{1-a}{\tilde{a}} \sqrt{\frac{\tilde{\alpha}}{\pi}} \exp \left(-\frac{x^{2}}{2}\right)\right] \frac{1}{\sqrt{2 \tilde{\alpha}}} . \tag{2.44}
\end{gather*}
$$

Replacing $x$ by $\varepsilon / \sqrt{2 \tilde{\alpha}}$ (and $\varepsilon$ by 1 where irrelevant) we can approximate $\tilde{\alpha}$ as

$$
\begin{equation*}
\tilde{\alpha}=\frac{1}{4 \ln \left(\frac{1}{(2 U-\varepsilon) \tilde{a}}\right)} . \tag{2.45}
\end{equation*}
$$

Next, we posit that $\tilde{a}^{-1}$ is the larger factor in the logarithm, while $(2 U-\varepsilon)^{-1}$ gives a correction. A rough approximation for $\alpha_{c}$ is then

$$
\begin{equation*}
\alpha_{c}=\frac{S^{2}}{4 a \ln \left(\frac{1}{\tilde{a}}\right)}, \tag{2.46}
\end{equation*}
$$

which, inserted in 2.44 , gives

$$
\begin{equation*}
(2 U-\varepsilon)=(1-a)\left[4 \pi \ln \left(\frac{1}{\tilde{a}}\right)\right]^{-\frac{1}{2}} \tag{2.47}
\end{equation*}
$$

This expression can be re-inserted into 2.45 in order to get a more refined solution of of Eq. 2.44 than the one given by Eq. 2.46 (which only takes into account the leading factor $\tilde{a}^{-1}$ ):

$$
\begin{equation*}
\alpha=\frac{S^{2}}{4 a \ln \left(\frac{2}{\bar{a}} \sqrt{\ln \left(\frac{1}{\bar{a}}\right)}\right)} . \tag{2.48}
\end{equation*}
$$

We show in Fig. 2.3 that the approximation given by Eq. 2.48 fits quite well the numerical solution of the sparse Potts model's storage capacity, particularly for very low values of $\tilde{a}$.


Figure 2.3: Corrections to the $\frac{S^{2}}{a}$ behavior of the storage capacity of a sparse Potts network for very low values of $\tilde{a}$ in the $U=0.5$ case. The normalized storage capacity $\alpha_{c} a / S^{2}$ is represented, with black dots from numerical solving Eqs. 2.40 and 2.41 for two values of the sparseness: $a=0.3$ and $a=0.0001$; with color lines from the corresponding approximation given by Eq. 2.48. Note that to get a good fit we had to go to either very high values of $S$ or very low values of $a$. Outside of this limit, the solution includes other corrections that we have neglected in the multiple steps that led to Eq. 2.48 .

### 2.5 Diluted networks

In this section we present two modifications to our model which make the network biologically more plausible in terms of connectivity.

First, after considering, to a zero ${ }^{\text {th }}$ order approximation, the long range cortical network as a fully connected network, we now wish to describe it, to a better approximation, as a network in which the probability that two units are connected is $c_{M} / N$. Traditionally, analytic studies have focused on two soluble cases: the fully connected, which we have studied in the previous sections $\left(c_{M}=N\right)$, and the highly diluted $\left(c_{M} \lesssim \log (N)\right)$. A recent work has shown, however, that the intermediate case is also analytically treatable and that the storage capacity of an intermediate random network, regardless the symmetry in the weights, stands between the storage capacity of the limit cases [Roudi and Treves, 2004]. Supported by this result, we will focus on the (easier) solution for the highly diluted case, and consider any intermediate situation to be between the two limits.

The second modification reflects the notion that, although the function of long range connections is to transmit information about the state of a local network to another one, this transmission might not be perfectly efficient. We thus introduce an efficacy $e$, the probability that, in the reduced Potts model, a given state of the pre-synaptic unit is connected with a given state of the post-synaptic one.

Introducing these two modifications, the weights of the sparse Potts model become

$$
\begin{equation*}
J_{i j}^{k l}=\frac{C_{i j}^{k l}}{c_{M} e a(1-\tilde{a})} \sum_{\mu} v_{\xi_{i}^{\mu}} k v_{\xi_{j}^{\mu}}, \tag{2.49}
\end{equation*}
$$

where $C_{i j}^{k l}$ is 1 if a connection going from state $l$ in unit $j$ to state $k$ in unit $i$ exists, and 0 otherwise (the average of $C_{i j}^{k l}$ is $e c_{M} / N$ ).

The local field for the unit $i$ and the state $k$ can be analyzed into a signal, a noise and a threshold part, just as in Eq. 2.3,

$$
\begin{equation*}
h_{i}^{k}=\sum_{j l} J_{i j}^{k l} \delta_{\sigma_{j} l}-\left(1-\delta_{k 0}\right) U=\left(1-\delta_{k 0}\right)\left\{\left(\delta_{\xi_{i}^{1}} k-\tilde{a}\right) m_{i}^{k}+N_{k}-U\right\}, \tag{2.50}
\end{equation*}
$$

where

$$
\begin{equation*}
m_{i}^{k} \equiv \frac{1}{c_{M} e a(1-\tilde{a})} \sum_{j} C_{i j}^{k \sigma_{j}}\left(\delta_{\xi_{j}^{1} \sigma_{j}}-\tilde{a}\right)\left(1-\delta_{\sigma_{j} 0}\right) . \tag{2.51}
\end{equation*}
$$

Generally, when studying highly diluted networks, the noise term $N_{k}$ can be treated directly as a normaly distributed random variable, because the states of different neurons are uncor-
related. In this case, $N_{k}$ can not be considered as a random variable but rather as a weighted sum of normally distributed random variables $\eta_{l}$,

$$
\begin{equation*}
N_{k} \equiv \sum_{l=0}^{S}\left(\delta_{l k}-\tilde{a}\right)\left\{\sum_{\mu>1} \frac{\delta_{\xi_{i}^{\mu} l}}{c_{M} e(1-\tilde{a}) a} \sum_{j} C_{i j}^{k \sigma_{j}}\left(\delta_{\xi_{j}^{\mu} \sigma_{j}}-\tilde{a}\right)\left(1-\delta_{\sigma_{j} 0}\right)\right\} \equiv \sum_{l}\left(\delta_{l k}-\tilde{a}\right) \eta_{l} . \tag{2.52}
\end{equation*}
$$

The mean of $\eta_{l}$ is zero for all $l$ and its standard deviation is

$$
\begin{equation*}
\left\langle\eta_{l}^{2}\right\rangle=\frac{\alpha N P_{l} q_{i}^{k}}{S c_{M} e(1-\tilde{a})}, \tag{2.53}
\end{equation*}
$$

with

$$
\begin{equation*}
q_{i}^{k} \equiv \frac{1}{c_{M} e a} \sum_{j} C_{i j}^{k \sigma_{j}}\left(1-\delta_{\sigma_{j} 0}\right) \tag{2.54}
\end{equation*}
$$

Note that $m_{i}^{k}$ and $q_{i}^{k}$ are analogous to $m_{\rho}^{\nu}$ and $q_{\rho \lambda}$ used in Section 4. If $c_{M} e$ is large enough these quantities tend to be independent of $i$ and $k$ :

$$
\begin{align*}
m_{i}^{k} \rightarrow m & \equiv \frac{1}{N a(1-\tilde{a})} \sum_{j}\left(\delta_{\xi_{j}^{1} \sigma_{j}}-\tilde{a}\right)\left(1-\delta_{\sigma_{j} 0}\right) \\
q_{i}^{k} \rightarrow q & \equiv \frac{1}{N a} \sum_{j}\left(1-\delta_{\sigma_{j} 0}\right) \tag{2.55}
\end{align*}
$$

Following the analysis of highly diluted networks in [Derrida et al., 1987], the retrievable stable states of the network are given by the equations

$$
\begin{align*}
m & =\frac{1}{a(1-\tilde{a})}\left\langle\left\langle\int D \mathbf{z} \sum_{\sigma} v_{\xi \sigma}\left[\frac{1}{1+\sum_{\rho \neq \sigma} \exp \left\{\beta\left(h_{\rho}^{\xi}-h_{\sigma}^{\xi}\right)\right\}}\right]\right\rangle\right\rangle \\
q & =\frac{1}{a} \sum_{\sigma \neq 0}\left\langle\left\langle\int D \mathbf{z}\left[\frac{1}{1+\sum_{\rho \neq \sigma} \exp \left\{\beta\left(h_{\rho}^{\xi}-h_{\sigma}^{\xi}\right)\right\}}\right]\right\rangle\right\rangle \tag{2.56}
\end{align*}
$$

where the local field, as in Eq. 2.50 is

$$
\begin{equation*}
h_{\rho}^{\xi}=m v_{\xi \rho}-U\left(1-\delta_{\rho 0}\right)+\sum_{k} \sqrt{\frac{\alpha N P_{k} q}{S c_{M} e(1-\tilde{a})}} z_{k} v_{k \rho} \tag{2.57}
\end{equation*}
$$

These equations are equivalent to those obtained with the replica method (which in the zero temperature limit are Eqs. 2.37 and Eq. 2.34 respectively) if one considers $C=0$ (and, thus, $r=q$ ) and an effective value of $\alpha$ given by $\alpha_{e f f}=p /\left(c_{M} e\right)$.

Comparing this result with that for the fully connected model one notes that, as $\tilde{a} \rightarrow 0$, the influence of $C$ in the overall equations becomes negligible (this can be guessed already in Eq.2.40 ). Therefore if the coding is very sparse, the fully connected and the highly diluted networks become equivalent, and consequently also the intermediate networks. We show this in Fig. 2.4. As the parameter $\tilde{a}$ goes to zero, the storage capacity of the fully connected and the highly diluted limit models converge.


Figure 2.4: A comparison of the storage capacity of a fully connected and of a highly diluted sparse Potts networks. Numerical solutions to the corresponding equations with $U=0.5$. Left, the dependence of the storage capacity, in the two cases, on the sparseness $a$, with $S=5$. Right, the dependence on the number of states per unit $S$, with $a=0.1$. In both cases we plot the normalized storage capacity, to focus only on the corrections to the $S^{2} / a$ behavior. Note that as $\tilde{a} \rightarrow 0$ the storage capacity of the two types of network converges to the same result.

### 2.6 Information capacity

We have shown that the storage capacity of well behaved models scales roughly like $S^{2} / a$, while in the two particular examples that we analyzed in full with the replica method, Eqs. 2.19 and 2.46 , there is a correction that makes it

$$
\begin{equation*}
\alpha_{c} \propto \frac{S^{2}}{a \ln \left(\frac{1}{\tilde{a}}\right)} \tag{2.58}
\end{equation*}
$$

for high values of $S$ and low values of $a$. We now discuss why this is reasonable in the general case from the information storage point of view.

It is widely believed, though not proved, that autoassociative memory networks can store a maximum of information equivalent to a fraction of a bit per synapse. In our model the total number of synaptic variables is given by the different combinations of indexes of the weights $J_{i j}^{k l}$,

$$
\begin{equation*}
\text { number of synaptic variables }=N c_{M} S^{2} e . \tag{2.59}
\end{equation*}
$$

On the other hand, the information in a retrieved pattern is $N$ times the contribution of a single unit, which, using the distribution in Eq. 2.1, can be bounded by Shannon's entropy,

$$
\begin{equation*}
H=-\sum_{x \in \text { distribution }} P(x) \ln (P(x))=-[(1-a) \ln (1-a)+a \ln (\tilde{a})] . \tag{2.60}
\end{equation*}
$$

The upper bound on the retrievable information over $p$ patterns is, then,

$$
\begin{equation*}
\text { information } \leq-p N[(1-a) \ln (1-a)+a \ln (\tilde{a})] \tag{2.61}
\end{equation*}
$$

The first term between square brackets in this expression is negligible with respect to the second term provided $a$ is small enough and $S$ is large enough. In this way we can approximate

$$
\begin{equation*}
\frac{\text { information }}{\text { number of synaptic variables }} \leq-\frac{p N a \ln (\tilde{a})}{N c_{M} S^{2} e}=-\frac{\alpha a \ln (\tilde{a})}{S^{2}} \leq-\frac{\alpha_{c} a \ln (\tilde{a})}{S^{2}} \tag{2.62}
\end{equation*}
$$

This result, combined with Eq. 2.58, shows that the storage capacity of our model is consistent with the idea that the information per synaptic variable is at most a fraction of a bit.

### 2.7 Discussion

The capacity to store information in any device, and in particular the capacity to store concepts in the human brain, is limited. We have shown in a minimal model of semantic
memory, and in progressive steps, how one can expect the storage capacity to behave depending on the parameters of the system: a global parameter - the sparseness $a$ - and a local parameter - the number of local retrieval states $S$, or, in other words, the storage capacity within a module. The $S^{2} / a$ behaviour, with its corresponding logarithmic corrections, can be thought of as the combination of two separate results: the $a^{-1}$ behaviour due to sparseness and the $S^{2}$ behaviour of the Potts model, which combine in a simple way. We have shown, however, that it is not trivial to define a model that combines these aspects correctly, and that the key is how the state operators are defined. From this study we have deduced the minimum requirements of any model of this kind in order to have a high capacity. Furthermore, through the argument of information capacity we present the well behaved family as representative of general Hebbian models with the same degree of complexity.

The featural representation approach has been so far successful in explaining several phenomena associated to semantic memory, like similarity priming, feature verification, categorization and conceptual combination [McRae, 2005, McRae et al., 1997]. The present work demonstrates that the advantage of the use of features in allowing the representation of a large number of concepts can be realized in a simple associative memory network. More quantitatively, our calculation specifies that in the Potts model the number of concepts that can be stored is neither linear [O'Kane and Treves, 1992] nor an arbitrary power [Schyns and Rodet, 1997] of the number $S$ of values a feature can take, but quadratic in $S$.

In the case of non-unitary sparseness, one can associate the necessity of introducing a threshold $(U)$ term, whatever its exact form in the local field or the Hamiltonian, with a criterion of selectivity, which is actually observed in the representation of concepts in the brain, as pointed out in the introduction. The threshold behaviour, which is a typical characteristic of neurons, appears to be also necessary at the level of local networks in order to maintain activity low in the less representative modules. The origin of such a threshold has not been discussed in this Chapter. However, a comment on this issue can be made regarding the internal dynamics of local networks. One can show that, as extensively described in the
literature [Amit, 1989], only when the state of a local autoassociative network is driven by external fields sufficiently close to an attractor (inside one of the $S$ basins of attraction) the local system may end up retrieving a pattern on its own, a process that from the global network point of view corresponds to the activation of a unit. The local basin boundary acts in the full system as an effective threshold, roughly equivalent to the simple $U$ term we introduced in the local field of our reduced system. Whether this threshold mechanism is enough, or some addition must be made, can be assessed by studying, in the future, the complete multimodular network without reducing it to Potts units.

## Chapter 3

## Correlated patterns: latching dynamics

### 3.1 Recursion and infinity

The unique capacity of humans for language has fascinated scientists for decades. Its emergence, dated by many experts between $10^{5}$ and $4 \times 10^{4}$ years ago, does not seem to arise from the evolution of a distinct and specialized system in the human brain, though many adaptations may have accompanied its progress both inside the brain (for example the general increase in volume, in number of neurons, in connectivity) and outside (for example, the specialization of the human tongue, to facilitate more specific vocalizations). As suggested by a recent experiment [Barsalou, 2005], it is unlikely that the structure of our semantic system differ radically from that of other primates, who have been separated from us by a few million years of evolutionary history. What is it, then, that "suddenly" triggered in humans the capacity for language, and for other related cognitive abilities? This is a matter of great discussion for neurolinguistics and cognitive science, and rather unexplored territory from the point of view of neural computation.

A fruitful approach to this question requires, in our view, abandoning unequivocally the quest for brain devices specialized for language, and directing attention instead to general cortical mechanisms that might have evolved in humans, even independently of language, and that may have offered novel facilities to handle information, but within a cortical environment
that has retained a similar structure. A recent review [Hauser et al., 2002] has focused on the identification of the components which are at the same time indispensable for language and uniquely human. The authors reduce this set to a unique element: a computational mechanism for recursion, which provides for the generation of an infinite range of expressions, or sequences, of arbitrary length, out of a finite set of elements. A related but more general proposal [Amati and Shallice, 2007], accounts for a variety of cognitive abilities, including language, as enabled by projectuality, a uniquely human capacity for producing arbitrarily extended abstract plans that obey certain complex syntactic rules, expressible in terms of a sort of Feynman diagrams.

Thus, it seems that a transition from no recursion to recursion, or from finite to infinite recursion, is a good candidate to be identified as the "smoking gun" that has led to the explosive affirmation of language as a uniquely human faculty. A semantic memory network model has been introduced [Treves, 2005] as an hypothesis about the neural basis of this transition, a model which we have begun to describe quantitatively, from the memory capacity point of view [Kropff and Treves, 2005]. The latching dynamics characterizing this network model, which is its essential feature as a model of recursion, can be reduced to a complex and structured set of transitions. Our purpose in this Chapter is to offer a first description of this complexity and to investigate the parameters that control it.

### 3.2 Semantic memory

As opposed to episodic memory, which retains time-labelled information about personally experienced episodes and events, semantic memory is responsible for retaining facts of common knowledge or general validity, concepts and their relationships, making them available to higher cortical functions such as language. The problem of the organization of such a system has been central to cognitive neuropsychology since its birth. Fundamental studies like [Warrington and Shallice, 1984, Warrington and McCarthy, 1987] have begun to reveal the functional structure of semantic memory through the analysis of patients with differ-
ent brain lesions. Due to methodological reasons related to the paradigm of single-case studies on one side, and to the complexity of functional imaging on the other, there has been always a natural bias toward localization of semantic phenomena, and toward theories with a functionally fragmented view of the operation of the brain. A most radical one among these views is the Domain-Specific Theory [Caramazza and Shelton, 1998], based on the idea that rather than one system, evolution has created in the human brain different systems in charge of representing different concept categories. On the other extreme, recent proposals based on featural representations of concepts [McRae et al., 1997, Greer et al., 2001] tend to describe semantic memory as a single system, where phenomena such as category specific memory impairments arise from the inhomogeneous statistical distribution of features across concepts. This view opens a new perspective for mathematical descriptions and even quantitative predictions of semantic phenomena, as in [Sartori et al., 2005].

Featural representations imply that concepts are represented in the human brain mostly through the combined representation of their associated features. Unlike concepts, thought of as complex structures with an extended cortical representation, features are conceived as more localized, perhaps to a single cortical area (e.g. visual, or somato-sensory) and are a priori independent from one another. As proposed in [O'Kane and Treves, 1992], one can model feature retrieval as implemented in the activity of a local cortical network, which by means of its short-range connection system converges to one of its dynamical attractors, i.e. it retrieves one of many alternative activity patterns stored locally. Once the cortex is able to locally store and retrieve features, in different areas, it can associate them through Hebbian plasticity in its long-range synaptic system. Concepts are presented to the brain multi-modally, and thus multi-modal associations are learned through an integrated version of the Hebbian principle, reading: 'features that are active together wire together'. The association of features through long-range synapses leads to the formation of global attractor states of activity, which are the stable cortical representations of concepts, and which can then be associatively retrieved. The view that the semantic system operates
through attractor dynamics in global recurrent associative networks accounts for various phenomena described in the last few years such as, for example, the activation of motor areas following the presentation of different non-motor cues associated to an action concept [Pulvermuller, 2001].

### 3.3 Potts-networks

The Hebbian learning principle appears to inform synaptic plasticity in cortical synapses between pyramidal cells, both on short-range and on long-range connections, making appealing the proposal by [Braitenberg and Schuz, 1991], namely that to a first order approximation the cortex can be considered as a two-level, local and global, autoassociative memory. Furthermore, we have sketched above how featural representations can make use of this two-level architecture in order to articulate representations of multi-modal concepts in terms of the compositional representation of local features. The anatomical and cognitive perspectives can be fused into a reduced "Potts" network model of semantic memory [Treves, 2005].

In this model, local autoassociative-memory networks are not described explicitly, but rather they are assumed to make use of short-range Hebbian synapses to each retrieve one of $S$ different and alternative local features, corresponding to $S$ local attractor states. The activity of the local network $i$ can then be described synthetically by an analog "Potts" unit, i.e. a unit that can be correlated to various degrees with any one of $S$ local attractor states. The state variable of the unit, $\sigma_{i}$, is thus a vector in $S$ dimensions, where each component of the vector measures how well the corresponding feature is being retrieved by the local network. The possibility of no significant retrieval - no convergence and hence no correlation with any local attractor state - can be added through an additional 'zero-state' dimension. Because the local state cannot be fully correlated, simultaneously, with all $S$ features and with the zero state, one can use a simple normalization $\sum_{k=0}^{S} \sigma_{i}^{k}=1$. Having introduced such Potts units as models of local network activity, in the following we will use the terms 'local network' and 'unit' as synonyms.

The global network, which stores the representation of concepts, is comprised of $N$ (Potts) units connected to one another through long range synapses. This network is intended to store $p$ global activity patterns, as global attractor states that represent concepts. When global pattern $\xi^{\mu}$ is being retrieved, the state of the local network $i$ is the local attractor state $\sigma_{\mathbf{i}} \equiv \xi_{i}^{\mu}$, retrieving feature $\xi_{i}^{\mu}$, a discrete value which ranges form 0 to $S$ (the zero value standing for no contribution of this group of features to concept $\mu$ ). As shown in [Kropff and Treves, 2005], such a compositional representation of concepts as sparse constellations of features (with a global sparsity parameter $a$ measuring the average fraction of features active in describing a concept) leads to the desired global attractor states when long range connections have associated weights $J_{i j}^{k l}$

$$
\begin{equation*}
J_{i j}^{k l}=\frac{C_{i j}}{c_{M} a\left(1-\frac{a}{S}\right)} \sum_{\mu=1}^{p}\left(\delta_{\xi_{i}^{\mu} k}-\frac{a}{S}\right)\left(\delta_{\xi_{j}^{\mu} l}-\frac{a}{S}\right)\left(1-\delta_{k 0}\right)\left(1-\delta_{l 0}\right), \tag{3.1}
\end{equation*}
$$

which can be interpreted as resulting from Hebbian learning. In this expression each element of the connection matrix $C_{i j}$ is 1 if there is a connection between units $i$ and $j$, and 0 otherwise (the diagonal of this matrix is filled with zeros), while $c_{M}$ stands for the average number of connections arriving to a given Potts unit (i.e., local network) $i$. In this model, the maximum number of patterns, or concepts, which the network can store and retrieve scales roughly like $c_{M} S^{2} / a$. We refer to [Kropff and Treves, 2005] for an extensive analysis of the storage capacity of the Potts model.

### 3.4 Latching

Here we are interested in studying not the storage capacity but rather the dynamics of such a Potts model of a semantic network. Latching dynamics emerges as a consequence of incorporating two additional crucial elements in the Potts model: neuronal adaptation and correlation among attractors. Intuitively, latching may follow from the fact that all neurons active in the successful retrieval of some concept tend to adapt, leading to a drop in their activity and a consequent tendency of the corresponding Potts units to drift away from their
local attractor state. At the same time, though, the residual activity of several Potts units can act as a cue for the retrieval of patterns correlated to the current global attractor. As usual with autoassociative memory networks, however, the retrieval of a given pattern competes, through an effective inhibition mechanism, with the retrieval of other patterns. One can then imagine a scenario in which two conditions are fulfilled simultaneously: the global activity associated with a decaying pattern is weak enough to release in part the inhibition preventing convergence toward other attractors; but, as an effective cue, it is strong enough to trigger the retrieval of a new, sufficiently correlated pattern. In such a regime of operation, after the first, externally cued retrieval, the network may latch to a new attractor, and when it decays out of it yet to a new one, and so on, experiencing the concatenation in time of successive memory pattern retrievals (See Fig. 3.3). This concatenated spontaneous retrieval is an interesting model for the neural basis of a simple form of infinite recursion, the process postulated to be at the core of cognitive capacities including language.

Several interesting issues arise in trying to describe latching dynamics. The range of parameters enabling latching is one of them, which we will not address here, but rather leave for future communications. Here, we concentrate on a first description of the complexity of latching dynamics, and on which parameters control it. As we show, latching transitions are neither deterministic nor random, and they do not depend solely on the correlation between consecutive attractor states. Furthermore, there is strong asymmetry in the transition matrix. These properties can be controlled by a threshold parameter $U$.

### 3.5 Adaptation

In retrieval dynamics without adaptation, units are updated with the rule

$$
\begin{equation*}
\sigma_{i}^{k}=\frac{\exp \left(\beta\left(h_{i}^{k}+U \delta_{k 0}\right)\right)}{\sum_{l=0}^{S} \exp \left(\beta\left(h_{i}^{l}+U \delta_{l 0}\right)\right)} \tag{3.2}
\end{equation*}
$$

under the influence of a tensorial local "current" signal which sums the weighted inputs from other units, with a fixed threshold $U$ favouring the zero state

$$
\begin{equation*}
h_{i}^{k}=\sum_{j=1}^{N} \sum_{l=0}^{S} J_{i j}^{k l} \sigma_{j}^{l} . \tag{3.3}
\end{equation*}
$$

To model firing rate adaptation, however, we introduce a modification in the individual Potts unit dynamics. The update rule

$$
\begin{equation*}
\sigma_{i}^{k}=\frac{\exp \left(\beta\left(r_{i}^{k}+U \delta_{k 0}\right)\right)}{\sum_{l=0}^{S} \exp \left(\beta\left(r_{i}^{l}+U \delta_{l 0}\right)\right)} \tag{3.4}
\end{equation*}
$$

is now mediated, for $k \neq 0$, by the vectors $r$ (the "fields" which integrate the $h$ "currents") and $\theta$ (the dynamic thresholds specific to each state), which are integrated in time

$$
\begin{gather*}
r_{i}^{k}(t+1)=r_{i}^{k}(t)+b_{1}\left[h_{i}^{k}(t)-\theta_{i}^{k}(t)-r_{i}^{k}(t)\right]  \tag{3.5}\\
\theta_{i}^{k}(t+1)=\theta_{i}^{k}(t)+b_{2}\left[\sigma_{i}^{k}(t)-\theta_{i}^{k}(t)\right] \tag{3.6}
\end{gather*}
$$

While $\theta$ averages $\sigma$ in a typical time of $b_{2}^{-1}$ steps, $r$ averages $h-\theta$ in a typical time of $b_{1}^{-1}$ steps. We also include a non zero local field for the zero state, driven by the integration of the total activity of unit $i$ in all non zero directions, $\left(1-\sigma_{i}^{0}\right)$ :

$$
\begin{equation*}
r_{i}^{0}(t+1)=r_{i}^{0}(t)+b_{3}\left[1-\sigma_{i}^{0}(t)-r_{i}^{0}(t)\right] . \tag{3.7}
\end{equation*}
$$

Together with the fixed threshold $U$, this local field for the zero state regulates the unit activity in time, preventing local "overheating". A fixed threshold $U$ of order 1 is crucial to ensure a large storage capacity (as shown in [Tsodyks and Feigel'Man, 1988]) and to enable unambiguous memory retrieval.

A final element we include is an effective self-coupling $J_{i i}^{k k}$, constant for every $i$ and $k \neq 0$, which adds stability to the local network.

For the simulations in this Chapter we have set the parameters $b_{1}=0.1, b_{2}=0.005$, $b_{3}=1$ and $J_{i i}^{k k}=1.8$.

### 3.6 Correlated distributions

Representations of concepts in the human brain are thought not to be randomly correlated, but rather to present a correlational structure that reflects the shared features between different concepts. In other words, an important part of the correlation between semantic representations may not be arbitrarily generated by the brain, but rather "imported" with the inputs that the semantic system receives from the outside (the correlations in the way we sense the 'real world'). If one assumes that the basic mechanism underlying semantic memory is autoassociative Hebbian learning, it remains unclear how the brain deals with the abrupt decay in storage capacity that these correlations would imply ${ }^{1}$. It is possible that rather than orthogonalizing the correlated input [Srivastava and Edwards, 2000, Srivastava and Edwards, 2004], the strategy of the cortex may be to retain the information about correlations, presumably to make use of it, perhaps as sketched above, to favor latching dynamics.

A standard mathematical procedure to introduce model correlations in a group of $p$ patterns is through a hierarchical construct. Patterns are defined using one or more generations of parents, from which they descend, emulating a genetic tree. Since many patterns share the same parents, the generation process introduces correlations among descendant patterns, which are simpler for one-parent families and more complex in the case of multiple parents. We adopt a multi-parent scheme [Treves, 2005]. In addition, our parents are meant to represent semantic category generators, relating directly the correlation between patterns to categorization in a real semantic system, so as to preserve a possibility to link the correlational statistics of our model to observations in the cognitive neuroscience of semantic memory.

[^0]
### 3.6.1 Quantitative description of correlations

To characterize statistically the resulting set of patterns we introduce the two-pattern correlation distributions

$$
\begin{equation*}
\mathcal{C}_{0}=\left\langle\mathcal{C}_{0}^{\mu \nu}\right\rangle_{\mu \neq \nu}=\left\langle\sum_{i=1}^{N} \delta_{\xi_{i}^{\mu} \xi_{i}^{\nu}} \delta_{\xi_{i}^{\nu} 0}\right\rangle_{\mu \neq \nu} \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{C}_{1}=\left\langle\mathcal{C}_{1}^{\mu \nu}\right\rangle_{\mu \neq \nu}=\left\langle\sum_{i=1}^{N} \delta_{\xi_{i}^{\mu} \xi_{i}^{\nu}}\left(1-\delta_{\xi_{i}^{\nu} 0}\right)\right\rangle_{\mu \neq \nu} \tag{3.9}
\end{equation*}
$$

where $\mathcal{C}_{0}$ takes into account only inactive units and $\mathcal{C}_{1}$ active units.
To estimate these distributions we now make some assumptions about the process of generation of patterns [Treves, 2005]. A set of $\Pi$ parents, each active over a random assortment of $f$ Potts units, is generated randomly. Each parent favors a particular direction in Potts space with different (exponentialy decaying) strength. An important quantity for the statistical description is the occupation number of a unit $n_{i}$, namely the number of parents active on it. All these parents struggle with varying strength in order to determine the final value of $\xi_{i}^{\mu}$, the state of unit $i$ in pattern $\mu$, and this process is repeated for every $\mu$. The occupation number can be thought of as deriving from a series of Bernoulli processes, resulting in a binomial distribution

$$
\begin{equation*}
P\left(n_{i}=k\right)=B\left(k ; \Pi, \frac{f}{N}\right) \equiv\left[\frac{f}{N}\right]^{k}\left[1-\frac{f}{N}\right]^{\Pi-k}\binom{\Pi}{k} \tag{3.10}
\end{equation*}
$$

where $B(k ; N, p)$ is the binomial distribution, i.e. the probability of winning $k$ times in $N$ trials, with $p$ the probability of winning in one trial. The binomial coefficient is, as usual,

$$
\begin{equation*}
\binom{\Pi}{k} \equiv \frac{\Pi!}{k!(\Pi-k)!} \tag{3.11}
\end{equation*}
$$

Next we define the sparsity-by-occupation-number, $a_{k}$, as the average activity within the subset of units with a given occupation number $k$, or, in other words, the fraction of active units divided by the fraction of units (active and inactive) within this subset. The sparsity-by-occupation-number can be modelled by noticing that [Treves, 2005] assumes a process of
filling the occupation levels from the highest to the lowest. The highest occupation levels have $a_{k} \sim 1$, and the sparsity-by-occupation-number rapidly decreases with lower occupation number. To put this description into a mathematical formulation, we can consider $g$ to be a constant efficiency parameter in the filling of occupation levels. Then, if $k_{\max }$ is the highest occupied level, the model reads

$$
\begin{equation*}
a_{k}=a-g \sum_{l=k}^{k_{\max }} P\left(n_{i}=l\right) \tag{3.12}
\end{equation*}
$$

until $k$ reaches $k_{\text {min }}$, defined as the value for which $a=g \sum_{l=k}^{k_{\text {max }}} P\left(n_{i}=l\right)$. If $k<k_{\text {min }}$ or $k>k_{\max }, a_{k}=0$. The constant $k_{\max }$ can be directly estimated from Eq. 3.10 as the highest value of $k$ for which the rounded value of $N P\left(n_{i}=k\right) \geq 1$. In Fig. 3.1 we show actual measures and estimates using this model for the sparsity-by-occupationnumber, the distribution of the total activity by occupation number and distribution of units by occupation number. The 3 graphs were constructed by fitting the single parameter $g$, which is the same in all cases, and seems to be stable when varying parameters such as $\Pi$ or $f$.


Figure 3.1: From left to right: sparsity-by-occupation-number, fraction of the total activity by occupation number, fraction of units by occupation number. The parameter values are $N=300, p=200, S=2, a=0.25, y=0.25, f=50$ and $\Pi=100$. In black: simulations, in color: analytical estimates. $g$ is set to 0.28 .

If $\Pi$ is large, units tend to have large occupation numbers and progressively low levels of occupation become empty. This is analytically convenient, since higher levels of occupation are easier to treat than lower levels, as the competition among many parents can be treated statistically. The distributions $\mathcal{C}_{0}^{\mu \nu}$ and $\mathcal{C}_{1}^{\mu \nu}$ can be thought of as generated by the subpopulations of independent occupation levels. Inside of each occupation level patterns can be
considered as randomly correlated, with $a_{k} / S$ being the probability of a unit to be in a given state. In this way the mean values are

$$
\begin{align*}
& \mathcal{C}_{0}=\sum_{k} N P\left(n_{i}=k\right)\left(1-a_{k}\right)^{2}=N(1-2 a)+\sum_{k} N P\left(n_{i}=k\right) a_{k}^{2}  \tag{3.13}\\
& \mathcal{C}_{1}=\quad \sum_{k} N P\left(n_{i}=k\right) a_{k}^{2} / S .
\end{align*}
$$

It is interesting to have a complete picture of the distributions $\mathcal{C}_{0}^{\mu \nu}$ and $\mathcal{C}_{1}^{\mu \nu}$. They can be thought of as the combination of individual distributions

$$
\begin{align*}
& P\left(\mathcal{C}_{0}^{k}=n_{k}\right)=B\left[n_{k} ; N P\left(n_{i}=k\right),\left(a_{k}\right)^{2}\right]  \tag{3.14}\\
& P\left(\mathcal{C}_{1}^{k}=n_{k}\right)=B\left[n_{k} ; N P\left(n_{i}=k\right),\left(a_{k}\right)^{2} / S\right]
\end{align*}
$$

each corresponding to the occupation level $k$, where in the case of $\mathcal{C}_{0}$ a base of $N(1-2 a)$ must be added, corresponding to units that coincide in zero activity regardless of Bernoulli trials, as shown in Eq. 3.13. These contributions can not be considered as Gaussian, since $N P\left(n_{i}=k\right)$ is not necessarily large. Nevertheless, they can still be considered as independent distributions, and the sum of a large number of them can be considered as a distribution with mean given by the sum of the individual means (as shown in Eq. 3.13) and variance given by the sum of the individual variances

$$
\begin{align*}
& \operatorname{var}\left(\mathcal{C}_{0}\right)=\sum_{k} N P\left(n_{i}=k\right) a_{k}^{2}\left(1-a_{k}^{2}\right)  \tag{3.15}\\
& \operatorname{var}\left(\mathcal{C}_{1}\right)=\sum_{k} N P\left(n_{i}=k\right) a_{k}^{2} / S\left(1-a_{k}^{2} / S\right)
\end{align*}
$$

We show actual and estimated distributions in Fig. 3.2. In both cases we used the means and variances given by Eqs. 3.13 and 3.15, but while for $\mathcal{C}_{0}^{\mu \nu}$ the estimate is a Gaussian distribution, for $\mathcal{C}_{1}^{\mu \nu}$, which is clearly non-Gaussian given the proximity of the values to zero, we used the corresponding Binomial distribution.

### 3.7 Transitions

We ran a large set of simulations using the dynamics explained in section 3.5. First of all, we created a set of $p=50$ patterns using the algorithm described in section 3.6. This set of patterns was used during all the simulations. Each simulation started by giving an initial


Figure 3.2: Distributions of $\mathcal{C}_{0}^{\mu \nu}$ (left) and $\mathcal{C}_{1}^{\mu \nu}$ (right) for $N=300, p=50, S=10, a=0.25, f=50$ and $\Pi=100$. In black: analytical estimates using Eqs. 3.10 to 3.15 , and $g=0.47$.
cue to the network (as an additional term in the local field) in order to induce the retrieval of one of the stored patterns. The network was then left free to evolve until, eventually, either the activity decreased to zero or else each unit was updated a maximum of 50000 times - keeping track of latching events. The simulation was run 50 times for each cued pattern, with different random seeds, and all 50 patterns were used as the cued pattern. In this way, we collected a dataset of latching events, with which we constructed the transition probability matrix $M$. We calculated $M$ for 3 different values of the threshold $U=0.5,0.4$ and 0.3. In Fig. 3.3 we show examples of the latching behavior in the 3 cases.

The probability matrix is a square matrix with $p+1=51$ rows and columns, the additional one corresponding to the "null" attractor, with each unit in the zero state. To estimate the transition probability between state $\mu$ and $\nu$ we counted the times a latching event between these two attractors appeared in the dataset. We added a transition to the "null" state whenever global activity decayed to zero, and assumed a probability of 1 for the transition from the null state to itself. Finally, given that $M_{i j}$ represents the probability of having a latching transition from global attractors $i$ and $j$, the sum of matrix elements over each row was normalized to 1 .

A first interesting result is the distribution of correlations between attractors, parametrized by the numbers of units in the same state, $\mathcal{C}_{0}^{\mu \nu}$ and $\mathcal{C}_{1}^{\mu \nu}$. We computed these distributions using a) the whole set of patterns and b) the dataset of latching events. In the first


Figure 3.3: Examples of latching dynamics for the 3 values of $U: 0.5,0.4$ and 0.3 (from left to right). Top plots: the evolution of the sum of all the activity in the network. Bottom: overlap of the state with the most relevant patterns. Each color corresponds to a different pattern.
case each pair of patterns enters the average once and only once. In the second case, only pairs of attractors visited one after another in a latching event are considered, with a weight proportional to their frequency of occurrence of a transition between them in the dataset. Fig. 3.4 shows the comparison between histograms. Notice that, while $\mathcal{C}_{0}^{\mu \nu}$ has a similar distribution in both cases, $\mathcal{C}_{1}^{\mu \nu}$ is shifted toward greater values in the dataset of latching events. This means that latching occurs preferentially between patterns that are correlated over active units. We show this in Fig. 3.4 (right) through the ratio of the probability obtained in b) over the probability obtained in a). The resulting function is clearly increasing with higher correlations.

The next interesting result is that the transition probability matrix is not symmetric, indicating that the correlation between two consecutive attractors, which is itself symmetric by definition, is not the only factor determining latching. To quantify this observation, we introduce a norm for matrices, by adding the absolute value of all of its elements, excluding the rows and columns related to the "null" attractor (which make the matrix asymmetric by construction) $\|M\| \equiv \sum_{\mu \nu}\left|M_{\mu \nu}\right|$. We then calculate $\left\|M-M^{t}\right\|$, which turns out to be


Figure 3.4: Distribution of $\mathcal{C}_{1}^{\mu \nu}$ (left) and $\mathcal{C}_{0}^{\mu \nu}$ (center) using the whole set of patterns (blue) and the dataset of latching events (red). Right: the ratio of the two probabilities shown in the left, showing a clear tendency for latching to occur between highly correlated attractors.

| $U$ | $\frac{\left\\|M-M^{t}\right\\|}{\\|M\\|}$ |
| :---: | :---: |
| 0.3 | 0.9 |
| 0.4 | 1.1 |
| 0.5 | 1.1 |

Table 3.1: Asymmetry of the transition probability matrix (excluding the "null" attractor) measured as the norm of the difference between $M$ and $M^{t}$ divided by the norm of $M$. As the threshold $U$ diminishes, the matrix is more symmetric, due to randomness.
of the same order as $\|M\|$. We show this in Tab. 3.1. In addition, we observe that as the threshold $U$ diminishes and randomness grows, the transition probability matrix gets more symmetric.

As $M$ is a transition probability matrix, the eigenvalues of $M$ can be shown to have a modulus lower than or equal to one. Because of the construction of the matrix, the eigenvalue corresponding to the zero pattern, which projects entirely into itself, is $\lambda_{0}=1$. In the general case, when applying the transition matrix $n$ times to an initial pattern $\eta$, the result can be decomposed as

$$
\begin{equation*}
M^{n} \hat{\mathbf{x}}_{\eta}=A D^{n} A^{-1} \hat{\mathbf{x}}_{\eta}=A_{0 \eta}^{-1} \hat{\mathbf{x}}_{0}+\sum_{k=1}^{p} \lambda_{k}^{n} A_{k \eta}^{-1} \mathbf{v}_{k} \tag{3.16}
\end{equation*}
$$

where $D$ is the diagonal matrix of eigenvalues of $M, A$ is the basis change matrix with the eigenvectors of $M$ as columns, $\lambda_{k}$ is the $k$ 'th eigenvalue of $M$ (with $\left|\lambda_{k}\right| \leq 1$, a property of probability matrixes following the Perron-Frobenius theorem), $\mathbf{v}_{k}$ the corresponding eigen-
vector and $\hat{\mathbf{x}}_{\eta}$ is the unitary versor with elements $\left(\hat{\mathbf{x}}_{\eta}\right)_{i}=\delta_{i \eta}$. From this expression we can conclude that, for large values of $n$, activity will eventually decay to the "null" attractor, unless some non-null eigenvector of $M$ has an eigenvalue of modulus 1 (at least 1 such eigenvector exists in any probability matrix). Whenever this is not the case, the decay time is given by the second largest eigenvalue of $M$. More specifically, for any eigenvalue $\lambda_{k}$, the number of transitions for its eigenspace to decay, for example, to 0.1 of its original amplitude is given by

$$
\begin{equation*}
n_{d e c}=\log _{\lambda_{k}}(0.1) \tag{3.17}
\end{equation*}
$$

In Tab. 3.2 we show $n_{\text {dec }}$ for the second and the third largest eigenvalues, and for our 3 sample values of $U$. The highest number of transitions in this figure, corresponding to $U=0.3$, almost corresponds to the length of our simulations (the convergence to an attractor and subsequent drift away from it take, with these parameters, between 300 and 500 updates of each unit, which multiplied by $n_{\text {dec }} \sim 50$ is of the same order as the 50000 updates we set as the maximum duration of the simulation). As a consequence, this eigenvalue might actually be underestimated, and in fact closer to 1 . The emergence of unitary eigenvalues in the matrix, apart from the one corresponding to the null state, is of great interest, because it would indicate the transition from high-order (but finite) recursion to infinite recursion. More analysis is required to understand this transition, and it will be reported elsewhere. In particular, the threshold $U$ seems to be more effective in controlling the complexity of latching transitions, rather than the order of recursion. The way the latter depends on other parameters, like $c_{M}$ and $S$, has been sketched in [Treves, 2005].

One measure of the complexity of transitions is Shannon's information measure, computed over each row of $M$. We define

$$
\begin{equation*}
I_{\mu}=\frac{1}{\log _{2}(p+1)} \sum_{\nu=1}^{p+1} M_{\mu \nu} \log _{2}\left(\frac{1}{M_{\mu \nu}}\right) \tag{3.18}
\end{equation*}
$$

Then $I_{\mu} \sim 0$ both if the attractor $\mu$ generates no latching (and thus decays to zero) or if it latches to another fixed attractor, deterministically. On the other hand, if the process of

| $U$ | $\lambda_{2}$ | $\lambda_{3}$ | $n_{\lambda_{2}}$ | $n_{\lambda_{3}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.3 | 0.96 | 0.57 | 56.4 | 4.1 |
| 0.4 | 0.62 | 0.47 | 4.8 | 3.0 |
| 0.5 | 0.4 | 0.36 | 2.5 | 2.3 |

Table 3.2: Second and third largest eigenvalues of $M$ and the corresponding decay times $n_{d e c}$, as defined in Eq. 3.17, calculated for the 3 values of $U$.
latching is completely random, $I_{\mu}=1$. Fig. 3.5 shows an histogram with the distribution of $I_{\mu}$ for $U=0.4$, and the mean of this distribution for our 3 values of $U$.


Figure 3.5: Left: distribution of $I_{\mu}$ for $U=0.4$. Right: mean and quartiles of $I_{\mu}$ (containing the central half of the data) for the 3 sample values of $U$ (right). The values chosen for the threshold span a large range between determinism $(I=0)$ and randomness $(I=1)$.

### 3.8 Discussion

During the last years, a tendency has been established in cognitive neuroscience toward analyzing semantic phenomena in terms of the distribution of correlations in the featural representation of concepts. This emerging perspective has opened a new domain for the quantitative modelling of higher order processes, that has so far been only partially explored. Here, following up on our previous reports [Treves, 2005, Kropff and Treves, 2005], we have attempted to sketch a mathematical framework to help better understand latch-
ing dynamics in the context of the reduced Potts model. The model itself is based on the idea that associative memory retrieval operates throughout the cortex at two levels [Braitenberg and Schuz, 1991], and as a generic functional mechanism rather than as a separate dedicated system [Fuster, 1999]. In this spirit, we have suggested a rough description of how attractor dynamics in the network model gives rise to a complex and structured set of transitions, that could be regarded as a model of infinite recursion. This complexity, grounded in the correlation between patterns, is controlled mainly by the threshold, that also sets the global activity in the network. An appropriate value of the threshold ensures the transient coexistence of decaying and newly emerging attractors at critical points in the retrieval process, when latching between attractors takes place.

Two additional aspects of latching dynamics, which are only weakly related to the control parameter studied here, still need to be studied in detail: differences between non-recurrent and recurrent networks on the one hand; and the cross-over from finite to infinite recursion on the other. These two issues are of a very dissimilar nature. While the latter, amounting to a percolation phase transition, can be described with the tools presented here, as sketched in section 3.7, the former requires a better comprehension of single retrieval dynamics. Both studies are in progress, and will be the object of future communications.

Though complexity and recursion are both aspects of latching dynamics, as described above, they are independent, as the following example can clarify. When correlations are very strong, and the control parameters set a low level of activity, the dynamics can show a tendency toward determinism, not in the sense of converging to the null attractor, but rather as a sustained cyclic activity involving small groups of patterns. Ideally, one could even find several eigenvalues of the transition probability matrix equal to 1 (associated with infinite recursion), and still a low complexity $<I_{\mu}>$ in the transitions. This kind of behavior does not seem to be interesting, though, in relation to the phenomena we want to model. The inverse pattern of behavior, corresponding to high complexity of transitions but low recursion, has not yet been observed by us. The interesting regime to study language, we
predict, is that of chaotic dynamics, where the divergence between neighbouring trajectories can be controlled by subtle cognitive factors.

Finally, though the control of complexity was presented here as involving the manipulation of a single parameter (the threshold $U$ ), which is actually enough to span the whole space of dynamical network behaviors, this control relies in fact on balancing $U$ with other parameters, the most important of which is the self interaction term of the Potts units, $J_{i i}^{k k}$. If $J_{i i}^{k k}$ increases, it tends to stabilize the current attractor, adding rigidity to the system. This balance between threshold and self interaction is of major importance in order to consider, in the future, the dynamics of the complete network, without the reduction to Potts units. The self interaction of Potts units is related to the capacity of local networks to maintain specific "delay" activity in the face of external input or, in other words, to the ratio of strengths between long- and short-range synaptic connections, in a full model including single neurons.

## Chapter 4

## Correlated patterns: consequences of their effective storage

### 4.1 Introduction

Autoassociative memory networks can store patterns of neural activity by modifying the synaptic weights that interconnect neurons [Hopfield, 1982, Amit, 1989], following the simple rule first stated by Donald O. Hebb: neurons that fire together wire together [Hebb, 1949]. Once a pattern of activity is stored, it becomes an attractor of the dynamics of the system. Evidence of attractor behavior has been reported in the rat hippocampus in vivo [Wills et al., 2005]. Such memory mechanisms have been proposed to be present throughout the cortex, where hebbian plasticity plays a major role.

The theoretical and computational literature studying variations of the original Hopfield model [Hopfield, 1982] is profuse. Advantages toward optimality or biological plausibility have been demonstrated by varying the learning rule, the neuron model, the architecture or connectivity scheme and the statistics of the input data. The resulting changes in the behavior of the network, however, are often quantitative rather than qualitative. Attractor networks are robust systems that depend only weakly on details. Any optimized attractor network, in fact, appears to be able to retrieve a total amount of information that is never
more than a fraction of a bit per synaptic variable. This limit, consistent with insight obtained with the Gardner approach [Gardner, 1988] but never fully proven, implies that the 'storage capacity' of any associative memory network is constrained by the number of independently modifiable synapses it is endowed with. A suboptimal organization can easily underutilize such capacity, but no clever arrangement can do better than that. Crossing the capacity limit induces a 'phase transition' into total amnesia, destroying the attractor dynamics that would lead to memory states.

Subtler memory deficits than an overall collapse have been reported in the neuropsychological literature, such as category specific effects in the semantic memory system. Patients with partial damage in the cortical networks sustaining semantic memory are found to lose preferentially some concepts rather than others (typically animals rather than tools or living rather than non-living things). Initially, research on these effects produced two major antagonistic accounts: the sensory-functional theory [Warrington and Shallice, 1984, Warrington and McCarthy, 1987] and the domain specific theory [Caramazza and Shelton, 1998]. Roughly, they hypothesize that different categories of concepts are localized within partially different (the former) or completely different (the latter) cortical networks. Damage to particular areas would then produce a deficit in the corresponding category of concepts. Attempts to validate some predictions of these theories have not been successful, and an alternative view has emerged in the last few years that, although formulated in various ways, basically hypothesizes that the crucial factor to understand category specific effects is the correlation among items of semantic information, presumed to be stored in one extended and only weakly heterogeneous network [Devlin et al., 2002, Tyler et al., 2000, Sartori and Lombardi, 2004, McRae et al., 1997]. According to this view, random damage to the network would produce selective impairments not because one category is more localized within the damaged area than the other, but rather because differences in the structure of correlations make some categories more vulnerable to damage than others. This explanation has been formulated in a qualitative rather than quantitative formulation. The object of the present study is
to fill this gap with a theory that produces systematic quantitative predictions applicable, in principle, to these and other memory networks storing correlated information. We focus on mathematical models that allow to assess the hypothesis in its 'pure' form, without discussing further other accounts of category specific deficits, found in the literature, which may of course offer complementary elements to an integrated explanation of empirical results.

Most models of attractor networks consider patterns that, for the sake of the analysis, are generated by a simple random process, uncorrelated with each other. Some exceptions appeared during the 80 's, when interest grew around the storage of patterns derived from hierarchical trees [Parga and Virasoro, 1986, Gutfreund, 1988]. In particular, Virasoro [Virasoro, 1988] relates the behavior of networks of general architecture to prosopagnosia, an impairment in certain patients to identify individual stimuli (e.g., faces) but not to categorize them. Interestingly, his model indicates that prosopagnosia is not prevalent in networks endowed with Hebbian-plasticity. Other developments have described perceptron-like or other local rules to store generally correlated patterns [Gardner et al., 1989, Diederich and Opper, 1987, Srivastava and Edwards, 2004] or patterns with specifically spatial correlation [Monasson, 1992]. More recently, Tsodyks and collaborators [Blumenfeld et al., 2006] have studied a Hopfield memory in which a sequence of morphs between two uncorrelated patterns is stored. In their work, the use of a saliency function favouring unexpected over expected patterns, during learning, can result in the formation of a continuous one-dimensional attractor that spans the space between two original memories. Such fusion of basins of attraction is an interesting phenomenon that we leave for a later extension of this work. In this report, we assume that the elements stored in semantic memory are discrete by construction.

In summary, we aim to show here how a modified version of the standard 'Hebbian' plasticity rule enables an autoassociative network to store and retrieve correlated memories, and how a side effect of the need to use this modified learning rule is the emergence of substantial variability in the resistance of individual memories to damage, which, as we discuss, could explain the prevailing trends of category specific memory impairments observed
in patients.

### 4.1.1 The model

We consider a network with $N$ neurons and $C<N$ afferent synaptic connections per neuron. The network stores $p$ patterns, and the parameter $\alpha=p / C$ measures its memory load. As for classical analyses [Amit, 1989], we take the 'thermodynamic' limit ( $p \rightarrow \infty, C \rightarrow \infty$, $N \rightarrow \infty, \alpha$ constant, $C / N$ constant) in which the equilibrium properties of the network depend on $\alpha$ rather than separately on $N, C$ and $p$.

The activity of neuron $i$ is described by the variable $\sigma_{i}$, with $i=1 \ldots N$. Each of the $p$ patterns is a particular state of activation of the network. The activity of neuron $i$ in pattern $\mu$ is described by $\xi_{i}^{\mu}$, with $\mu=1 \ldots p$. The perfect retrieval of pattern $\mu$ is thus characterized by $\sigma_{i}=\xi_{i}^{\mu}$ for all $i$. For the sake of simplicity, we will assume binary patterns, where $\xi_{i}^{\mu}=0$ if the neuron is silent and $\xi_{i}^{\mu}=1$ if the neuron fires. Consistently, the activity states of neurons will be limited by $0 \leq \sigma_{i} \leq 1$. Extensions of this work to e.g. threshold-linear units [Treves, 1990] or to Potts units [Kropff and Treves, 2005] are left for further analyses, though, as usual with attractor networks, there is no reason to expect large differences in the qualitative behavior of the system.

We assume that a fraction $a$ of the neurons is activated in each pattern, $a=\Sigma_{i} \xi_{i}^{\mu} / N$ for $\mu=1 \ldots p$. This sparseness parameter is critical in determining the storage capacity of any associative memory network [Treves and Rolls, 1991].

Each neuron receives $C$ synaptic inputs. To describe the architecture of connections we use a random matrix with elements $c_{i j}=1$ if a synaptic connection between post-synaptic neuron $i$ and pre-synaptic neuron $j$ exists and $c_{i j}=0$ otherwise, with $c_{i i}=0$ for all $i$, a requirement for most attractor network models to function. In addition, synapses have associated weights $J_{i j}$.

The influence of the network activity on a given neuron $i$ is represented by the field

$$
\begin{equation*}
h_{i}=\sum_{j=1}^{N} c_{i j} J_{i j} \sigma_{j} \tag{4.1}
\end{equation*}
$$

which enters a sigmoidal activation function when updating the activity of the neuron

$$
\begin{equation*}
\sigma_{i}=\left\{1+\exp \beta\left(U-h_{i}\right)\right\}^{-1} \tag{4.2}
\end{equation*}
$$

where $\beta$ is an inverse temperature parameter and $U$ is a threshold parameter, which must be kept of order 1 (given the appropriate scaling of the weigths that we will adopt) in order to have a storage capacity close to optimal [Buhmann et al., 1989, Tsodyks and Feigel'Man, 1988]. If $U \ll 1$ all the neurons tend to activate, somewhat similarly to what happens during an epileptic seizure. If, on the other extreme, $U \gg 1$, all neurons tend to be silent. In both extreme situations the effect of $U$ on the network is much stronger than that of the attractors. When $U$ is of order 1 , on the contrary, the attractors dominate the dynamics of the network, keeping the total activity of the network near the sparseness $a$ even for transient states, independently of small variations of $U$.

The learning rule that defines the weights $J_{i j}$ in classical models reflects the Hebbian principle: every pattern in which both neurons $i$ and $j$ are active contributes positively to $J_{i j}$. In addition, in order to optimize storage, the rule may include some prior information about pattern statistics. In a one-shot learning paradigm, with uncorrelated patterns, the optimal rule uses the sparseness $a$ as a 'learning threshold' [Tsodyks and Feigel'Man, 1988],

$$
\begin{equation*}
J_{i j}=\frac{1}{C a} \sum_{\mu=1}^{p}\left(\xi_{i}^{\mu}-a\right)\left(\xi_{j}^{\mu}-a\right) \tag{4.3}
\end{equation*}
$$

Note that this 'classical' rule includes implausible positive contributions when both pre- and post-synaptic neurons are silent, and neglects a baseline value for synaptic weights, necessary to keep them positive excitatory weights. Both are simplifications convenient for the mathematical analysis, which have been discussed elsewhere (e.g., in [Treves and Rolls, 1991]) and they will be assumed in the present model as well, though, as we will show, the first and more critical one will not be necessary once we introduce our modified rule.

The above rule has been effectively used to store patterns drawn at random from the distribution with probability

$$
\begin{equation*}
P\left(\xi_{i}^{\mu}\right)=a \delta\left(\xi_{i}^{\mu}-1\right)+(1-a) \delta\left(\xi_{i}^{\mu}\right) \tag{4.4}
\end{equation*}
$$

independently for each unit $i$ and pattern $\mu$. In such conditions, the storage capacity of the network is $\alpha_{c} \propto a^{-1}$. This result assumes the limit of low sparseness, $a \ll 1$, which is the interesting case to model brain function, limit that we will also take in the rest of this work.

Patterns that are correlated, unlike what is implied by the probability distribution in Eq. 4.4, cannot however be stored effectively in a network with weights given by Eq. 4.3. For example, patterns intended to model correlated semantic memory representations have been considered for a long time 'impossible to store' in an attractor network [McRae et al., 1997, Cree et al., 1999, Cree et al., 2006].

### 4.1.2 Network damage in the model

Semantic impairments can result from damage of very diverse nature, like Herpes Encephalitis, brain abscess, anoxia, stroke, head injury and dementia of Alzheimer type, this last characterized by a progressive and widespread damage. How can we represent damage in our model network in a general way?

The model literature on attractor networks shows that the stability of memories depends on the parameter $\alpha=p / C$ as explained above, where $p$ can be considered in this case as fixed and equal to the number of concepts stored in the semantic memory of a patient. The sparseness $a$ also plays an important role, since the critical value of $\alpha$, or the storage capacity $\alpha_{c}$, varies inversely to $a$. In addition, we will show in this work that the distribution of popularity $a_{i}$ across neurons (the fraction of patterns in which each neuron $i$ is active) is a crucial determinant of the storage capacity when memories are correlated. However, it is interesting to notice that both in the modelling literature and in this work, the total number of neurons in the network $N$ is not a determinant factor for the stability of memories, as long as it is large enough to apply statistics.

In our model, random damage to a memory network might affect only $C$ (if the damage is focalized on synapses) or $N$ and $C$ in the same proportion (if the damage is focalized on neurons), while the sparseness $a$ and the distribution of popularity (see below) should, to a first approximation, remain unchanged due to randomness. Since $N$ does not determine the stability of memories, here we simply model network damage as a decrease in the number of connections per neuron, $C$. Interestingly, forgetting in an intact network could be thought of as the modification of an increasing number of synaptic weights to values that are uncorrelated with the learned ones, and modeled in a similar way. The selective damage of an arbitrary group of synapses or neurons, instead, cannot be modelled simply as a decrease in $C$, and could lead to different and interesting results that are, however, outside the scope of this work.

### 4.2 Results

### 4.2.1 A rule for storing correlated distributions of patterns

We consider a distribution of patterns in which Eq. 4.4 no longer applies, although, to simplify the analysis, we still assume patterns to have a fixed mean activity, as quantified by the sparseness $a$ (the more general case is treated in [Kropff, 2007], resulting in a more complicated analysis but no qualitative changes in the conclusions). We propose a learning rule similar to the one in Eq. 4.3 with the variant that now learning thresholds are specific to each neuron,

$$
\begin{equation*}
J_{i j}=\frac{1}{C a} \sum_{\mu=1}^{p}\left(\xi_{i}^{\mu}-a_{i}^{\text {post }}\right)\left(\xi_{j}^{\mu}-a_{j}^{\text {pre }}\right) . \tag{4.5}
\end{equation*}
$$

Let us use a signal-to-noise analysis to identify appropriate values for such thresholds. The field in Eq. 4.1 can be split into a signal and a noise part by assuming, without loss of generality, that pattern 1 is being retrieved ( $\sigma_{j}$ similar to $\xi_{j}^{1}$ for all $j$ ):

$$
\begin{equation*}
h_{i}=\frac{1}{C a}\left(\xi_{i}^{1}-a_{i}^{\text {post }}\right) \sum_{j=1}^{N} c_{i j}\left(\xi_{j}^{1}-a_{j}^{\text {pre }}\right) \sigma_{j}+\frac{1}{C a} \sum_{\mu=2}^{p}\left(\xi_{i}^{\mu}-a_{i}^{\text {post }}\right) \sum_{j=1}^{N} c_{i j}\left(\xi_{j}^{\mu}-a_{j}^{\text {pre }}\right) \sigma_{j} \tag{4.6}
\end{equation*}
$$

where the first term in the RHS is the signal and the second term is the noise. As usual, the signal is a single macroscopic term that drives activity toward the desired attractor state, while a sum of many microscopic contributions comprises the noise. To analyze the latter we assume that $\xi_{i}^{\mu}$ and $\xi_{j}^{\mu}$ are statistically independent variables, as long as $i \neq j$ (whereas we do not require $\xi_{i}^{\mu}$ and $\xi_{i}^{\nu}$ to be independent; on the contrary, the aim is to handle their correlation). If this condition of independence among units, which is central to our analysis, is fulfilled, the noise term can be viewed, to a first approximation, as generated by a gaussian distribution with mean

$$
\begin{equation*}
\ll \text { noise } \gg=\frac{p-1}{C a} \sum_{j=1}^{N} c_{i j} \sigma_{j}\left(\ll \xi_{i}^{\mu} \gg_{\mu}-a_{i}^{\text {post }}\right)\left(\ll \xi_{j}^{\mu} \gg_{\mu}-a_{j}^{\text {pre }}\right) . \tag{4.7}
\end{equation*}
$$

If this mean is different from zero, the noise scales up with $p$, which is the first cause of the performance collapse mentioned above (the optimal one-shot learning rule for uncorrelated patterns has $a_{k}^{\text {post }}=a_{k}^{\text {pre }}=a$ for all $k$, which results in general in a mean noise different from 0). For $\ll$ noise $\gg$ in Eq. 4.7 to vanish, at least to leading order in $p$, we must choose either $a_{i}^{\text {post }}=\ll \xi_{i}^{\mu}>_{\mu}$ or $a_{j}^{\text {pre }}=\ll \xi_{j}^{\mu}>_{\mu}$. We choose the latter

$$
\begin{equation*}
a_{i}^{p r e}=a_{i} \equiv \frac{1}{p} \sum_{\mu=1}^{p} \xi_{i}^{\mu} \tag{4.8}
\end{equation*}
$$

where we have introduced $0 \leq a_{i} \leq 1$, the popularity of neuron $i$, that measures how shared is the activity of this neuron among the patterns in memory. Once this particular choice has been made, one sees from Eq. 4.5 that the contribution of $a_{i}^{\text {post }}$ to the field $h_{i}$ vanishes, and its exact value is irrelevant. We then choose $a_{i}^{\text {post }}=0$ for all $i$.

The next step is to analyze how the variance of the noise distribution scales up with $p$ and $C$. We have

$$
\begin{equation*}
\ll(\text { noise }-\ll \text { noise } \gg)^{2} \gg=\frac{1}{C^{2} a^{2}} \sum_{\mu, \nu=2}^{p} \xi_{i}^{\mu} \xi_{i}^{\nu} \sum_{j, k=1}^{N} c_{i j} c_{i k} \sigma_{j} \sigma_{k}\left(\xi_{j}^{\mu}-a_{j}\right)\left(\xi_{k}^{\nu}-a_{k}\right) \tag{4.9}
\end{equation*}
$$

which can be divided into four contributions that scale differently with $p$ and $C$, depending
on whether or not $j$ and $k$ on one side and $\mu$ and $\nu$ on the other are equal:

$$
\begin{align*}
\ll(\text { noise }-\ll \text { noise } \gg)^{2} \gg= & \frac{1}{C^{2} a^{2}} \sum_{\mu=2}^{p} \xi_{i}^{\mu} \sum_{j=1}^{N} c_{i j} \sigma_{j}^{2}\left(\xi_{j}^{\mu}-a_{j}\right)^{2}+  \tag{4.10}\\
& +\frac{1}{C^{2} a^{2}} \sum_{\mu \neq \nu=2}^{p} \xi_{i}^{\mu} \xi_{i}^{\nu} \sum_{j=1}^{N} c_{i j} \sigma_{j}^{2}\left(\xi_{j}^{\mu}-a_{j}\right)\left(\xi_{j}^{\nu}-a_{j}\right)+ \\
& +\frac{1}{C^{2} a^{2}} \sum_{\mu=2}^{p} \xi_{i}^{\mu} \sum_{j \neq k=1}^{N} c_{i j} c_{i k} \sigma_{j} \sigma_{k}\left(\xi_{j}^{\mu}-a_{j}\right)\left(\xi_{k}^{\mu}-a_{k}\right)+ \\
& +\frac{1}{C^{2} a^{2}} \sum_{\mu \neq \nu=2}^{p} \xi_{i}^{\mu} \xi_{i}^{\nu} \sum_{j \neq k=1}^{N} c_{i j} c_{i k} \sigma_{j} \sigma_{k}\left(\xi_{j}^{\mu}-a_{j}\right)\left(\xi_{k}^{\nu}-a_{k}\right) .
\end{align*}
$$

The first term in the RHS scales like $(p-1) / C \simeq \alpha$, the second one like $(p-1)(p-2) / C$, the third one like $(p-1)$ and the fourth like $(p-1)(p-2)$. Remembering, however, our definition of popularity in Eq. 4.8, and the statistical independence between neurons, one can see that the leading contributions to the second to fourth term vanish. The remaining dependency of the variance on $\alpha$ is similar to the one found in classical models of autoassociative memory with independent or randomly correlated patterns, indicating that the new rule

$$
\begin{equation*}
J_{i j}=\frac{1}{C a} \sum_{\mu=1}^{p} \xi_{i}^{\mu}\left(\xi_{j}^{\mu}-a_{j}\right) \tag{4.11}
\end{equation*}
$$

is a generalization of the Hopfield model appropriate to the storage of correlated patterns.
Figure 4.1 shows simulations of networks of different size and connectivity, employing either the classical or our modified learning rule, to store either uncorrelated or correlated memories, as described in Methods. The hierarchical algorithm described in [Kropff and Treves, 2007a] allows us to construct datasets of different $p$ and $N$ values with approximately the same correlation statistics. The four curves result from the combination of the two different learning rules, the standard rule in Eq. 4.3 and the one in Eq. 4.11, with two types of pattern distribution, correlated or not. With the standard, one-shot learning rule, the number of uncorrelated patterns constructed using Eq. 4.4 that can be stored and correctly retrieved, $p_{\max }$, grows linearly with the connectivity $C$. With non-trivial correlations among patterns, however, the storage capacity collapses: rather than scaling linearly with $C, p_{\max }$ even decreases toward 0 for very high values of $C$. This catastrophe is reversed when the popularity


Figure 4.1: The critical value $p_{\max }$ measured as the value of $p$ at which $70 \%$ of the patterns are retrieved succesfully. We show $p_{\max }$ as a function of $N$ using the proportion $C=0.17 N$ for the four combinations of two learning rules and two types of dataset. Violet: one shot 'standard' learning rule of Eq. 4.5. Pink: modified rule of Eq. 4.11. Solid: trivial distribution of randomly correlated patterns obtained from Eq. 4.4. Dashed: non-trivially correlated patterns obtained using a hierarchical algorithm. In three cases the scaling of $p_{\max }$ with $C$ is linear, as in the classical result. Only in the case of one-shot learning of correlated patterns there is a storage collapse.
$a_{i}$ replaces the sparseness $a$ as a learning threshold, bringing $p_{\text {max }}$ back to its usual linear dependence on $C$. The linear dependence of course holds also when the more advanced rule is applied to the original dataset of uncorrelated (i.e., randomly correlated) patterns. Finally, it is important to note that the success in retrieving patterns stored with the rule of Eq. 4.11 does not depend on the algorithm that we used to construct the patterns, but rather shows the generality of the rule, as we do not include in it information about how patterns are constructed. We have tested the modified network with other sets of patterns (such as the random patterns in the same Figure or those described in Methods: patterns resulting from setting arbitrary popularity distributions across neurons as shown in Figure 4.3 or patterns taken from the semantic feature norms of McRae and colleagues [Kropff, 2007, McRae, 2005]) always reaching levels of retrieval that are consistent with the predictions of the theory.

Having defined the optimal model for the storage of correlated memories, we analyze in the following sections the storage properties and its consequences through mean field
equations. We note that the average of the popularity across neurons is $\sum_{j=0}^{N} a_{j} / N=a \ll$ 1. In the interesting limit we will consider the popularity $a_{i}$ generally near 0 , and only exceptionally close to 1 .

### 4.2.2 Retrieval with no interference: $\alpha \simeq 0$

If a pattern is being retrieved in a network with very low memory load ( $\alpha \simeq 0$ ), the interference due to the storage of other patterns is negligible. The field in Eq. 4.1 is driven by a single term corresponding to the contribution of the pattern that is being tested for retrieval (which we call pattern 1), or, in other words, the signal term,

$$
\begin{equation*}
h_{i} \simeq \xi_{i}^{1}\left[\frac{1}{C a} \sum_{j=1}^{N} c_{i j}\left(\xi_{j}^{1}-a_{j}\right) \sigma_{j}\right] . \tag{4.12}
\end{equation*}
$$

This can be re-expressed by defining the variables

$$
\begin{equation*}
m_{i}^{\mu} \equiv \frac{1}{C a} \sum_{j=1}^{N} c_{i j}\left(\xi_{j}^{\mu}-a_{j}\right) \sigma_{j} \tag{4.13}
\end{equation*}
$$

and by noticing that, since $N$ and $C$ are large (in the thermodynamic limit both tend to infinity) and $c_{i j}$ is a random connectivity matrix,

$$
\begin{equation*}
m_{i}^{1} \rightarrow m \equiv \frac{1}{N a} \sum_{j=1}^{N}\left(\xi_{j}^{1}-a_{j}\right) \sigma_{j}, \tag{4.14}
\end{equation*}
$$

that is, the average of $\left(\xi_{j}^{1}-a_{j}\right) \sigma_{j}$ across neurons. The variable $m$ always refers to the pattern that is being tested for retrieval, and it measures its overlap with the state of the network.

Inserting Eq. 4.14 into Eq. 4.12 we obtain

$$
\begin{equation*}
h_{i} \simeq \xi_{i}^{1} m \tag{4.15}
\end{equation*}
$$

This expression can be inserted into Eq. 4.2 to obtain the updated value of $\sigma_{j}$ for all neurons $j=1 \ldots N$. If the state of the network is stable, $\sigma_{j}$ does not change with updating, so it can be reinserted into Eq. 4.14, yielding a single equation that describes the stable attractor states of the system

$$
\begin{equation*}
m=\frac{1}{N a} \sum_{j=1}^{N}\left(\xi_{j}^{1}-a_{j}\right)\left[1+\exp \beta\left(U-\xi_{j}^{1} m\right)\right]^{-1} \tag{4.16}
\end{equation*}
$$

Splitting the sum into the $a N$ terms in which $\xi_{j}^{1}=1$ and the $(1-a) N$ terms in which $\xi_{j}^{1}=0$, we can rewrite it as

$$
\begin{equation*}
m=\left(1-a^{1}\right)\left\{[1+\exp \beta(U-m)]^{-1}-[1+\exp \beta U]^{-1}\right\} \tag{4.17}
\end{equation*}
$$

where the new parameter $0 \leq a^{\mu} \leq 1$ can be thought of either as the average popularity of the neurons active in pattern $\mu$ or as the average overlap between pattern $\mu$ and the other patterns:

$$
\begin{equation*}
a^{\mu} \equiv \frac{1}{N a} \sum_{j=1}^{N} \xi_{j}^{\mu} a_{j}=\frac{1}{p} \sum_{\nu=1}^{p}\left[\frac{1}{N a} \sum_{j=1}^{N} \xi_{j}^{\mu} \xi_{j}^{\nu}\right] . \tag{4.18}
\end{equation*}
$$

Note that for the interesting limit of very sparse activity, in most cases $a^{\mu} \ll 1$. From the definition of $m$ in Eq. 4.14 it can be noted that $m=1-a^{1} \simeq 1$ for perfect retrieval (i.e., $\left.\left\{\sigma_{j}\right\} \equiv\left\{\xi_{j}^{1}\right\}\right)$ and $m=a-a^{\sigma} \simeq 0$ if the activity $\sigma$ of the network has sparseness $a$ but is unrelated to $\xi^{1}$, i.e., retrieval fails.

Eq. 4.17 always admits the solution $m=0$, and it may have another stable solution depending on two combinations of parameters: $\beta U$ and $\beta\left(1-a^{1}\right)$. Whenever this nonzero solution exists, retrieval is possible. In Figure 4.2 we show, as a function of the two parameters, the highest value of $m$ that solves Eq. 4.17. A first order phase transition is observed: given a fixed value of $\beta U$ there is a critical value of $\beta\left(1-a^{1}\right)$ below which the only solution to Eq. 4.17 is $m=0$, i.e., no retrieval. In the 'zero-temperature' $(\beta \rightarrow \infty)$ limit, the condition for the existence of a non-zero solution in Eq. 4.17 reduces to $m=\left(1-a^{1}\right) \geq U$, showing that at the critical point $a_{c}^{1}=1-U$. Clearly, the choice $U=0$ would permit the retrieval of patterns with arbitrary values of $a^{1}$ (which is, by definition, not larger than 1), but as shown in [Buhmann et al., 1989, Tsodyks and Feigel'Man, 1988] and in the following sections, a threshold value of order 1 is necessary to obtain an extensive storage capacity, close to optimal, when interference due to the storage of other patterns is not negligible.

An intuitive explanation of Figure 4.2 would be the following. The learning rule in Eq. 4.11 implies that the network is less confident of any neuron $j$ with high popularity, since its positive contributions to outgoing weights are proportional to $1-a_{j}$. This implies that the more popular is, on average, the ensemble of neurons underlying a given memory (as


Figure 4.2: Numerical solutions of Eq. 4.17 varying the two relevant parameters: $\beta\left(1-a^{1}\right)$ on the $x$ axis and $\beta U$ on the $y$ axis. A first order phase transition is observed in the value of $m$ that solves Eq. 4.17. In the limit $\beta \rightarrow \infty$ the transition occurs along the identity line $1-a^{1}=U$.
expressed by its $a^{1}$ value), the less able it is to sustain, through neural activity, the corresponding attractor state. When the average activating signal is smaller than the threshold $U$, retrieval is no longer possible.

### 4.2.3 Retrieval with interference: diluted networks

To treat the case of extensive storage, $p$ scaling up with $C$, we consider the so called highly diluted approximation, which is valid when either $C \ll N$ ('diluted', i.e. sparse connectivity proper, [Derrida et al., 1987]) or $a \ll 1$ (very sparse activity, [Treves and Rolls, 1991]). There are two independent motivations to study such a limit: on one side it approximates real cortical networks, with their sparse connectivity and sparse firing, on the other, calculations are much simpler than for fully connected networks, enabling deeper analysis and wider generalization. In addition, one obtains in this limit differential equations for the dynamical evolution of all relevant variables, valid also outside of equilibrium [Derrida et al., 1987].

Such an approach is outside the scope of this work, and it is left for future studies. It is worth mentioning that some experimental work on semantic memory [Sartori and Lombardi, 2004, Sartori et al., 2005] is based on a dynamical view of the networks involved in semantic processing, as it focuses on the type of input cues that can lead to successful retrieval.

The highly diluted approximation takes into account in the field $h_{i}$ a signal term and a gaussian noise, while neglecting the effect of a second source of noise due to the propagation of neural activity around closed loops of synaptic connections. These effects scale in general like $\alpha a C / N$ [Roudi and Treves, 2004, Kropff, 2007], and are therefore negligible as $C / N \rightarrow 0$, $a \ll 1$ or, as in the previous section, $\alpha \simeq 0$.

In Eq. 4.11 we had already obtained an expression of the variance of the noise part of the field $h_{i}$ when considering it to be purely gaussian. After computing the average over $\mu$ in the surviving first term, we obtain

$$
\begin{equation*}
\ll(\text { noise }-\ll \text { noise } \gg)^{2} \gg=\alpha a_{i}\left[\frac{1}{C a^{2}} \sum_{j=1}^{N} c_{i j} a_{j}\left(1-a_{j}\right) \sigma_{j}^{2}\right] . \tag{4.19}
\end{equation*}
$$

The expression between square brackets depends on $i$ only through the connectivity matrix $c_{i j}$. As in Eq. 4.14, we can take advantage of the fact that $c_{i j}$ is random and $C$ large, and replace the sum with an average over all neurons. We can conclude that $\ll$ (noise $-\ll$ noise $\gg)^{2} \gg=\alpha a_{i} q$, where we define

$$
\begin{equation*}
q \equiv \frac{1}{N a^{2}} \sum_{j=1}^{N} a_{j}\left(1-a_{j}\right) \sigma_{j}^{2} . \tag{4.20}
\end{equation*}
$$

The local field then becomes

$$
\begin{equation*}
h_{i}=\xi_{i}^{1} m+\sqrt{\alpha a_{i} q} z_{i} \tag{4.21}
\end{equation*}
$$

where $z_{i}$ may be assumed to be drawn from a normal distribution with mean 0 and variance 1 , statistically independent with all other variables ${ }^{1}$. To describe attractors of the system,

[^1]as previously, we insert the field into Eq. 4.2 to obtain the stable value of $\sigma_{j}$, which can be re-inserted into the definition of $m$ in Eq. 4.14,
\[

$$
\begin{equation*}
m=\frac{1}{N a} \sum_{j=1}^{N}\left(\xi_{j}^{1}-a_{j}\right)\left[1+\exp \beta\left(U-\xi_{j}^{1} m-\sqrt{\alpha a_{j} q} z_{j}\right)\right]^{-1} \tag{4.22}
\end{equation*}
$$

\]

Making use of the independence of $z_{j}$ with respect to $a_{j}$ and $\xi_{j}^{1}$, we can take its average. The highly diluted version of Eq. 4.16 is then

$$
\begin{equation*}
m=\frac{1}{N a} \sum_{j=1}^{N}\left(\xi_{j}^{1}-a_{j}\right) \int_{-\infty}^{\infty} D z\left[1+\exp \beta\left(U-\xi_{j}^{1} m-\sqrt{\alpha a_{j} q} z\right)\right]^{-1} \tag{4.23}
\end{equation*}
$$

where the gaussian differential is

$$
\begin{equation*}
D z \equiv d z \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{z^{2}}{2}\right) \tag{4.24}
\end{equation*}
$$

expressing the distribution of $z_{j}$.
In the following, for simplicity, we will take the limit of zero temperature, $\beta \rightarrow \infty$. The equation for $m$ becomes

$$
\begin{equation*}
m=\frac{1}{N a} \sum_{j=1}^{N}\left(\xi_{j}^{1}-a_{j}\right) \phi\left(\frac{\xi_{j}^{1} m-U}{\sqrt{\alpha a_{j} q}}\right) \tag{4.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(y)=\frac{1}{2}\left(1+\operatorname{erf}\left(\frac{y}{\sqrt{2}}\right)\right) \tag{4.26}
\end{equation*}
$$

is a sigmoidal function increasing monotonically from 0 to 1 , with $\phi(0)=1 / 2$. Since in Eq. 4.25 the terms are not linear in $a_{j}$, it is not straightforward to obtain the new version of Eq. 4.17. To do so we must first introduce the distribution of popularity across neurons, given by the probability

$$
\begin{equation*}
F(x) \equiv P\left(a_{j}=x\right) \tag{4.27}
\end{equation*}
$$

and the distribution of popularity across neurons that are active in the pattern we are testing for retrieval,

$$
\begin{equation*}
f(x) \equiv P\left(a_{j}=x \mid \xi_{j}^{1}=1\right) . \tag{4.28}
\end{equation*}
$$

on global rather than local information. Interesting corrections in which the optimal value of $U$ depends on $a_{i}$ and is thus different for each neuron might come out of considering the non-diluted case, including an additional term in the local field $h_{i}$ as mentioned above.

The purpose of introducing these distributions is to convert a discrete set of popularities $\left\{a_{j}\right\}$ into a continuous distribution, where the popularity is represented by the variable $x$. Since $N$ is large, we can transform the sum in Eq. 4.25 into an integral over these distributions. As a result we obtain the equation

$$
\begin{align*}
m= & \int_{0}^{1} d x f(x)\left\{(1-x) \phi\left(\frac{m-U}{\sqrt{\alpha x q}}\right)+x \phi\left(\frac{-U}{\sqrt{\alpha x q}}\right)\right\}- \\
& -\frac{1}{a} \int_{0}^{1} d x F(x) x \phi\left(\frac{-U}{\sqrt{\alpha x q}}\right) \tag{4.29}
\end{align*}
$$

which extends Eq. 4.17 to the case of non negligible interference.
Since this equation depends not only on $m$ but also on $q$, we need a second equation to close the system and univocally describe the stable states of the network. From the definition of $q$ in Eq. 4.20 we can repeat the steps 4.22 to 4.25 and obtain, for stable states and in the limit of zero temperature,

$$
\begin{equation*}
q=\frac{1}{N a^{2}} \sum_{j=1}^{N} a_{j}\left(1-a_{j}\right)\left[\phi\left(\frac{\xi_{j}^{1} m-U}{\sqrt{\alpha a_{j} q}}\right)\right]^{2} . \tag{4.30}
\end{equation*}
$$

Introducing again the distributions of popularity - steps 4.25 to 4.29 - we can simplify this expression into

$$
\begin{align*}
q= & \frac{1}{a} \int_{0}^{1} d x f(x) x(1-x)\left\{\phi\left(\frac{m-U}{\sqrt{\alpha x q}}\right)-\phi\left(\frac{-U}{\sqrt{\alpha x q}}\right)\right\}+ \\
& +\frac{1}{a^{2}} \int_{0}^{1} d x F(x) x(1-x) \phi\left(\frac{-U}{\sqrt{\alpha x q}}\right) . \tag{4.31}
\end{align*}
$$

Eqs. 4.29 and 4.31 describe the stable states of the network in this 'diluted' approximation. As in the noiseless case, a phase transition separates regions of parameter space where a solution with $m \sim 1-a^{1}$ exists from regions where the only solution is $m=q=0$. The latter can now be reached by increasing $\alpha=p / C$, i.e. the memory load. In other words, the phase transition to no retrieval determines the storage capacity of the system. If $f(x)=F(x)=\delta(x-a)$, which is the case for uncorrelated patterns, the classical equations for highly diluted binary networks [Buhmann et al., 1989, Tsodyks and Feigel'Man, 1988] are re-obtained, and the critical value of the memory load scales like

$$
\begin{equation*}
\alpha_{c} \propto \frac{1}{a \ln (1 / a)} \tag{4.32}
\end{equation*}
$$

for the relevant sparse limit $a \ll 1$.
How does this classical result generalize to the case of correlated representations?

### 4.2.4 The storage capacity

Already at first glance, the system of Eqs. 4.29 and 4.31, which determine the storage capacity of a network with correlated patterns, reveals a new property of associative memories. In both equations, the second term in the RHS depends on $F(x)$ and is thus common to the retrieval of any pattern. However, the RHS of both equations depends also on $f(x)$, the distribution of popularity among neurons active in the pattern that is being retrieved. In the general case, this distribution is different for every pattern, so that the stability properties of the associated attractors will differ from pattern to pattern.

To understand this idea it is convenient to think about the storage capacity as $p / C_{m i n}$ (the minimum connectivity necessary to sustain retrieval) rather than as $p_{\max } / C$ (the maximum number of patterns that can be stored). In this view, each of $p$ memory states stored in a network has an associated value of $C_{\min }$ that depends on its own statistical properties and on the statistical properties of the whole dataset. Any particular pattern can be retrieved only if the actual connectivity level $C$ is higher than the value of $C_{\min }$ associated to it.

This view is of particular interest to analyze category specific deficits in semantic memory. We can think of $p$ as being relatively fixed, corresponding, in the model, roughly to all the concepts acquired by a healthy subject during an entire life. A mild and non-selective damage of the network might decrease the parameter $C$, which would selectively affect the memories with a high value of $C_{\text {min }}$, while sparing the others.

## An entropy characterization of the noise

To analyze Eqs. 4.29 and 4.31 we first consider that $\alpha$ and $U$ are small enough to ensure that the retrieval is possible and that $\phi\left(\frac{m-U}{\sqrt{\alpha x q}}\right) \sim 1$ and $\phi\left(\frac{-U}{\sqrt{\alpha x q}}\right) \sim 0$. Following this, any pattern that we choose to test for retrieval has $m \simeq 1-a^{1}$, as we had found for $\alpha \simeq 0$ and a
value of the noise variable $q$ that is proportional to the average of $a_{j}\left(1-a_{j}\right)$ over the neurons that are active in the pattern (as can be seen from Eqs. 4.30 or 4.31), or in other words,

$$
\begin{equation*}
S_{f} \equiv \int_{0}^{1} x(1-x) f(x) \tag{4.33}
\end{equation*}
$$

Similarly to Shannon's entropy, $S_{f}$, and in consequence the noise variable $q$, approaches 0 if neurons in the distribution are all either very popular or unpopular in their firing, while it is maximum ( $S_{f}=1 / 4$ ) when $f(x)=\delta(x-1 / 2)$, i.e. all neurons have popularity $a_{i}=1 / 2$ ${ }^{2}$. Thus, a pattern will be better retrieved if a) it includes as unpopular neurons as possible (as shown previously, to ensure $m=1-a^{1}>U$ ) and b) its neurons have a low 'entropy' value $S_{f}$, in order to minimize the noise $q \simeq S_{f} / a$.

An intuitive explanation of this comes from the analysis of the influence of neuron $j$ as noise in the field $h_{i}$, proportional to $\sum_{\mu \neq 1} \xi_{i}^{\mu}\left(\xi_{j}^{\mu}-a_{j}\right)$ as shown in Eq. 4.6. If the popularity of neuron $j$ is very low, terms of this noise where $\xi_{j}^{\mu}=1$ are large contributions (proportional to $1-a_{j}$ ), but very infrequent, while terms in which $\xi_{j}^{\mu}=0$ are very frequent but only proportional to $a_{j} \ll 1$. The exact opposite pattern emerges if neuron $j$ is very popular. As a result of this, in both cases the noise is very low. In the extreme of $a_{j}=0$ or $a_{j}=1$ the noise is exactly zero, since contributions of order 1 occur with probability 0 and inversely. In such a case the dynamics of the network is guided purely by the signal terms, that take $h_{i}$ toward the correct value for retrieval. The case in which the noise is maximal is when the probability of neuron $j$ to be active is $a_{j}=1 / 2$ and each term of the contribution of neuron $j$ to the noise in the field $h_{i}$ is proportional to $1-a_{j}=1 / 2$ or $a_{j}=1 / 2$. Finally, since the noise is also proportional to $\sigma_{j}$ and pattern 1 is being retrieved, this effect is important only for the neurons $j$ that are active in this pattern, explaining fully Eq. 4.33.

[^2]
## Popularity distributions $F(x)$ with low variance

As $\alpha$ increases, the assumption $\phi[(m-U) / \sqrt{\alpha x q}] \sim 1$ becomes eventually incorrect and for some critical value $\alpha_{c}$ a retrieval solution with $m \sim 1-a^{1}$ no longer exists. A generally fair approximation when studying storage capacity is to assume that $\alpha_{c}$ scales inversely to the factor that accompanies $\alpha$ in the argument of $\phi$, which in this case is $x q$. However, since $x$ is a variable that spans the whole range from 0 to 1 , the approximation is not useful in itself. In more general terms, $\alpha_{c}$ should scale inversely to $x_{f} q$, with $0<x_{f}<1$ some intermediate value with a strong dependence on $f(x)$. In this section we consider the case in which the variance of $F(x)$ is small enough to allow the approximation of $x$ by its average $a$ in the argument of $\phi$, while in Methods we analyze some more general examples.

Our first order approximation, assuming $\alpha$ inverse to $a q$ and $q \simeq S_{f} / a$, leads to

$$
\begin{equation*}
\alpha_{c} \propto \frac{1}{S_{f}} . \tag{4.34}
\end{equation*}
$$

In line with what we had explained intuitively, the storage capacity, or $C_{m i n} / p$, is inverse to the entropy $S_{f}$ of the pattern. In the classical case of randomly correlated patterns $S_{f}=$ $a(1-a) \sim a$ (again, assuming cortical activity to be sparse, the interesting approximation is always $a \ll 1$ ), which leads to the Tsodyks and Feigel'man result in Eq. 4.32, without the logarithmic correction.

This correction appears only when $\phi(-U / \sqrt{\alpha a q})$ starts to be significantly different from 0 . The largest contribution is the one given by the second term in the RHS of Eq. 4.31, since it is not negligible when $\phi(-U / \sqrt{\alpha a q})$ is of order $a$ (considering $a \ll 1$ ), while the other neglected terms are only relevant when $\phi(-U / \sqrt{\alpha a q})$ is of order 1. Again, we use the approximation of low variance, so the term we are interested in becomes

$$
\begin{equation*}
\mathcal{T}_{2}=\frac{1}{a^{2}} \phi\left(\frac{-U}{\sqrt{\alpha a q}}\right) \int_{0}^{1} d x F(x) x(1-x) \equiv \frac{1}{a^{2}} \phi\left(\frac{-U}{\sqrt{\alpha a q}}\right) S_{F}, \tag{4.35}
\end{equation*}
$$

where, similarly to $S_{f}$, we define $S_{F}$ as the entropy of the distribution $F(x)$. This term is near 0 for very small values of $\alpha$, where $q$ is dominated by the first term of Eq. 4.31,
which can still be considered as $S_{f} / a$, and it becomes significant only when both terms are of comparable magnitude. If this happens at values of $\alpha$ that are smaller than the one indicated by Eq. 4.34, the correction introduced by this term is relevant. To estimate this correction we impose the first and second terms of Eq. 4.31 to be about equal ( $\mathcal{T}_{2} \simeq S_{f} / a$ ) and consider $a \ll 1$, which leads to

$$
\begin{equation*}
\phi\left(-\frac{U}{\sqrt{\alpha_{c} S_{f}}}\right) \simeq \frac{a S_{f}}{S_{F}} \tag{4.36}
\end{equation*}
$$

Inverting the function $\phi$ we obtain $\alpha_{c}$ as

$$
\begin{equation*}
\alpha_{c} \simeq \frac{1}{2 S_{f}}\left[\frac{U}{\operatorname{erf}^{-1}\left(1-\frac{2 a S_{f}}{S_{F}}\right)}\right]^{2} \tag{4.37}
\end{equation*}
$$

The inverse error function can be approximated as

$$
\begin{equation*}
\operatorname{erf}^{-1}(1-y) \sim \sqrt{\ln \left(\sqrt{\frac{2}{\pi}} \frac{1}{y}\right)} \tag{4.38}
\end{equation*}
$$

for small values of $y$. Since $F(x)$ has low variance, $S_{f}, S_{F} \sim a \ll 1$ and $a S_{f} / S_{F}$ can be taken to be a small quantity. We then approximate

$$
\begin{equation*}
\alpha_{c} \simeq \frac{1}{2 S_{f}}\left[\frac{U^{2}}{\ln \left(\frac{S_{F}}{\sqrt{2 \pi} a S_{f}}\right)}\right] \propto \frac{1}{S_{f} \ln \left(\frac{S_{F}}{a S_{f}}\right)} \tag{4.39}
\end{equation*}
$$

If this scaling of $\alpha_{c}$ is lower than indicated by Eq. 4.34 (or, in other words, if $\ln \left(S_{F} /\left(a S_{f}\right)\right)>$ 1) this correction is relevant. Finally, in the case of trivial correlations $f(x)=F(x)=\delta(x-a)$ and consequently $S_{f}=S_{F} \simeq a$. The full classical result of Eq. 4.32 is then reproduced by Eq. 4.39, indicating that the latter is a generalization of the former.

In Methods we find expressions similar to 4.39 for wider distributions of $F(x)$. As we show, the slower the decay of the tail of a smooth distribution $F(x)$ with increasing $x$, the poorer is performance in terms of storage capacity. If the decay of $F(x)$ is exponential or faster, the $1 / S_{f}$ scaling of Eq. 4.39 holds with at most a larger logarithmic correction. If the decay is a power-law, instead, the scaling is much poorer: $\alpha_{c} \propto a / S_{f}$, with, as usual, $a \ll 1$.


Figure 4.3: Simulations of the storage capacity of a network storing patterns with an arbitrary correlation distribution $\mathrm{F}(\mathrm{x})$. The parameters are $N=500, p=50, a=0.1, U=0.35$ and variable $C$. For all values of $C$ each pattern is tested 10 times for stability, with different connectivity matrices $c_{i j}$. a Popularity distribution across the whole network, $F(x)$. Note that neurons with $a_{i}=0$ do not really participate in network dynamics, making the effective values of $C$ and $N$ slightly lower. b Stable value of $m$ for each pattern vs. its $S_{f}$ value. The data has been smoothed by taking the median over a moving window. From blue toward violet: connectivity $C / N$ starting with 1 and decreasing in steps of 0.05 . For each color, the graph shows that some patterns are retrieved while others are not, corresponding to low and high values of $S_{f}$. The critical value of $S_{f}$ at which the transition occurs moves to the left as the connectivity is reduced, which, as explained in the Introduction, is the strongest effect of random network damage. c Storage capacity computed from the step-like transitions in b. Black dots, left axis: critical value of $S_{f}$ vs. connectivity, showing the maximum retrievable $S_{f}$ supported by the $C$ connections of the network. Red line, right axis: percent of patterns with a value of $S_{f}$ lower than the critical one.

## Informative memories are less robust

In Figure 4.3 we show results of simulations using a distribution of correlated patterns (see details in Methods), focusing on how the successful retrieval of a pattern depends on its $S_{f}$ value, and how a decrease in $C$ results in the selective lost of memories. This illustrates how the effective memory load of a network depends not only on the number of patterns that are being stored but also on how informative they are. An autoassociative memory could store virtually infinite patterns, for example, if they were constructed in such a way that all of the


Figure 4.4: Distribution of $S_{f}$ in concepts belonging to the 'living' and the 'non living' categories obtained from the feature norms of McRae and colleagues [McRae et al., 2005]. Living things have a distribution centered at higher values of $S_{f}$, which in terms of our analysis means that they are more informative but also more susceptible to damage, as observed in patient studies.
neurons contributed vanishing entropy, and hence were minimally informative: this would be the case if some neurons were active in nearly every pattern, while others in none, keeping the mean activity fixed to a value $a$. This result is in agreement with the notion that any associative memory network is ultimately constrained in the amount of information each of its synapses may store [Gardner, 1988].

The other interesting aspect of Eqs. 4.29 and 4.31 is that memory patterns are rather independent from one another in their retrievability. In the process of lowering $C$ (which is, as explained in Introduction, the strongest effect of random network damage in our model) any pattern with a low value of $S_{f}$ would be retrieved even when most of the other patterns have become irretrievable. Generally speaking, informative memories are lost, while noninformative ones are kept.

This model thus offers a quantitative explanation of category specific effects, along principles similar to those suggested, in a non mechanistic way, by several previous studies [Tyler et al., 2000, Sartori and Lombardi, 2004, McRae et al., 1997]. In our network, the
classical dichotomy would be verified if the semantic representations of living things had on average higher values of $S_{f}$ than those of nonliving things, a plausible assumption that can be assessed using evidence in the relevant literature. As an example, we analyze the feature norms of McRae and colleagues, experimentally obtained representations of 541 concepts in terms of 2526 features [McRae et al., 2005] (see Methods). In Figure 4.4 we show that the distributions of $S_{f}$ in the two categories overlap, but they are centered around different values of $S_{f}$, with living things on average more informative, hence more vulnerable to damage - a trend that is consistent with our analysis ${ }^{3}$.

### 4.3 Discussion

Several experimental studies investigating semantic memory from the perspective of feature representation suggest that the representation of concepts in the human brain present non-trivial correlations [Vinson and Vigliocco, 2002, Garrard et al., 2001], presumably reflecting to some extent non-trivial statistical properties of objects in the real world or in the way we perceive them. It has not yet been proposed, however, how a plausible memory network could store reliably such representations; while attempts to model the storage of feature norms (experimentally obtained prototypes mimicking concept representations) with attractor networks have had success only using small sets of memories [McRae et al., 1997, Cree et al., 1999, Cree et al., 2006]. We propose here a way in which a purely Hebbian autoassociative memory could store and retrieve sets of correlated representations of any size, using a number of connections per neuron $C$ that increases proportionally with $p$.

Interestingly enough, our learning rule is not quite appropriate for a one-shot learning

[^3]process, since it requires to calculate statistical properties of the dataset - the popularity of neurons - before learning the patterns. In the case of semantic memory, concepts are acquired through a long time experience and through the repeated exposure to diverse versions of the input, allowing, if necessary, for a continuous updating of popularity estimates. Episodic memory, on the other hand, requires one-shot learning, leaving no time for a learning rule like ours to deal with the correlation between memories. Associative networks may have evolved in other directions to enable the on-line storage of episodes and events. Evidence has recently been obtained [Leutgeb et al., 2007] supporting the suggestion that the dentate gyrus acts as an orthogonalizing device in the heart of the medial temporal lobe episodic memory system [Treves and Rolls, 1992]. The hippocampus could then function as an orthogonalized buffer, that helps neocortical networks acquire correlated memories through an off-line process. It has been proposed [Marr, 1971, Wilson and McNaughton, 1994, Hinton et al., 1995] that it is during sleep that the hippocampus transfers to cortical areas the statistical biases of the input, in a process of consolidation. While one-shot learning of a large dataset of orthogonal or randomly correlated patterns can be achieved through the 'standard' rule of Eq. 4.3, the learning or stabilization of correlated memories in their final cortical destination may be consolidated by a learning process that reflects what in our model we have defined as the popularity of different neurons. Such consolidation may well accompany the spontaneous retrieval of representations stored in the hippocampus [Squire and Zola-Morgan, 1991, McClelland et al., 1995].

Our results show that correlated representations can be stored at a cost: memories lose homogeneity, some remaining robust and others becoming weak in an inverse relation to the information they convey. These side effects should be observed in any associative memory system that is understood to store correlated patterns directly, and absent if information is first equalized through pattern orthogonalization.

Conversely, one may ask: are there benefits in representing correlated memories as they are, without recoding them into a more abstract, orthogonalized space? We have
shown in a previous study [Kropff and Treves, 2007a] that correlation plays a major role in driving a latching dynamics in a model of large cortical networks, in a process that could be a model of free association, and that might also underly the capacity for language [Treves, 2005]. Also, semantic priming has been shown to be guided by correlation [Vigliocco et al., 2004, Cree et al., 1999], selectively facilitating or inhibiting the retrieval of concepts, and potentially compensating for impaired episodic access [Ciaramelli et al., 2006]. On the other hand, embodied theories of cognition suggest that far from creating a neural structure of its own, the semantic system evolved on the same neural substrates that already had a primary function (visual, tactile or motor processing, etc.), for which correlation in the representation, even if useful, would be an inevitable outcome of their history.

Some predictions of our theory could perhaps be tested experimentally. The most immediate result to test is the relationship between the distribution of patterns and their relative robustness. The distribution of neural activity of different memory representations is however not available, for obvious technical reasons. Imaging techniques do not offer the required resolution, and collecting adequate statistics from single unit recordings in animals appears prohibitive. Nevertheless, other measurable quantities could yield an estimate of relevant statistical properties of the distribution: priming effects, for example, are related to the correlations between memory items. A second way to test the theory could be to assess the retrieval of a memory by a partial cue, similarly to what has been proposed in [Sartori and Lombardi, 2004], where the authors associate retrievability with a particular statistical measure: the semantic relevance of the cue. A third possibility could be to measure the speed of retrieval, which can be related to Eqs. 4.29 and 4.31 and, again, to the specific cue that the network receives to trigger recall. In this last case, however, retrieval activity in the semantic system should be isolated from other processes, such as categorization, which could take place automatically, affecting the overall timing. Probing different systems other than semantic memory might also be a possibility, since our conclusions are general to any associative network with correlated memories. If a set of stimuli with con-
trolled correlations were to be constructed (for example a set of pictures of caricature faces with exchangeable features), the memory of subjects trained with these stimuli could be tested for retrievability. The time-to-forget should then be related to the robustness, and inversely to the information content of each item, while with orthogonalized representations forgetting should be equalized.

### 4.4 Methods

### 4.4.1 Sets of patterns used in simulations

In the simulations shown in Fig. 4.1 a hierarchical algorithm was used to generate the patterns. The main idea is to produce, in the first place, a generation of random 'parent' patterns which are not part of the dataset but are used to influence with different strength a second generation, $\left\{\xi^{\mu}\right\}$ (more details and a full analysis of the statistics of the resulting patterns can be found in [Kropff and Treves, 2007a]). The reason to use this particular algorithm is that we needed a distribution of patterns with approximately the same correlation properties independently of $p$ and $N$. Following our studies in [Kropff and Treves, 2007a], this is the case with the above algorithm, as long as $p$ and $N$ are not too small and asymptotic statistics applies.

For the simulations in Fig. 4.3 we needed higher levels of correlation than the ones that we could obtain with the algorithm described above, so as to illustrate the effects of large variability in the $S_{f}$ values of the patterns. On the other hand, we did not require in this case patterns with more than one value of $p$ and $N$. We then chose an algorithm that sets approximately an arbitrary popularity distribution over neurons. We chose

$$
\begin{equation*}
P\left(a_{i}\right)=\frac{1}{a} \exp \left(-\frac{a_{i}}{a}\right), \tag{4.40}
\end{equation*}
$$

as the target distribution of popularity $F(x)$, with $\left\langle P\left(a_{i}\right)\right\rangle \simeq a$. Since the total number of
patterns is $p$, we defined the function

$$
\begin{equation*}
n_{k}=N P(k / p) \tag{4.41}
\end{equation*}
$$

expressing, when rounded to the closest integer, how many neurons should be active in $k$ patterns. For values of $n_{k}>0.5$, we assigned a target popularity $a_{i}=k / p$ to $\operatorname{round}\left(n_{k}\right)$ arbitrary neurons. To construct each pattern $\mu$ we initially set all neurons in the pattern to be inactive. Then we picked neuron $i$ at random and set $\xi_{i}^{\mu}=1$ with probability $P_{i}$, until $a N$ neurons had been set to be active for each pattern. Finite size effects caused the actual distribution of popularity, shown in Fig. 4.3a, to be slightly different from the target one in Eq. 4.40, specially for low values of popularity. Since this region of the distribution is the less interesting one (see Section 4.4.3), we did not modify the patterns further.

The feature norms analyzed in Fig. 4.4 were downloaded from the Psychonomic Society Archive of Norms, Stimuli, and Data web site, www.psychonomic.org/archive, with the consent of the authors. The norms list $p=541$ concepts relating several of $N=2526$ features to each one of them. To each concept we associated a $\mu$ index and to each feature a $i$ index. We set $\xi_{i}^{\mu}=1$ if feature $i$ was included in the description of pattern $\mu$ and $\xi_{i}^{\mu}=0$ otherwise. Since not all patterns are associated with the same number of features, the sparseness is not constant across patterns. The average sparseness is $a \simeq 0.006$ equivalent to $\sim 15$ features per concept. For each concept, $S_{f}$ is calculated as the average value of $a_{i}\left(1-a_{i}\right)$ among the features that comprise it.

### 4.4.2 Testing the stability of memories

The stability of a memory item should be tested irrespective of how accurate a cue it needs in order to be retrieved. For this reason, we used the full original pattern as a cue, which is a good approximation of its attractor. The initial state, thus, is set to coincide with the tested pattern. In each update step, a neuron $i$ is chosen at random and updated using the rule in Eq. 4.2, keeping track of $m$, whose initial value is close to 1 by construction. Initially, $m$ varies rapidly, but it eventually converges to a stable value, either near 1 or near 0 . A
proof of this is the step like transition in the stable values of $m$, shown in Figure 4.3b. The simulation stops when the variation of $m$ is smaller than a threshold, which we set small enough to give three digits accuracy in $m$.

### 4.4.3 Storage capacity of more general distributions

As we have shown in Results, the important quantity to estimate in order to find the scaling of the storage capacity of a memory network with correlated patterns is the second term in the RHS of Eq. 4.31

$$
\begin{equation*}
\mathcal{T}_{2}=\frac{1}{a^{2}} \int_{0}^{1} d x F(x) x(1-x) \phi\left(\frac{-U}{\sqrt{\alpha x q}}\right) . \tag{4.42}
\end{equation*}
$$

The factor $\phi(-U / \sqrt{\alpha x q})$ is 0 when $x=0$ and reaches its maximum when $x=1$. On the other side, since we consider the sparse limit $a \ll 1$ the distribution $F(x)$ is concentrated toward small values of $x$. For these two reasons, the interesting part of any smooth distribution function $F(x)$ is the decay of its tail with increasing $x$. We study in this section two interesting cases: exponential and power-law distributions. Keeping in mind that the exact behavior of $F(x)$ for small values of $x$ is less relevant, these results can be generalized to any distribution function with such tails.

## Exponential distribution

The exponential distribution

$$
\begin{equation*}
F(x)=\frac{\exp (-x / a)}{a} \tag{4.43}
\end{equation*}
$$

is normalized to 1 and has mean equal to $a$ - apart from a small correction of order $\exp (-1 / a)$, which we neglect for simplicity. Its variance is about $a^{2}$, with a correction of the same order. Finally, $S_{f} \simeq a(1-2 a)$. The critical second term in the RHS of Eq. 4.31 is

$$
\begin{equation*}
\mathcal{T}_{2}=\frac{1}{a^{2}} \int_{0}^{1} d x F(x) x(1-x) \int_{-\infty}^{\sqrt{y / x}} D z=\frac{1}{a^{2}} \int_{\sqrt{y}}^{\infty} D z \int_{y / z^{2}}^{1} d x \frac{\exp (-x / a)}{a} x(1-x) \tag{4.44}
\end{equation*}
$$

where we have inverted the integration order. $D z$ is the gaussian differential defined in Eq. 4.24 and $y=U^{2} a /\left(\alpha S_{f}\right)$. The inner integral in the right-most side of the equation confirms
that the value of $F(x)$ for small $x$ is less relevant than its decay for large $x$. The RHS is now integrable, resulting in

$$
\begin{equation*}
\mathcal{T}_{2}=\frac{1}{a^{2}} \int_{\sqrt{y}}^{\infty} d z \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{z^{2}}{2}-\frac{y}{a z^{2}}\right)\left[S_{F}+\frac{y}{z^{2}}\left(1-\frac{y}{z^{2}}-2 a\right)\right] . \tag{4.45}
\end{equation*}
$$

This expression can be integrated a second time, but its analytical expression is too complicated to include here. It is enough to mention that the largest contribution is proportional to $\exp (-\sqrt{2 y / a})$

$$
\begin{equation*}
\mathcal{T}_{2} \simeq \frac{1}{2 a^{2}} \exp \left(-\sqrt{\frac{2 y}{a}}\right)\left(S_{F}+\sqrt{\frac{a y}{2}}-\frac{a}{2} \sqrt{\frac{a y}{2}}+\frac{a y}{2}-2 a \sqrt{\frac{a y}{2}}\right) \tag{4.46}
\end{equation*}
$$

Assuming $2 y / a \sim 1$ modulo some logarithmic correction (that we consider inside the exponential and neglect elsewhere) this results in

$$
\begin{equation*}
\mathcal{T}_{2} \simeq \exp \left(-\sqrt{\frac{2 y}{a}}\right) \frac{3}{4 a^{2}} S_{F} \tag{4.47}
\end{equation*}
$$

Since only $y$ depends on $\alpha_{c}$ it is easy to see from this equation that indeed $2 y / a \sim 1$ modulo logarithmic corrections, making the previous assumption self-consistent. The storage capacity can be obtained by making the RHS of Eq. 4.47, as in the previous section, equal to $S_{f} / a$,

$$
\begin{equation*}
\alpha_{c} \simeq \frac{2 U^{2}}{S_{f}\left[\ln \left(\frac{3 S_{F}}{4 a S_{f}}\right)\right]^{2}} \propto \frac{1}{S_{f}\left[\ln \left(\frac{S_{F}}{a S_{f}}\right)\right]^{2}} . \tag{4.48}
\end{equation*}
$$

Note that the square on the logarithmic factor makes this storage capacity lower than the one found for $F(x)$ distributions of very low variance. Again, the correction is valid as long as the logarithm is large, in other words $\ln \left(S_{F} / a S_{f}\right)>1$. If this condition is not met, the storage capacity scales like $1 / S_{f}$.

## Power law distribution

We define the power law distribution

$$
F(x)= \begin{cases}0 & \text { if } x<d  \tag{4.49}\\ c x^{-\gamma} & \text { if } x>d\end{cases}
$$

with $\gamma>2$ and $d$ a small cutoff value that prevents the integral of $F(x)$ from diverging. The conditions for normalization and mean are

$$
\begin{align*}
& 1=c\left(\frac{d^{1-\gamma}-1}{\gamma-1}\right)  \tag{4.50}\\
& a=c\left(\frac{d^{2-\gamma}-1}{\gamma-2}\right) . \tag{4.51}
\end{align*}
$$

There is no simple analytical expression for $c, d$ or $S_{F}$ in terms of $a$ and $\gamma$.
We want to compute

$$
\begin{equation*}
\mathcal{T}_{2}=\frac{1}{a^{2}} \int_{d}^{1} d x c x^{-\gamma} x(1-x) \phi\left(-\sqrt{\frac{y}{x}}\right) \tag{4.52}
\end{equation*}
$$

where, again, $y=U^{2} a /\left(\alpha S_{f}\right) . \mathcal{T}_{2}$ is integrable, resulting in

$$
\begin{align*}
\mathcal{T}_{2} & =\frac{c}{a^{2}} \phi[-\sqrt{y}]\left(\frac{1}{\gamma-3}-\frac{1}{\gamma-2}\right)+\frac{c}{a^{2}} \phi\left[-\sqrt{\frac{y}{d}}\right] d^{2-\gamma}\left(\frac{d}{\gamma-3}-\frac{1}{\gamma-2}\right)- \\
& -\frac{c}{a^{2}(\gamma-3)}\left(\frac{1}{2 \sqrt{\pi}}\left(\frac{y}{2}\right)^{3-\gamma}\left\{\Gamma\left[-\frac{5}{2}+\gamma, \frac{y}{2}\right]-\Gamma\left[-\frac{5}{2}+\gamma, \frac{y}{2 d}\right]\right\}\right)+ \\
& +\frac{c}{a^{2}(\gamma-2)}\left(\frac{1}{2 \sqrt{\pi}}\left(\frac{y}{2}\right)^{3-\gamma}\left\{\Gamma\left[-\frac{3}{2}+\gamma, \frac{y}{2}\right]-\Gamma\left[-\frac{3}{2}+\gamma, \frac{y}{2 d}\right]\right\}\right) \tag{4.53}
\end{align*}
$$

where $\Gamma[$,$] is the incomplete gamma function. The following series expansions are useful$

$$
\begin{align*}
\phi[-\sqrt{y}] & =\frac{\exp \left(-\frac{y}{2}\right)}{\sqrt{2 \pi y}}\left\{1+\sum_{k=1}^{\infty}\left[\prod_{j=1}^{k}(2 j-1)\right](-y)^{-k}\right\}  \tag{4.54}\\
\frac{1}{2 \sqrt{\pi}}\left(\frac{y}{2}\right)^{n-\gamma} \Gamma\left[-n+\frac{1}{2}+\gamma, \frac{y}{2}\right] & =\frac{\exp \left(-\frac{y}{2}\right)}{\sqrt{2 \pi y}}\left\{1+\sum_{k=1}^{\infty}\left[\prod_{j=1}^{k}(2 j-1+2(n-\gamma))\right](-y)^{-k}\right\} .
\end{align*}
$$

$\mathcal{T}_{2}$ is different from 0 only to order $y^{-2}$ inside the curly brackets. At this order of approximation

$$
\begin{equation*}
\mathcal{T}_{2} \simeq \frac{4 c \exp (-y / 2)}{a^{2} \sqrt{2 \pi y^{5}}} \tag{4.55}
\end{equation*}
$$

neglecting a similar term including the factor $\sqrt{d^{5}} \exp \left(-\frac{y}{2 d}\right)$. As previously, the storage capacity can be estimated as

$$
\begin{equation*}
\alpha_{c} \propto \frac{a}{S_{f} \ln \left(\frac{a^{\gamma-2}}{S_{f}}\right)} \tag{4.56}
\end{equation*}
$$

where we have used $c \propto a^{\gamma-1}$. If the logarithm is of order 1 or smaller the storage capacity scales simply like $a / S_{f}$.

## Chapter 5

## General Discussion

The present thesis work investigates different aspects of the proposal following which large cortical networks, and in particular those devoted to storing and retrieving semantic memory, function as autoassociative memories at two different levels, local and global. Such a proposal can be interpreted as a convergence point between two very different lines of thought. On one side, the speculations of Braitenberg and Schuz about possible computing mechanisms based on anatomical studies of the mammalian cortex. On the other, the feature representation framework, put in the center of the scene during the past decade by several groups of neuropsychologists inspired mostly on behavioral and imaging studies in humans.

Is this architecture better than that of a simple attractor network (equivalent to a Potts network with $S=1$ ) in terms of storage capacity? In other words, has evolution found in this architecture a solution for storing more memories? Though one might be tempted to answer positively by the $S^{2}$ scaling of the storage capacity found in Chapter 2, a few considerations must be made before doing so. If the human cortex was thought to be a simple attractor network with approximately $C \sim 10^{4}$ connections per neuron and a sparseness of, for example, $a \sim 0.01$, the maximum number of storable and retrievable memories would be around $p_{\max } \sim 0.1 C / a \sim 10^{5}$. This number, of the order, for example, of the total number of words contained in the lexicon of a normal language, seems too tight as an upper limit. In order to calculate a similar estimation for a multi-modular network
it is necessary to introduce the detailed description rather than just the Potts approximation. Johansson and Lansner have optimized the architecture of such a network in a simplified system with non overlapping minicolumns clustering into modules and interconnected by binary synapses [Johansson and Lansner, 2007a, Johansson and Lansner, 2007b]. Inserting their optimized parameters into our model would result in a network with $S=100$ and $4 \times 10^{3}$ out of the $10^{4}$ connections per neuron dedicated to inter-modular communication. With such parameters, the estimation for a Potts network would be $p_{\max } \sim 10^{8}$. However, this result depends strongly on their assumption of 5 synapses being enough to serve to communicate two given pre and post synaptic microcolumns, or, translated to the Potts network, two distant 'states'. Whether or not this number of connections, valid for their system, is enough in a non simplified two level autoassociative memory [O'Kane and Treves, 1992, Fulvi Mari and Treves, 1998], can only be assessed by studying the full model.

Chapter 3 shows that the complexity of the 'symbolic' series resulting from latching dynamics in a Potts memory network depends on the equilibrium between local self excitation of modules and global inhibition. It further proposes a non-linear dynamics approach to study the bifurcation generating the transition from a non latching to a latching system and a statistical study of the latching probability matrix to asses the possible transition toward infinite latching. We have made some partial progress in both directions [Russo et al., 2007]. In a mean field approach, we have obtained the dynamical equations that describe the behavior of the macroscopic variables across time in the case of a network storing two patterns. We have identified three regions in the space of parameters that correspond to three different latching mechanisms, a distinction that Chapter 3 does not make. A good marker for differentiating the regions is the value of $m$ at which the transition is produced, named $\lambda$. In the same paper, large sets of simulations with many patterns in the fashion of those in Chapter 3 are analyzed, but this time considering the $\lambda$ value of each transition. In a surprising consistency, three peaks appear in the resulting distribution of $\lambda$, corresponding to
the three regions observed with the simplified differential equations. The most frequent kind of transition is the one associated to the measure of correlation $\mathcal{C}_{1}^{\mu \nu}$ introduced in Chapter 3. Next in frequency of occurrence are transitions related to the units that are active in both patterns but in different states. A unit that is active in a given state and adapts seems to have some tendency to 'bounce' into another state of activity, especially when $S$ is small. A last pathological kind of transition is actually a stable cycle during which several patterns are brought to a constant high level of retrieval that serves as a baseline to very deterministic oscillations, which seem to be a dynamical counterpart of the spurious states found in classical Hopfield networks, undesired attractor states resulting from combinations of several stored patterns. The differential equations predicting the dynamics of interaction between two memory states seem so far to be the best way to study, in the future, the dependence of each kind of latching transitions on the equilibrium between local self excitation and global inhibition. The results may then be extrapolated to the more general simulations, as in the cited paper, adding if necessary a noise term in the field representing the influence of the rest of the attractor states.

Chapter 4 introduces a new property of autoassociative networks. Each stored pattern has an associated storage capacity that is inverse to the information it carries. In addition, the slower is the decay of the distribution of popularity $F(x)$ toward high values of $x$, the worse is the overall performance of the network. For fast decaying popularity distributions the minimal connectivity per neuron necessary to sustain the retrieval of a memory is simply $C_{\text {min }} \propto p S_{f}$, while slower decays can produce much higher minimal connectivity levels.

The idea that feature correlations are the cause of selectivity in semantic impairments is not the only account of such deficits. The other main lines of thought are the sensoryfunctional theory [Warrington and Shallice, 1984, Warrington and McCarthy, 1987] and the domain specific theory [Caramazza and Shelton, 1998]. The work in Chapter 4 does not help to elucidate which of these accounts is better. It limits to build a quantitative theory of correlated memory storage, parallel to the the more qualitative formulations developed,
for example, in [Tyler et al., 2000, Tyler and Moss, 2001, McRae and Cree, 2002] or other quantitative but non mechanistic accounts in the same line [Sartori and Lombardi, 2004, Sartori et al., 2005].

In the simplest studies, patients with semantic impairments have been reported to have deficits in handling concepts related to either living or non living things. Capitani and colleagues [Capitani et al., 2003] have analyzed the whole literature concluding that $77 \%$ of the studies report impairments with living things against $23 \%$ reporting the opposite trend. Any account of these results has to explain first of all two facts: a) there is a double dissociation and b) there is a higher probability of impairments related to living things. So far, the present approach has explained the latter but not the first of these observations. However, it is possible that other not yet studied ways to damage the network (for example selective damage of connections or random damage of neurons) result in the opposite pattern of selective loss, given that, as shown in Chapter 4, the storage of correlated representations brakes the symmetry between categories. Future studies will be directed to ellucidate this possiblity.

Another unsolved point in this work is the actual storage of feature norms in a simulated network. Some partial results using the norms of McRae and colleagues [McRae et al., 2005] show that this might not be a trivial problem. The popularity distribution $F(x)$ in this group of patterns is a power law, the worst of the situations analyzed in Chapter 4. The solution of the equations in this Chapter applied to the feature norms predicts a $\sim 50 \%$ performance in the retrieval of the stored memories. In simulations using a fully connected network (since $N$, the total number of features, is fixed, one must set $C=N$ to exploit the resources to the maximum), no retrieval is achieved regardless of the choice of parameters. The discrepancy between predictions and simulations is explained by the fact that the correction to the equations due to the full connectivity is not negligible and very strongly dependent on correlations. In [Kropff, 2007] I show several strategies to improve the performance of the network, based on the idea of pushing $F(x)$ toward low values of $x$. These are: the elimination
of the few most popular neurons, the expantion of the representation by incorporating new very unpopular neurons and the modulation of the strength of synapses by a function that depends on the popularity of the pre-synaptic neuron. All of these approaches can push the performance of the network near to $100 \%$. In particular, the latter might be a possible cortical mechanism to counterbalance the effect of correlations, though it is difficult to imagine how to test in an experiment such a hypothesis. For reasonable popularity distributions $F(x)$ it is enough to modulate the weights with an exponentially decaying function of the popularity of the pre-synaptic neuron to get an effective $F(x)$ that decays exponentially or faster, reaching the optimality limit in terms of how the storage capacity scales with $S_{f}$. In fact, the performance of the network does not depend strongly on the particular choice of the modulatory function as long as it decays fast enough. Again, as throughout this thesis, there is a balance between storage capacity and retrievable information. The storage capacity increases at the expense of having a lower effective information in the representations, a quantity that should be defined in future works as the information that can actively participate in the retrieval of a memory, given that informative neurons, due to the modulation, are taken less into account than uninformative ones.
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[^0]:    ${ }^{1}$ We are studying possible solutions to this issue, which will be discussed elsewhere

[^1]:    ${ }^{1}$ In the simplest signal-to-noise approach [Kropff and Treves, 2005] two 'worst-case' conditions must be met in order to have stable attractors: $h_{i}=m-\sqrt{\text { variance }}>U$ for values of $i$ in which $\xi_{i}^{1}=1$ and $h_{i}=\sqrt{\text { variance }}<U$ for $\xi_{i}^{1}=0$. This shows that the optimal value of $U$ is $m / 2 \simeq\left(1-a^{\mu}\right) / 2$, which depends

[^2]:    ${ }^{2}$ Technically, this function applied to a single unit is Tsallis' entropy with parameter $q=2$. Note, however, that Tsallis' entropy is not additive for independent events, while our $S_{f}$ is clearly a normalized extensive quantity.

[^3]:    ${ }^{3}$ One could feel tempted to store the patterns obtained from these norms in a network in order to simulate damage in a more direct way. However, the performance of the network is very poor due to the fact that the popularity distribution of the norms $F(x)$ has a power-law decay. This poor performance does not contradict the theory developed here, but rather validates it, as elaborated in [Kropff, 2007].

