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Introduction

In this thesis we address the problem of estimating the area of the graph of a map
u : Ω ⊂ R2 → R2, which is discontinuous on a segment. From a geometrical point of
view, the discontinuity produces a “hole” in graph(u) ⊂ R4, a two-dimensional man-
ifold of codimension two, namely the boundary of graph(u) in Ω×R2 is non-empty.
Usually the area of the graph of a discontinuous map is defined by relaxing the clas-
sical notion of non-parametric area of C1 maps with respect to the L1-topology. The
problem consists therefore in finding the “more convenient” way, in terms of area, to
fill the hole in the graph. This led us to introduce a suitable class of surfaces in R3,
which we have called semicartesian surfaces, that constitute a sort of intermediate
object between general disk-type surfaces and graphs of scalar functions defined on
a planar domain. In our analysis, we need also to introduce and study another re-
laxation of the area functional, made with respect to a sort of uniform convergence,
stronger than the L1-convergence.
The results reported in this thesis have been obtained during my Ph.D. at SISSA (In-
ternational School for Advanced Studies) in Trieste, in collaboration with Giovanni
Bellettini and Maurizio Paolini, and are contained in [6], [8], and [7].

Let Ω be a bounded open set of Rn, n ≥ 1; given a smooth map v ∈ C1(Ω;Rk), Chapter 1
k ≥ 1, the area of the graph of v in Ω is given by the integral

A(v,Ω) =

ˆ
Ω
|M(∇v)| dx, (0.1)

where | · | denotes the Euclidean norm and M(ζ) is the vector whose components
are all the minors up to the order min{n, k} of the (k× n) matrix ζ, see e.g. [4]. In
the perspective of Calculus of Variations, it is convenient to provide a notion of non-
parametric area also for non-regular maps. Following a well-established tradition
(see for instance [18], [13], [14], [1]), we define for every map v ∈ L1(Ω;Rk) the
relaxed area on Ω as

A(v,Ω) := inf

{
lim inf
h→+∞

A(vh,Ω) : (vh) ⊂ C1(Ω;Rk), vh → v in L1(Ω;Rk)
}
,

that is the L1-lower semicontinuous envelope of the functional A(·,Ω).
The behaviour of A(·,Ω) strongly depends on the value of k. In the scalar case,
i.e. k = 1, the relaxed area functional has been characterized (see e.g. [24], [12],
[23]): we recall in particular that its domain is the space BV(Ω) of functions with

vii



viii Chapter 0. Intruduction

bounded variation in Ω, and that A(v,Ω) can be represented as the integral over Ω
of a suitable function depending on v, for any v ∈ BV(Ω).

The study of the vectorial case, i.e. k ≥ 2, is instead much more involved, and the
issues concerning the representation of A(·,Ω) and its domain are still open. A rel-
evant reference for this problem and for this thesis is [1], where the authors analyse
lower semicontinuity properties for the relaxed functional of the area and of more
general polyconvex integrals. In [1] it is proven that the domain of the relaxed area
functional is contained in BV(Ω;Rk). Moreover, the authors characterize the subset
of L1(Ω;R2), denoted here by D(Ω;Rk), where the functional v →

´
Ω |M(∇v)| dx

is finite and lower semicontinuous, proving in particular that it contains the space
C1(Ω;Rk); this implies that the relaxed area functional valuated for a C1 map coin-
cides with the classical notion of area of the graph, namely (0.1). We also remark
that D(Ω;Rk) is strictly contained in the space A1(Ω;Rk) of maps v ∈W 1,1(Ω;Rk)
such that all the components of M(∇v) are summable in Ω. This fact was one
of the motivations for developing the theory of Cartesian currents (see for example
[18], [21], [20]).

One of the few cases for which the value of A(v,Ω) is known is when v ∈ BV(Ω;Rk)
is a piecewise constant map, without any triple or multiple point; this means that v
maps Ω into a finite set of Rk, and that for every x ∈ Ω there exists a neighbourhood
where v assumes no more than two distinct values. In this case (see [1, Theorem
3.14])

A(v,Ω) =

ˆ
Ω
|M(∇v)| dx + |Dsv|(Ω), (0.2)

where ∇v and Dsv denote the absolutely continuous and the singular component
with respect to the Lebesgue measure of the distributional derivative of v, see [4].
Formula (0.2) implies that, under the previous hypotheses on v, A(v, ·) is a measure.
In general this is not true and A(v,Ω) is only greater than or equal to the right hand
side of (0.2), see [1, Theorem 3.7]. The dependence of the relaxed area functional
on the domain is a very interesting problem. As conjectured by De Giorgi in [13],
[14], and then proven by Acerbi and Dal Maso in [1], if k ≥ 2 the relaxed area
functional is non-subadditive; more specifically, there exist a map v ∈ L1

loc(Rn;Rk)
and open bounded sets Ω1,Ω2,Ω3 ⊂ Rn such that Ω3 ⊂ Ω1 ∪ Ω2 but A(v,Ω3) >
A(v,Ω1) + A(v,Ω2); therefore it is not possible to find an integral representation
for the relaxed area, in terms of a local integrand. In [1, Theorems 4.1 and 5.1]
the authors prove the non-subadditive behaviour of A(v, ·) when v is either the
triple point map uT : R2 → R2, namely a piecewise constant map assuming three
values in a neighbourhood of the origin, or the vortex map uV : Rn → Rn defined
as uV (x) := x

|x| . We observe that the vortex map takes values in the sphere Sn−1,
and thus the determinant of ∇uV is identically zero. Incidentally, we recall that
the maps v : Rn → Rk with values in the sphere Sk−1 have an important role also
in the study of the so-called distributional Jacobian, or distributional determinant
if n = k, (see e.g. [2] for an overview and a list of references). This functional
appeared in different contexts, for example in the analysis of Sobolev and harmonic
maps with singularities (see e.g. [9]), in the study of polyconvex functionals applied
to nonlinear elasticity problems (see e.g. [17]), or also of Ginzburg-Landau type
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energies (see e.g. [29], [3]). We recall also that the maps with values in the spheres
and bounded distributional Jacobian are, in some sense, the vectorial counterpart
of finite perimeter sets (see e.g. [28], [2]). Moreover, we point out that in many
cases the distributional Jacobian of a map v : Rn → Rk can also be interpreted,
in the perspective of Cartesian currents, as the projection onto Rn of the vertical
part of a suitable Cartesian current (see e.g. [28]). Even if we shall come back to
the example of the vortex map, the starting point of our analysis is more related
to the piecewise constant maps examples. In order to prove the non-subadditivity
of A(uT , ·), Acerbi and Dal Maso provide suitable upper and lower estimates for
A(uT , ·); in [5] Bellettini and Paolini refine the upper bound of [1], estimating the
singular contribution of the relaxed area functional for the triple point map by the
area of a solution to a suitable non-parametric minimizing area problem in R3, whose
boundary conditions depend on the traces of uT on the jump set and on the presence
of the triple point. The fact that this minimal surface can be written as a graph
of a scalar map on a planar domain plays an important role in their computation,
but, to be more precise, they use only the fact that the minimal surface can be
parametrized by a map Φ : O ⊂ R2 → R3 whose first component is the identity in
the first parameter (this is always verified by a graph-type surface). We will call the
pair (O,Φ) a semicartesian parametrization.

In this thesis we aim to study the functional A(u,Ω), as well as the functional
A∞(u,Ω) that we are going to define later, for maps u : Ω ⊂ R2 → R2 jumping on a
segment. Thus, from now on, n = k = 2. We shall compare the two functionals and
characterize A∞(u,Ω) in terms of a minimizing area problem among semicartesian
surfaces satisfying suitable boundary conditions. We observe that the class of maps
that we are considering can be seen as the natural generalization of the class of
piecewise constant maps without any triple point.
Before stating the main results, we give some more detail on the semicartesian setting
and on A∞(·,Ω).

Let γ± ∈ Lip([a, b];R2) be two curves defined on a bounded closed interval [a, b] ⊂ R, Chapter 2
and let us denote by Γ± their graphs, that are curves contained in [a, b] × R2. We
set Γ := Γ− ∪ Γ+ and we refer to Γ as to a union of two graphs. We observe that,
by construction, the intersection of Γ with any plane of the form {t} × R2, t ∈
[a, b], is composed of only two (possibly coinciding) points, (t, γ−(t)) and (t, γ+(t)).
Intuitively, a surface is said semicartesian and spanning Γ if its intersection with
each of these planes is a curve, not necessarily simple, connecting (t, γ−(t)) and
(t, γ+(t)). We notice that, depending on the values of γ± at t = a and t = b, Γ can
be either a closed curve, or the union of two open curves, or an open curve. We
shall deal only with the first two situations. If Γ is union of two open curves, the
boundary of any semicartesian surface spanning Γ is composed, besides Γ− and Γ+,
of two other curves, not reduced to a single point, lying on the planes {a}×R2 and
{b} × R2, respectively; we shall refer to these two curves as to the free boundary.
If instead Γ is closed, a semicartesian surface spanning Γ has a possibly empty free
boundary; in this case its intersection with the plane {a} × R2 (resp. {b} × R2)
consists only in the point (a, γ±(a)) (resp. (b, γ±(b))). We are now in the position
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to define rigorously these two classes of semicartesian surfaces spanning Γ.

- Let us set R := (a, b) × (−1, 1) ⊂ R2
(t,s). The class of semicartesian maps

spanning Γ with partially free boundary is defined as

semicart(R; Γ−,Γ+) :=
{

Φ ∈ C(R;R3) ∩H1(R;R3) : Φ(t, s) = (t, φ(t, s)) ,

φ(t,±1) = γ±(t)
}
.

We underline that there is no condition on the values assumed by a map
Φ ∈ semicart(R; Γ−,Γ+) on the vertical sides of the rectangle R.

- If Γ is closed, let us define D := {(t, s) ∈ R2 : t ∈ (a, b), s ∈ (σ−(t), σ+(t))} for
some σ± ∈ Lip([a, b]), σ− < 0 and σ+ > 0 on (a, b), and σ±(a) = 0 = σ±(b).
Then the class of semicartesian maps spanning Γ without free boundary is
defined as

semicart(D; Γ−,Γ+) :=
{

Φ ∈ C(D;R3) ∩H1(D;R3) : Φ(t, s) = (t, φ(t, s)) ,

φ(t, σ±) = γ±(t)
}
.

We prove that semicart(R; Γ−,Γ+) is non empty, and that, whenever Γ is closed,
the same holds for semicart(D; Γ−,Γ+), see Lemma 2.10. Thus the problem of
minimizing the area among semicartesian surfaces spanning Γ is well-posed, and we
can define

m(R; Γ−,Γ+) := inf
Φ∈semicart(R;Γ−,Γ+)

ˆ
R
|∂tΦ ∧ ∂sΦ| dt ds, (0.3)

and, if Γ is closed, also

m(D; Γ−,Γ+) := inf
Φ∈semicart(D;Γ−,Γ+)

ˆ
D
|∂tΦ ∧ ∂sΦ| dt ds. (0.4)

We refer to the integral on the right hand side of (0.3) (resp. of (0.4)) as to the area
of the semicartesian parametrization (R,Φ) (resp. (D,Φ)). We observe that, when
Γ is closed, we trivially have m(R; Γ−,Γ+) ≤ m(D; Γ−,Γ+), since any image of D
through a map in semicart(D; Γ−,Γ+) can be also parametrized on R by a map in
semicart(R; Γ−,Γ+).
An issue that immediately arises concerns the existence of an area minimizing semi-
cartesian parametrization; we shall present later some results meant to address this
problem, that is, to our knowledge, still open. We also underline that, by definition,
every semicartesian surface, with or without free boundary, has the topology of the
disk; thus, at least when Γ is a closed and simple curve, it seems quite natural to
study the relations between m(R; Γ−,Γ+), m(D; Γ−,Γ+), and a(Γ), where a(Γ) de-
notes the area of an area minimizing solution of the classical Plateau’s problem for
the Jordan curve Γ. We recall that the Plateau’s problem consists in finding an area
minimizing surface, among all immersions of the disk mapping the boundary of the
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disk monotonically onto Γ. It is not difficult to see that a(Γ) ≤ m(D; Γ−,Γ+), and
we are able to prove also the opposite inequality under further regularity assump-
tions on Γ± (see Theorems 7.3 and 7.4). We expect anyway that removing these
additional hypotheses should be possible. The situation for m(R; Γ−,Γ+) is different.
Due to the presence of the free boundary, there exist maps Φ ∈ semicart(R; Γ−,Γ+)
such that Φ(R) cannot be parametrized by any of the immersions considered in the
classical Plateau’s problem. Moreover, in Example 2.15 we show a situation where
m(R; Γ−,Γ+) < a(Γ) (and consequently also m(R; Γ−,Γ+) < m(D; Γ−,Γ+)).
Another natural question concerning problems (0.3) and (0.4) is their dependence Chapter 3
on the initial data Γ±. Proving suitable lower semicontinuity properties turns out to
be crucial in order to provide estimates from below for the relaxed area functional
of maps u jumping on a segment. The lower semicontinuity result that we would
need in order to completely characterize A(u,Ω) would be that

m(R; Γ−,Γ+) ≤ lim inf
h→+∞

m(R; Γ−h ,Γ
+
h ), (0.5)

whenever (γ±h ) converge to γ± in L1((a, b);R2), where (γ±h ) ⊂ Lip([a, b];R2) are
such that Γ±h = graph(γ±h ) for every h ∈ N, as well as an analogous result for
m(D; ·, ·). We are able to prove (0.5) only requiring a uniform bound on the L∞-
norm of the derivatives of γ±h . We do not know whether this further assumption
can be removed in the semicontinuity result for m(R; ·, ·); the examples in Chapter
5 suggest that the mere L1-convergence does not suffice to prove the semicontinuity
result for the problem without free boundary. Moreover, there exist (Γh) and Γ,
Jordan curves union of two graphs, such that Γh converges(1) to Γ in L1 and a(Γ) >
lim infh→+∞ a(Γh), see Example 3.5.
This line of reasoning leads us to define, besides A(·,Ω), the functional A∞(·,Ω), Chapter 4
obtained by relaxing A(·,Ω) with respect to a convergence that is stronger than
the one induced by the L1-topology, and that can be seen as a sort of uniform
convergence. Given a map v ∈ BV(Ω;R2), a closed set J ⊂ Ω, and a sequence
(vh) ⊂ L1(Ω;R2), we say that (vh) converges uniformly out of J to v if it converges
uniformly to v in any compact set of Ω\J . The functional A∞(v,Ω) is then defined
as

A∞(v,Ω) := inf
{

lim inf
h→+∞

A(vh,Ω) : (vh) ⊂ C1(Ω;Rk),vh → v in L1(Ω;Rk),

and uniformly out of Jv

}
,

where Jv denotes the jump set of v.
We are now ready to give a rigorous description of the class of maps we will take
into consideration. We shall study the functionals A(u,Ω) and A∞(u,Ω) for maps
u ∈ BV(Ω;R2) whose jump set Ju is the segment [a, b] × {0}, and that satisfy one
of the two following conditions:

- Ω and u satisfy condition I, that is u ∈ W 1,∞(Ω \ Ju;R2) and both the end
points of Ju belong to ∂Ω;

(1)This means that Γh = graph(γ−h ) ∪ graph(γ−h ), Γ = graph(γ−) ∪ graph(γ−), (γ±h ) ⊂
Lip([a, b];R2), γ± ∈ Lip([a, b];R2) and γ±h → γ± in L1((a, b);R2).
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- Ω and u satisfy condition II, that is u ∈W 1,∞(Ω \ Ju;R2) and Ju ⊂⊂ Ω.

We could as well consider maps jumping on a C2 simple and open curve, whose
distinct end points either belong to ∂Ω or are internal points of Ω; in the Appendix
we explain how to adapt to these cases some of the results that we are going to
describe (in particular Theorems 4.7 and 4.9).

Both when Ω and u satisfy condition I and when they satisfy condition II, we can
identify the plane containing Ω with the plane R2

(t,s) where the domains R and D are

defined, so that u = u(t, s). Moreover, we can see the two traces of u on the two sides
of Ju as two curves γ±[u] ∈ Lip((a, b);R2), that we can always assume to be defined
also at t = a and t = b; we set Γ±[u] := graph(γ±[u]) and Γ[u] := Γ−[u] ∪ Γ+[u].
Notice that if Ω and u satisfy condition I, then Γ[u] will be in general composed of
two open curves, while if Ω and u satisfy condition II, then Γ[u] will be a closed
(not necessarily simple) curve.

With these notations, our results concerning the characterization of A∞(u,Ω) are
contained in the following theorems.

Theorem 0.1. Let Ω and u satisfy condition I. Then

A∞(u,Ω) =

ˆ
Ω
|M(∇u)| dt ds+m(R; Γ−[u],Γ+[u]). (0.6)

Theorem 0.2. Let Ω and u satisfy condition II. Then

A∞(u,Ω) =

ˆ
Ω
|M(∇u)| dt ds+m(D; Γ−[u],Γ+[u]). (0.7)

The proof of both results is divided into two parts. In the first part (see Theorems
4.7 and 4.9) we show that A∞(Ω,R2) is less than or equal to the right hand side of
(0.6) (resp. of (0.7)): since A∞(·,Ω) is L1-lower semicontinuous, the upper bound is
obtained by exhibiting a sequence (uh) of regular maps converging to u in L1(Ω;R2)
and uniformly out of Ju such that A(uh,Ω) tends to the right hand side of (0.6)
(resp. of (0.7)) as h → +∞. Omitting here all technical details, let us sketch
our construction of the sequence (uh) when Ω and u satisfy condition I. Let Φ ∈
semicart(R; Γ−[u],Γ+[u]), and let φ ∈ H1(R;R2) be such that Φ(t, s) = (t, φ(t, s)).
For every c > 0 we define Rc := (a, b)×(−c, c); observe that Ju ⊂ Rc. Let (εh) be an
infinitesimal sequence of positive numbers; for every h ∈ N the map uh is suitably
defined so that:

- uh(t, s) = u(t, s) in Ω \ R2εh ,

- uh(t, s) = φ(t, s/εh) in Rεh .

The regularity of u out of the jump set implies that A(uh,Ω \ Rεh) converges to´
Ω |M(∇u)| dt ds, as h→ +∞, while using the semicartesian structure of Φ we can

prove that

lim
h→+∞

ˆ
Rεh

|M(∇uh)| dt ds =

ˆ
R
|∂tΦ ∧ ∂sΦ| dt ds.
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If the area of (R,Φ) equals m(R; Γ−[u],Γ+[u]), then the sequence (uh) provides
the desired upper bound for A∞(u,Ω). Otherwise we have to consider an area
minimizing sequence of semicartesian parametrizations ((R,Φh)), and define (uh)
through a diagonal process. Similarly we get the upper bound also when Ω and u
satisfy condition II. We underline that this strategy proves also

A(u,Ω) ≤
ˆ

Ω
|M(∇u)| dt ds+m(R; Γ−[u],Γ+[u]),

for Ω and u satisfying condition I, and

A(u,Ω) ≤
ˆ

Ω
|M(∇u)| dt ds+m(D; Γ−[u],Γ+[u]),

for Ω and u satisfying condition II.
In order to conclude the proof of Theorems 0.1 and 0.2, we have to prove a lower
bound forA∞(u,Ω). More precisely, we show that for any sequence (uh) ⊂ Lip(Ω;R2)
converging to u in L1(Ω;R2) and uniformly out of Ju, the limit of A(uh,Ω) is greater
than or equal to the right hand side of (0.6) or (0.7) respectively (see Theorems 4.11
and 4.17). The proof of this lower bound is more delicate than the proof of the upper
bound. First of all, we show that we can limit ourselves to prove the result for se-
quences (uh) ⊂ Lip(Ω;R2) converging to u in L1(Ω;R2) and such that uh coincides
with u out of a neighbourhood of the jump, (see Propositions 4.13 and 4.19); hence,
we can assume that there exists a decreasing sequence of neighbourhoods of Ju such
that

⋂
h∈NNh = Ju and uh = u in Ω \Nh, for every h ∈ N. For such a sequence, we

prove that A(uh, Nh) can be estimated from below by the area of a semicartesian
parametrization spanning some Γ±h = graph(γ±h ), where γ±h depend on the traces of
uh on the boundary of ∂Nh. From the assumptions on (uh), it turns out that (γ±h )
suitably converges to γ±[u] and satisfies the hypotheses of the lower semicontinuity
result for m(R; ·, ·) (or m(D; ·, ·)). Thus (see Propositions 4.12 and 4.18) one gets

lim inf
h→+∞

A(uh, Nh) ≥ lim inf
h→+∞

m(R; Γ−h ,Γ
+
h ) ≥ m(R; Γ−[u],Γ+[u]),

(or an analogous statement for m(D; ·, ·)), concluding therefore the proof of Theorem
0.1 (and of Theorem 0.2). We stress that this latter part of the proof cannot be
adapted to A(u,Ω) in place of A∞(u,Ω), since we lack the L1-semicontinuity result
for m(R; ·, ·) and m(D; ·, ·).
This fact seems not to be just a technical issue. Indeed, if on one hand we expect Chapter 5
A(u,Ω) = A∞(u,Ω) for Ω and u satisfying condition I (at least when Γ−[u]∩Γ+[u] =
∅), on the other hand we exhibit examples of pairs (Ω,u) as in condition II such
that A(u,Ω) < A∞(u,Ω). This inequality is obtained by building sequences (uh) of
regular maps converging to u in L1(Ω;R2), but not uniformly out of Ju, such that

lim
h→+∞

A(uh,Ω)−
ˆ

Ω
|M(∇u)| dt ds < m(D; Γ−[u],Γ+[u]).

It is interesting to stress that our construction provides a sequence (uh) converging
to u uniformly out of some set Jext, union of the jump Ju and of a simple curve
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connecting Ju to ∂Ω; we call this curve virtual jump. How to choose the virtual jump
in the “most convenient way” (and even how to define the regularity class of it) is
an open and apparently not easy problem. Our examples reveal that the quantity
A(u,Ω)−

´
Ω |M(∇u)| dt ds depends not only on the traces of u on the two sides of

Ju, but also on the values of u far from the jump, and on the relative position of
the jump with respect to ∂Ω. These examples have been inspired by a construction
presented in [1] (see also [21]) used to estimate the singular contribution of the area
of the vortex map by the surface of a cylinder. We underline that these examples
confirm the highly non-local behaviour of the functional A(·,Ω), and moreover they
justify the introduction of the functional A∞(·,Ω).

We also prove a result concerning the non-subadditivity of the relaxed area func-Chapter 6
tional, see Theorem 6.1. As previously recalled, Acerbi and Dal Maso prove that
A(v, ·) is not subadditive when v is either the triple point map or the vortex map;
in both cases, the non-subadditivity seems to be related to the behaviour of v at the
origin. In this thesis we show that the same phenomenon happens also for completely
different classes of maps. More precisely, we prove that A(u, ·) is not subadditive for
a map u = (u1, u2) : Ω → R2, Ω and u satisfying condition I (therefore u jumping
on a segment), where u1 is regular and u2 is a piecewise constant function assuming
two values. We underline that this class of maps is the first generalization of the
class of piecewise constant maps without triple points (for which we recall that the
relaxed area functional is subadditive); this suggests that the non-subadditivity is a
much general feature of A.

In the last two chapters we go back to the problem of the existence of an areaChapter 7
minimizing surface in the semicartesian context, following two different approaches.
In Chapter 7, we consider curves Γ±, graphs of γ± ∈ C([a, b];R2)∩Liploc((a, b),R2),
such that their union Γ is a Jordan curve; this implies that the Plateau’s problem for
Γ is well-defined and admits a solution Y ∈ Cω(B;R3) ∩ C(B;R3), where B denotes
the unit disk. Since in general the area a(Γ) of Y is less than or equal to the area of
any semicartesian surface spanning Γ without free boundary, our strategy consists
in proving that Σmin := Y (B) can be parametrized by a semicartesian map. We are
able to prove this result under strong regularity assumptions on Γ, see Theorem 7.3.
More specifically, if Γ is analytic and Γ± join in a non-degenerate way, then there
exists a semicartesian map Φ defined on a domain O such that Φ(O) = Σmin and
whose area is a(Γ). Furthermore, by construction, Φ is conformal, and we are able
to describe qualitatively the shape of O. We observe that this case does not fit into
the previous setting, since, due to the analyticity of Γ, the curves γ± are not globally
Lipschitz on [a, b], and also the boundary of the domain O turns out to be analytic
(differently from the boundary of the domain D previously defined). We adapt the
proof to a curve Γ union of two C1,α graphs, α ∈ (0, 1), that is instead a particular
case of our general setting, for which semicart(D; Γ−,Γ+) and m(D; Γ−,Γ+) are well-
defined. In this case we prove a slightly different result, see Theorem 7.4: indeed,
even though we do not provide a semicartesian parametrization for the whole Σmin,
we show that there exists a sequence of semicartesian parametrizations spanning Γ
whose area converges to a(Γ), proving therefore that m(D; Γ−,Γ+) = a(Γ).

We conclude our discussion providing some results on the minimization of the Dirich-Chapter 8
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let functional among semicartesian parametrizations spanning a Jordan curve Γ
union of two Lipschitz graphs. In [15, Chapter 4] the existence of a solution of the
Plateau’s problem for Γ is obtained by minimizing the Dirichlet functional among
all immersions of the disk spanning Γ, and by proving that this solution is also an
area minimizing surface. For this second step it is crucial to guarantee that the
minimizing immersion is also C2-regular and conformal. Our aim is to adapt this
strategy to the semicartesian context. Since the Dirichlet functional is not invariant
with respect to reparametrizations, we are no more allowed to consider only semi-
cartesian maps defined on the fixed domain D, but we have instead to let both the
domains and the maps vary. Therefore we define the class semicart(Γ) containing
all semicartesian parametrizations ([[σ−, σ+]],Φ), where

[[σ−, σ+]] := {(t, s); t ∈ (a, b), s ∈ (σ−(t), σ+(t))}

for suitable functions σ± ∈ Lip([a, b]), and Φ ∈ C([[σ−, σ+]];R3)∩H1([[σ−, σ+]];R3)
is a semicartesian map spanning Γ. For every S > 0, we also define the class
semicartS(Γ) of all semicartesian parametrizations ([[σ−, σ+]],Φ) ∈ semicart(Γ) such
that lip(σ±) ≤ S. Due to the compactness properties of this second class, it is not
difficult to prove the existence of a semicartesian parametrization ([[σ−S , σ

+
S ]],ΦS)

minimizing the Dirichlet functional in semicartS(Γ), see Theorem 8.4. The existence
of a minimizer in the whole space semicart(Γ) is instead obtained only assuming the
further hypothesis that

ΦS ∈ Lip([[σ−S , σ
+
S ]];R3) (0.8)

for every S large enough, see Theorem 8.6. We are not aware whether this a priori
regularity requirement can be removed. The proof of Theorem 8.4 follows proving
that, for S > G := max{lip(γ−), lip(γ+)} and assuming (0.8), ΦS is conformal and
lip(σ±S ) ≤ G, see Theorem 8.5.
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results in Chapters 4, 5 and 6. I also thank Brian White for having pointed out
some results which have been useful to prove Theorem 7.4.





1. Preliminaries

Overview of the chapter

Sections 1.2-1.4 of this chapter are dedicated to introducing the relaxed area func-
tional and the results present in the literature we will refer to in this thesis. In Sec-
tions 1.5 we collect some notations and definitions concerning the theory of Cartesian
currents, that we shall need in the proof of Lemma 6.6 and of Theorem 6.1; in Sec-
tions 1.6 and 1.7 we present some results about the classical Plateau’s problem and
Morse theory that will be needed in Chapter 7.

1.1 Basic notation

In this thesis we denote by Rn the n-dimensional Euclidean space, endowed with
the Euclidean norm | · |; if necessary we explicit in the subscript the variables of the
space, e.g. R2

(t,s). The symbol Br(x) denotes the ball of radius r centred at x; if
x = 0 we omit to specify the center and we write Br, while B := B1 is the unit disk
centred in the origin. The symbol Ω always denotes an open and bounded subset of
Rn. We use the standard symbols C(Ω;Rk), Cm(Ω;Rk), Cm,α(Ω;Rk) to denote the
space of continuous maps, of m-times differentiable with continuity maps, and of
m-times differentiable with continuity maps with m-th derivative Hölder continuous
with exponent α. The symbol Lip(Ω;Rk) denotes the space of Lipschitz maps and
for every u ∈ Lip(Ω;Rk), we indicate by lip(u) its Lipschitz constant. Lp(Ω;Rk)
for p ∈ [1,+∞] is the Lebesgue space of exponent p, and W 1,p(Ω;Rk) is the space
of maps belonging, with their distributional derivative, to Lp(Ω;Rk); we set also
H1(Ω;Rk) := W 1,2(Ω;Rk). If k = 1, we omit to indicate the target space (e.g. C(Ω)
in place of C(Ω;R)). We usually use the bold style to refer to a vectorial valued
map, and the plain style with subscript for the components; e.g. u ∈ Lip(Ω;R2),
u = (u1, u2). If not differently specified, we use ∂t to indicate the partial derivative
(in this case with respect to the variable t). For a function f depending on one
variable we denote the derivative either as ḟ or as f ′. The n-dimensional Lebesgue
and Hausdorff measure are denoted by Ln and Hn respectively.

1
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1.2 Area of a graph

Let Ω ⊂ Rn be a bounded and open set; given a map v ∈ C1(Ω;Rk) the (non-
parametric) area functional A(·,Ω) associates to v the Hn-measure of its graph,
taking into account possible multiplicities; it is thus defined as

A(v,Ω) =

ˆ
Ω
|M(∇v)| dx, (1.1)

where for any (k × n) matrix ζ the symbol M(ζ) denotes the n-vector whose com-
ponents are minors up to order min{n, k} of ζ(1).

The properties of A(·,Ω) change depending on the value of min{n, k}; if min{n, k} =
1, the functional turns out to be convex, while for min{n, k} > 1 it is only polycon-
vex, see e.g. [11].

In order to study minimum problems involving the area functional, it is convenient
to provide a notion of area also for less regular maps; we agree, e.g. [13], [14], [1],
[21], [20], in extending A formally to the class L1(Ω;Rk) by setting A(v,Ω) = +∞
for every v ∈ L1(Ω;Rk) \ C1(Ω;Rk) and then considering the relaxed area functional
A : L1(Ω;Rk)→ [0,+∞], defined as the L1-lower semicontinuous envelop of A(·,Ω).

Definition 1.1 (Relaxed area functional). For every v ∈ L1(Ω;Rk) we define

A(v,Ω) := inf

{
lim inf
h→+∞

A(vh,Ω)

}
where the infimum is taken over all sequences (vh) ⊂ C1(Ω;R2) converging to v in
L1(Ω;R2).

For more details on the relaxation technique we refer again to [11].

The interest of definition (1.1) is clearly seen in the scalar case, that is for functions
v : Ω → R, where this notion of extended area is useful for solving non-parametric
minimal surface problems, under various type of boundary conditions (see for in-
stance [23], [31], [21]). In this case the functional A(v,Ω) can be represented by
an integral over Ω, whose integrand and measure depend both on v; moreover its
domain is well characterized and coincides with the space BV(Ω) of functions with
bounded variation. If min{n, k} is strictly greater than 1, instead, the situation
is much more involved. In Section 1.4 we present some already known results and
some open problems concerning the case of interest for this thesis, that is n = k = 2.
Before this we recall some notations about the space BV(Ω;Rk).

1.3 The space BV(Ω;Rk)

We refer to [4] for an exhaustive presentation of the theory of bounded variation
maps. We recall here only some basic definitions and notations for the space
BV(Ω;Rk).

(1)The minor of order 0 is included and it is, by convention, equal to 1.
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Definition 1.2 (BV(Ω;Rk)). Let Ω ⊂ Rn be a bounded open set. The symbol
BV(Ω;Rk) denotes the space of maps with bounded variation, that is those maps
v ∈ L1(Ω;Rk) whose distributional gradient Dv is representable by a bounded
Radon measure on Ω with values in the space of (k × n) matrices.

Since Dv is a bounded Radon measure, we can univoquely decompose it into the
absolutely continuous and the singular component with respect to Ln, denoted by
∇v and Dsv respectively. Thus for any Borel set E ⊂ Ω there holds Dv(E) =´
E ∇v dx+Dsv(E). With this notation and equipping the space of (k×n) matrices

with the Hilbert-Schmidt norm defined by ||ζ||2 = tr(ζζ∗), the total variation of any
map v ∈ BV(Ω;Rk) turns out to be

|Dv|(E) =

ˆ
E
||∇v|| dx + |Dsv|(E).

For v ∈ BV(Ω;Rk), the measure Dsv can be further decomposed into the so called
jump part Djv and Cantor part Dcv. In this thesis we shall deal only with maps
without Cantor part, thus we limit ourselves to define Djv, referring to [4, Sections
3.6-3.9] for more details.

Definition 1.3 (Approximate jump points). Let v ∈ BV(Ω;Rk). A point x ∈ Ω
is said to be an approximate jump point of v if there exist p, q ∈ Rk, p 6= q and
ν ∈ Sn−1 such that

lim
r↓0+

 
B+
r (x,ν)

|v(y)− p| dy = 0,

lim
r↓0+

 
B−r (x,ν)

|v(y)− q| dy = 0,

where B±r (x, ν) denote the sets of points of Br(x) such that 〈y − x, ν〉 > 0 and
〈y − x, ν〉 < 0 respectively.

Definition 1.4 (Jump set and traces). Given a map v ∈ BV(Ω;Rk) the set of
approximate jump points is denoted by Jv. For every x ∈ Jv the triplet (p, q, ν) is
uniquely determined by (1.3) (up to permutation and a change of sign of ν) and it
is denoted by (v+(x),v−(x), νv(x)). We refer to the maps v± as the traces of v on
the jump set Jv.

Remark 1.5. As specified in Definition 4.3 and 4.4, with a small abuse of language
we will indicate by Ju the closure of the set of approximate jump points.

1.4 The functional A: case n = k = 2

A fundamental reference for the study of the relaxed area functional (and of the
relaxation of other polyconvex functionals) in general dimension and codimension is
[1]. We collect here the main results on the functional A(·,Ω) in the case n = k = 2,
that are presented in [1] in larger generality. From now on Ω will denote a bounded
open subset of R2, x := (x, y), and the integrand in (1.1) is

|M(∇v)| =
√

1 + |∇v1|2 + |∇v2|2 + (∂xv1∂yv2 − ∂yv1∂xv2)2,
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where v = (v1, v1) ∈ C1(Ω;R2).

1.4.1 Lower semicontinuity of
´

Ω
|M(∇v)| dx dy

First of all the authors prove that A(·,Ω) coincides with A(·,Ω) in C1(Ω;R2), as
conjectured by De Giorgi in [13]. More precisely:

Theorem 1.6 (Theorem 3.4, [1]). The functional A(·,Ω) is lower semicontinuous
on C1(Ω;R2) ∩ L1(Ω;R2) with respect to the strong topology in L1(Ω;R2). Thus, in
particular

A(v,Ω) = A(v,Ω) =

ˆ
Ω
|M(∇v)| dx dy, (1.2)

for every v ∈ C1(Ω;R2) ∩ L1(Ω;R2).

We observe also that the right hand side of (1.2) is well defined in a space that is
wider than C1(Ω;R2) (i.e. the space of maps v ∈ W 1,1(Ω;R2) such that M(∇v)
belongs to L1(Ω;R6)). There holds the following characterization of the subset of
BV(Ω;R2) where the relaxed area functional can be represented as in (1.2).

Theorem 1.7 (Theorem 6.4, [1]). Let v ∈ BV(Ω;R2). The following two condi-
tions are equivalent:

(i) A(v,Ω) =

ˆ
Ω
|M(∇v)| dx dy,

(ii) v ∈ W 1,1(Ω;R2), M(∇v) ∈ L1(Ω;R6) and there exists a sequence (vh) ⊂
C1(Ω;R2), vh → v in L1(Ω;R2) such that (M(∇vh)) converges to M(∇v) in
L1(Ω;R6).

We use the symbol D(Ω;R2) to denote the set of maps in BV(Ω;R2) satisfying
condition (i) of Theorem 1.7. On D(Ω;R2) we agree to write A in place of A.

We underline that W 1,p(Ω;R2) ⊂ D(Ω;R2) for every p ∈ [2,+∞].(2) This fact is
interesting since we will use sequences in H1(Ω;R2) (and not in C1(Ω;R2)) in order
to estimate from above the value of the relaxed area functional for maps jumping on
a segment, see Theorems 4.7 and 4.9. Indeed we can prove that A(·,Ω) can be seen
also as the relaxation of the functional v →

´
Ω |M(∇v)| dx dy defined on D(Ω;R2)

with respect to the convergence in L1(Ω;R2).

Lemma 1.8 (Appendix, [6]). Let v ∈ BV(Ω;R2). Then

A(v,Ω) = inf

{
lim inf
h→+∞

ˆ
Ω
|M(∇vh)| dx dy, (vh) ⊂ D(Ω;R2), vh

L1(Ω; R2)−→ v

}
. (1.3)

(2)The result is optimal, meaning that the functional v→
´

Ω
|M(∇v)| dx dy is not lower semicon-

tinuous in W 1,p(Ω;R2), p < 2, with respect to the L1-topology, and thus it cannot coincide with
A(·,Ω), see[1, Remark 3.11].
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Proof. Trivially A(v,Ω) is larger than or equal to the right hand side of (1.3), since
C1(Ω;R2) ⊂ D(Ω;R2). In order to prove the opposite inequality, it is enough to
exhibit a sequence (vh) ⊂ C1(Ω;R2) such that limh→+∞A(vh,Ω) equals the right
hand side of (1.3).

Let (uh) be a sequence in D(Ω;R2) such that

lim
h→+∞

ˆ
Ω
|M(∇uh)| dx dy

= inf

{
lim inf
h→+∞

ˆ
Ω
|M(∇vh)| dx dy, (vh) ⊂ D(Ω;R2), vh

L1(Ω; R2)−→ v

}
.

From Theorem 1.7, for each h ∈ N we can find a sequence (ukh) in C1(Ω;R2) con-
verging to uh in L1(Ω;R2) as k → +∞ such that

A(ukh,Ω) =

ˆ
Ω

∣∣∣M(
∇ukh

)∣∣∣ dx dy k→+∞−→
ˆ

Ω
|M (∇uh) | dx dy.

Thus by a diagonal process we obtain a sequence (vh) :=
(
u
k(h)
h

)
⊂ C1(Ω;R2)

converging to v in L1(Ω;R2) as h → +∞ such that the right hand side of (1.3)
equals

lim
h→+∞

A(vh,Ω);

this concludes the proof.

We recall also a result concerning the possibility of choosing a recovery sequence
that is bounded in the L∞(Ω;R2) norm.

Lemma 1.9 (Lemma 3.3, [1]). Let v ∈ L∞(Ω;R2). Then there exists a sequence
(vh) ⊂ C1(Ω;R2) bounded in L∞(Ω;R2) such that A(v,Ω) = limh→+∞A(vh,Ω).

1.4.2 The domain of A(·,Ω)

As in the case k = 1, the domain of A(·,Ω) is contained in BV(Ω;R2), and there
holds the following lower bound.

Theorem 1.10 (Theorem 3.7, [1]). For every v ∈ BV(Ω;R2) we have

A(v,Ω) ≥
ˆ

Ω
|M(∇v)| dx dy + |Dsv|(Ω).

Anyway, differently from the scalar case, the domain of A(·,Ω) is strictly con-
tained in BV(Ω;R2). For example we can consider the map v(x) = x

|x|3/2 , for x

in the unit disk B1((1, 0)) ⊂ R2 centred at (1, 0). Since u ∈ C1(B1((1, 0));R2) ∩
W 1,1(B1((1, 0));R2), it belongs to BV(B1((1, 0));R2). Nevertheless det(∇u) is not
integrable, and A(u, B1((1, 0))) = +∞.
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1.4.3 Piecewise constant maps

Differently from the scalar case, the problem of providing a representation for the
relaxed area functional is still open. As we will point out in the next paragraph,
it is impossible to find an integral representation, since it is known that A(v, ·) is
possibly non-subadditive. In [1, Theorem 3.14] the authors compute the value of
A(v,Ω) for a piecewise constant map v, without any triple or multiple point, that
is a map v assuming no more than two values in a small enough neighbourhood of
every x ∈ Ω. The complete statement of the result, for n = k = 2, is the following.

Theorem 1.11 (Theorem 3.14, [1]). Let (Ei)i∈I be a finite partition of R2, such
that each Ei is a locally finite perimeter set;(3) let (αi)i∈I be a finite family of points
of R2, and let v ∈ BVloc(R2;R2) be the map defined as v(x) = αi if x ∈ Ei. Suppose
that for every x ∈ Ω there exists r > 0 such that L2(Br(x)∩Ei) > 0 for at most two
distinct indices i. Then

A(v,Ω) = L2(Ω) +
1

2

∑
i,j∈I
|αi − αj |H1(∂∗Ei ∩ ∂∗Ej ∩ Ω)

=

ˆ
Ω
|M(∇v)| dx dy + |Dsv|(Ω),

(1.4)

provided that L2(∂Ω) = 0 and H1(∂∗Ei ∩ ∂Ω) = 0 for every i ∈ I.

We underline that, from (1.4), A(v, ·) is a measure, and thus subadditive, whenever
v is as in the statement of Theorem 1.11. Nevertheless, as soon as we remove the
hypothesis that there are no triple points, the non-subadditive behaviour of A(v, ·)
arises, as explained in the following paragraph. In this thesis we will generalize
the class of maps that are piecewise constant without triple points, studying maps
u ∈ BV(Ω;R2) that are regular out of a segment. Even in this case, A(u, ·) turns
out to be possibly non-subadditive, see Chapter 6.

1.4.4 Non-subadditivity: the triple point map

A relevant issue connected with the relaxed area is its non-subadditivity. This means
that there exist maps v ∈ BV(Ω;R2) such that A(v, ·) is non-subadditive, namely
there exist open sets Ω1,Ω2,Ω3 ⊂ Ω such that

Ω3 ⊂ Ω1 ∪ Ω2 and A(v,Ω3) > A(v,Ω1) +A(v,Ω2). (1.5)

This fact has been conjectured by De Giorgi in [13], [14], and it has been proven
in [1]. We underline that it implies that the functional A cannot admit an integral
representation, differently from what happens in the scalar case.
In [1, Theorem 4.1] the authors prove (1.5) with v = uT , where the triple point map
uT : R2 → R2 is a piecewise constant map assuming three non-collinear values on
three non-overlapping and non-degenerate angular regions with common vertex in

(3)For more details on the theory of finite perimeter sets we refer to [4]; in this statement ∂∗

denotes the restricted boundary.
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the origin. Just to fix the ideas, we can suppose that these regions are the ones
represented in Figure 1.1 and that the three non-collinear values α1, α2, α3 assumed
by uT are the vertices of the equilateral triangle of side L = 2, depicted in Figure
1.1 too.

α2=(1, 0)

α3=(0,
√

3)

L = 2

E1

E2

E3

BR

0 R α1=(−1, 0)

Figure 1.1: The map uT assumes three non-collinear values on three non-overlapping circular
sector with common vertex in the origin. The image of the ball BR through the map uT is composed
of the three vertex of the equilateral triangle of side L = 2 depicted in the right of the picture.

In order to prove this Theorem, Acerbi and Dal Maso provide an upper bound for
A(uT , Br) ([1, Lemma 4.2]) and a much more interesting and difficult lower bound
([1, Lemma 4.4]); more precisely for every r > 0 they show:

A(uT , Br) ≤ πr2 + 2r(|α1 − α3|+ |α2 − α3|) = πr2 + 4rL,

A(uT , Br) > πr2 + r(|α1 − α2|+ |α2 − α3|+ |α3 − α1|) = πr2 + 3rL.
(1.6)

The proof of the lower bound uses the theory of Cartesian currents. Theorem 6.1 in
in this thesis is largely inspired to it.
The upper bound in (1.6) has been refined by Bellettini and Paolini in [5], where
the authors exhibit an approximating sequence (conjectured to be optimal, at least
under symmetry assumptions) constructed by solving three (similar) Plateau-type
problems entangled at the triple point. We report their result and we sketch their
construction because it contains the ideas that led us to deal with area minimizing
problems in the setting of semicartesian surfaces (see Chapter 2) in order to estimate
the area functional for maps discontinuous on a segment.
The idea in [5] is considering the Neumann-Dirichlet problem

min

ˆ
[0,R]×[−1,1]

√
1 + |∇f |2 dt ds := m, (1.7)

where the minimum is taken among all scalar functions f continuous on the rect-
angle [0, R]× [−1, 1] ⊂ R2

(t,s) and C2 regular on (0, R)× (−1, 1), satisfying Dirichlet

condition on [0, R]×{±1} depending on the values of uT near the radius connecting
the origin and (1, 0), Dirichlet condition on the side {0} × [−1, 1] depending on the
presence of the triple point, and Neumann condition on the fourth side. Thus the
result is the following.

Theorem 1.12 (Theorem 1.1, [5]). Let uT : BR → {α1, α2, α3} be the triple point
map defined as before (see also Figure 1.1) and m be defined in (1.7). Then

A(uT , BR) ≤ πR2 + 3m.
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Sketch of the proof. The problem (1.7) admits a unique solution fmin; let us consider
a suitable infinitesiamal sequence of positive numbers (εh), and define the map uh
as

uh(x, y) :=

(
s

εh
, fmin

(
x,

s

εh

))
(1.8)

for x ∈ (0, R) and |y| < εh, similarly, by rotation, on neighbourhoods of the other
radii where uT jumps, and equal to uT far from the jump set(4). A direct compu-
tation proves that on each radius a singular contribution of area equal to m arises,
and thus

A(uT , BR) ≤ lim
h→+∞

A(uh, BR) =

ˆ
BR

|M(∇uT )| dx dy + 3m = πR2 + 3m,

where the inequality follows from the definition of the relaxed area functional, and
the last equality holds because uT is piecewise constant, and therefore ∇uT = 0
almost everywhere.

It is worth to remark two facts. The first is that the singular contribution of area m
is the area of a minimal surface satisfying suitable boundary conditions determined
by the trace of uT on its jump set. The second is that this minimal surface is
a graph, and then it can be parametrized on the rectangle by a regular map Φ :
[0, R]× [−1, 1]→ R3 given by

Φ(t, s) = (t, s, fmin(t, s));

with this notation the components of the map uh defined in (1.8) are the last two
components of Φ. We obtain that limh→+∞A(uh, [0, R]× [−εh, εh]) = m due to the
fact that the first component of the map Φ (that we do not consider to define uh)
does not really bring information on the profile of the minimal surface, since it is
just the identity on the first coordinate.
This argument leads us to think that in order to “glue” on a line the area of a surface,
it is not necessary that it can be represented as the graph of a scalar function, but
it is enough that it admits a parametrization whose first component is the identity
on the first parameter. We will call such a map a semicartesian map, and we refer
to Chapters 2 and 3 for definitions and properties of this class of surfaces.

1.4.5 Non-subadditivity: the vortex map

In [1, Theorem 5.1] the authors prove the non-subadditive behaviour of A(v, ·), see
(1.5), for v = uV , where uV (x) = x

|x| , x ∈ BR ⊂ Rn and thus v ∈ BV(BR;Rn) ∩
W 1,p(BR;Rn) for every p < n; we refer to uV as to the vortex map. The authors
prove this result for n > 2, but it is still true for n = 2. We comment about the
proof, for n = 2, since our Proposition 5.1 can be seen as a generalization of this
result.

(4)Some more technical work near the origin is needed for the map uh to be univocally defined
and regular; anyway the area contribution concentrated over the triple point is negligible, and thus
we omit the details and refer to [5].
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As for the case of v = uT , the proof of the non-subadditivity of A(uV , ·) descends
from two estimates ([1, Lemma 5.2] and [1, Lemma 5.3]). The first one is actually
an equality, giving the value of A(uT , BR) for R large enough; more precisely

A(uV , BR) =

ˆ
BR

|M(∇uV )| dx dy + π, R > R2, (1.9)

where R2 depends only on the dimension n = 2. We observe that it is possible
to prove that formula (1.9) holds with ≤ in place of the equal sign for any value
of R; since A(·, BR) is L1-lower semicontinuous, this upper estimate is obtained
by building a sequence (uh) of regular maps converging to uV in L1(BR;R2), for
which limh→+∞A(uh, BR) is the right hand side of (1.9). This sequence turns out
to be such that uh = uV out of balls Brh , where (rh) is an infinitesimal sequence of
positive radii (thus, referring to Definition 4.1 below, we say that uh → u uniformly
out of the origin).
The other estimate is the following bound from above, valid for every radius R:

A(uV , BR) ≤
ˆ
BR

|M(∇uV )| dx dy + 2πR. (1.10)

Again it is obtained by building a suitable sequence (uh) converging to uV in
L1(BR;R2) and then by using the lower semicontinuity of A(·, BR).(5) In order to
define this sequence, let us express the map uV in polar coordinates (r, θ), without
renaming it, that is uV (r, θ) = (cos θ, sin θ). Let (θh) and (rh) be two infinitesimal
sequences of positive numbers and let us define the maps

fh(θ) :=


−π−θh

θh
(θ + π) θ ∈ [−π,−π + θh),

θ θ ∈ [−π + θh, π − θh),

−π−θh
θh

(θ − π) θ ∈ [π − θh, π)

and gh(r) :=

{
r
rh

r ∈ (0, rh),

1 r ∈ [rh, R).

The sequence (uh) ⊂ Lip(BR;R2) is defined by

uh(r, θ) :=
(

cos
(
gh(r)fh(θ)

)
, sin

(
gh(r)fh(θ)

))
, ∀n ∈ N;

notice that it converges to uV in L1(BR;R2) and that every uh coincides with uV out
of a neighbourhood of the radius {(t, 0) : t ∈ (−R, 0)} (thus using again the language
of Definition 4.1, the sequence (uh) converges to uV uniformly out of that radius
but not out of the origin). A direct computation shows that limh→+∞A(uh, BR) ≤´
BR
|M(∇u)| dt ds+2πR(6), and this implies (1.10). We also observe that for R < 1

2
the upper bound in (1.10) is lower than the right hand side of (1.9).

(5)This construction appeared also in [19]. See also [21].
(6)It is possible to improve the estimate provided by [1, Lemma 5.3], obtaining, as singular con-

tribution, the area of a catenoid in place of the area of a cylinder. Let us suppose R > 0 to be so
small that there exists a catenary c : (0, R) → (0,+∞) such that c(0) = c(R) = 1. Then, taken
an infinitesimal sequence (ωh), such that ωh > θh and ωh/θh → 1 as h → +∞, we define the
map ρh ∈ Lip(BR) such that ρh(r, θ) = c(r) if θ ∈ [−π,−π + θh) ∪ [π − θh, θ) and ρh(r, θ) = 1 if
θ ∈ (−π + ωh, π − ωh). Then the sequence

uh(r, θ) := ρh(r, θ)
(

cos
(
gh(r)fh(θ)

)
, sin

(
gh(r)fh(θ)

))
provides the desired estimate.
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1.5 On Cartesian Currents

The space of Cartesian Currents has been introduced by Giaquinta, Modica and
Souček in [18] in order to generalize the notion of Cartesian graph.

We shall use the formalism of currents and some results about Cartesian currents in
Lemma 6.6 and Theorem 6.1 in order to prove the non-subadditivity of A(u, ·) for
a map u jumping on a segment. We report here some definitions and some results
in order to fix the notation; we refer to [21] and [20] for a complete and detailed
discussion and to [1] for a shorter presentation.

Given an open set U ⊂ Rm, for n ≤ m the space of n-currents in U denoted
by Dn(U) is the dual of the space Dn(U) of n-forms whose coefficients are smooth
functions with compact support in U .

For any current T ∈ Dn(U), we define the mass of T as

M(T ) := sup
{
T (ω) : ω ∈ Dn(U), ω(x) ≤ 1 ∀z ∈ U

}
;

We point out that the mass is lower semicontinuous with respect to the weak con-
vergence (see [21, Proposition 1, Section 2.3]).

The boundary of a n-current T in U , denoted by ∂T , is the (n − 1)-current on U
defined by

∂T (α) := T (dα), ∀α ∈ Dn−1(U),

where d denotes the external derivative.

Given an oriented n-rectifiable set S ⊂ U with orientation ζ, and a Hn-measurable
and locally integrable multiplicity function θ : S → N \ {0}, we define the current
T := τ(S, θ, ζ) as

T (ω) :=

ˆ
S
〈ζ, ω〉 θ dHn, ∀ω ∈ Dn(U),

and we call such a current an integer multiplicity rectifiable current. When the
multiplicity is identically equal to 1, T := τ(S, 1, ζ) reduces to be the integration over
the oriented n-rectifiable set S, and we also indicate it by [[S]]. In particular, given a
map v ∈ C1(Ω;Rk), with Ω ⊂ Rn an open bounded set, the integration over its graph
is an n-dimensional integer multiplicity rectifiable current in U := Ω× Rk ⊂ Rn+k,
denoted by [[Gv]].

We are now in the position to define the space of Cartesian currents cart(Ω;Rk).
In this definition we use the coordinates x = (x1, . . . , xn) in Ω ⊂ Rn and y =
(y1, . . . , yk) in the target space Rk. We write also z := (x,y).
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Definition 1.13 (Cartiesian currents). The space cart(Ω;Rk) of Cartesian cur-
rents is the space of all integer multiplicity rectifiable n-currents T on U := Ω×Rk
such that ∂T = 0, M(T ) < +∞, and the following conditions hold:

- p]T = [[Ω]], where p]T (ω) := T (p]ω)(7) for every ω ∈ Dn(U), and p : U → Ω is
the canonical projection on Rn,

- T 0̂0 ≥ 0, where T 0̂0 is the distribution defined by T 0̂0(f) := T (fdx1∧· · ·∧dxn)
for every f ∈ C∞o (U),

- sup
{
T (|y|f(x,y)dx1 ∧ · · · ∧ dxn) : f ∈ C∞o (U), sup |f | ≤ 1

}
< +∞.

The definition is such that a current obtained as weak limit of graphs of C1 maps
belongs to cart(Ω;Rk); we observed that if T = [[Gv]], for some map v ∈ C1(Ω;Rk),
the expression in the third assumption is just the L1-norm of v, and the mass of T is
the n-dimensional area of its graph. We also underline that in general the graph of a
non-regular map does not belong to cart(Ω;Rk), since its boundary in U is possibly
non-zero.

For T = τ(S, θ, ζ) ∈ cart(Ω;Rk), we define the set of regular points Sr ⊂ S as the set
of points z ∈ S such that the canonical projection p maps the tangent space TM (z)
onto Rn; the set of singular points Ss is then given by S\Sr. We can then decompose
the current T as T = Tr + Ts, where Tr := τ(Sr, θ, ζ) and Ts := τ(Ss, θ, ζ); notice
that M(T ) = M(Tr) + M(Ts).

We conclude this brief section with two results that we shall refer to in the proof of
Theorem 6.1. We state them as in [1, Theorems 2.3 and 2.6], see also [1, Remark
2.4], but the original proof is contained in [18].

Theorem 1.14. Let T = τ(S, θ, ζ) ∈ cart(Ω;Rk) and let us set Ωr := p(Sr) and
Ωs := p(Ss). Then Ln(Ss) = 0 and there exists a map vT : Ωr → Rk such that
GvT ' Sr in the sense of Hn. Moreover θ = 1 Hn-a.e. and thus Tr = [[GvT ]].

Theorem 1.15. Let (vh) ⊂ C1(Ω;Rk) be a sequence converging to v in L1(Ω;Rk),
and such that the graphs Gvh have equibounded Hn measure. Then there exist a
(non-relabeled) subsequence and a current T ∈ cart(Ω;Rk) such that

- [[Gvh ]] ⇀ T weakly in Dn(U);

- v = vT Ln a.e. (where vT is as in Theorem 1.14);

- Dvh ⇀ Dv in the weak ∗ topology.

If in addition Gv is countably n-rectifiable and the canonical projection p : Rn×Rk →
Rn maps the tangent space TGv(z) onto Rn for Hn a.e. z ∈ Gv, then Tr = [[Gv]].

(7)Given a function f we denote by f ]ω the pull-back of the form ω through f .
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1.6 On Plateau’s problem - parametric approach

In this Section we briefly collect the main definitions on Plateau’s problem and the
results we need in the proof of Theorems 7.3 and 7.4.

Let B ⊂ R2
(u,v) be the unit open disk and Γ be an oriented(8) rectifiable closed simple

curve in R3. The Plateau’s problem for Γ, [15], [33], is

inf
Y ∈C(Γ)

ˆ
B
|∂uY ∧ ∂vY | du dv := a(Γ) (1.11)

where
C(Γ) := {Y ∈ H1(B;R3) : Y|∂B ∈ C(∂B;R3) is a weakly

monotonic parametrization of Γ}

Definition 1.16 (Area minimizing surface spanning Γ). A solution Y ∈ C(Γ)
of problem (1.11) is called a disk-type area minimizing solution of Plateau’s problem
Γ. The image of B through Y is usually denoted by Σmin and it is sometimes referred
as area minimizing surface with a small abuse of language.

Concerning the existence of a solution of (1.11) the following holds.

Theorem 1.17 (Existence of minimizers and interior regularity). Problem
(1.11) admits a solution Y ∈ C2(B;R3) ∩ C(B;R3), such that

∆Y = 0 in B, (1.12)

and the conformality relations hold:

|∂uY |2 = |∂vY |2 and ∂uY · ∂vY = 0 in B. (1.13)

Moreover the restriction Y|∂B is a (continuous) strictly monotonic map onto Γ.

Proof. See for instance [15, Main Theorem 1, chapter 4, p. 270].

Remark 1.18 (Three points condition). One can impose on a minimizer Y the
so-called three points condition: this means that we can fix three points ω1, ω2 and
ω3 on ∂B and three points P1, P2 and P3 on Γ (in such a way that the orientation
of Γ is respected) and find a solution Y of (1.11) such that Y (ωj) = Pj for any
j = 1, 2, 3.

Concerning the dependence of a(Γ) on the boundary datum Γ, the following lower
semicontinuity result holds.

Theorem 1.19 (Lower semicontinuity of a(·)). Let (Γh) be a sequence of Jordan
and rectifiable curves converging to a Jordan curve Γ in the sense of Fréchet as
h→ +∞. Then

a(Γ) ≤ lim inf
h→+∞

a(Γh). (1.14)

Moreover if suph∈NH1(Γh) ≤ C < +∞, then (1.14) holds with the equal sign.

(8)The orientation is provided by fixing a homeomorphism from ∂B onto Γ.
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Proof. See [33, §301, §305].

Concerning the regularity of a map Y : B → R3 parametrizing a minimal surface,
we cannot a priori avoid singular points, called branch points.

Definition 1.20 (Branch point). A point ω0 ∈ B is called an interior branch
point for a map Y satisfying (1.11) and (1.13) if

|∂uY (ω0) ∧ ∂vY (ω0)| = 0. (1.15)

If Y is differentiable on ∂B, and ω0 ∈ ∂B is such that (1.15) holds, then ω0 is called
a boundary branch point.

Observe that if ω0 is a branch point then ∂uY (ω0) = ∂vY (ω0) = 0. It is known that
interior branch points can be excluded.

Theorem 1.21 (Absence of interior branch points). Let Y be as in Theorem
1.17. Then Y has no interior branch points.

Proof. See [34, Main Theorem].

Under the stronger assumption that Γ is analytic the classical Lewy’s regularity
theorem [30] guarantees that our solution of (1.11) is analytic on B .

Theorem 1.22 (Absence of boundary branch points). Let Γ be analytic and
Y be as in Theorem 1.17. Then Y is analytic up to Γ and has no boundary branch
points.

Proof. See [26].

The following two results guarantee more regularity to Y up to the boundary, de-
pending on the regularity of the curve Γ.

Theorem 1.23 (Cm,α extension). Consider a minimal surface Y : B → R3 of
class C0(B ∪ I;R3) ∩ C2(B;R3) which maps an open subarc I ⊂ ∂B into an open
Jordan arc Y (I) ⊂ R3 which is a regular curve of class Cm,α for some integer m ≥ 1
and some α ∈ (0, 1). Then Y is of class Cm,α(B ∪ I;R3). Moreover, if Y (I) is a
regular real analytic Jordan arc, then Y can be extended as a minimal surface across
I.

Proof. See [16, Theorem 1, chapter 2.3].

Thus in particular we get the following extension result.

Theorem 1.24 (Analytic extension). Let Γ be analytic and Y be a minimal
surface spanning Γ. Then Y can be extended as a minimal surface across Γ, that is
there exist an open set Bext ⊃ B and an analytic map Y ext : Bext → R3 such that
Y ext = Y in B and Y ext satisfies (1.12) and (1.13) in Bext.



14 Chapter 1. Preliminaries

Proof. From Theorem 1.23 one can extend a minimal surface across an analytic
subarc of Γ. We apply this result twice to two overlapping subarcs covering Γ.
Where the two extensions overlap, they have to coincide due to analyticity.

The following classical result can be found in [15, p. 66].

Theorem 1.25 (Local semicartesian parametrization). If a minimal surface
Y is intersected by a family of parallel planes P none of which is tangent to the
given surface and if each point of the surface belongs to some plane Π ∈ P, then the
intersection lines of these planes with the minimal surface form a family of curves
which locally belong to a net of conformal parameters on the surface.

1.7 On Morse Theory

In this short section we report a result from [32, Theorem 10] on critical points of
Morse functions. The result holds in any dimension, but we need and state it only
for n = 2.
Let U be a bounded open subset of R2 and let B be an open subset of U of class C3

with B ⊂ U . Suppose that

- f : U → R is a Morse function;

- B contains all critical points of f ;

- all critical points of the restriction f|∂B of f to ∂B are non-degenerate (i.e.,
f|∂B is a Morse function).

Define
∂−f B := {b ∈ ∂B : ∇f(b) · νB(b) < 0}, (1.16)

where νB(b) denotes the outward unit normal to ∂B at b ∈ ∂B.
For i = 0, 1, 2, denote by mi(f,B) the number of critical points of index i of f in
B and by mi(f|∂−f B) the number of critical points of index i of f|∂B on ∂−f B, with

m2(f|∂−f B) := 0. Define

Mi(f,B ∪ ∂B) := mi(f,B) +mi(f|∂−f B), i = 0, 1 , 2. (1.17)

The following result holds.

Theorem 1.26. We have

M0(f,B ∪ ∂B)−M1(f,B ∪ ∂B) +M2(f,B ∪ ∂B) = χ(B),

where χ(B) is the Euler-Poincaré characteristic of B.



2. The semicartesian setting

Overview of the chapter

The main aim of this chapter is to introduce the two area minimizing problems (2.8)
and (2.9) in the setting of semicartesian surfaces.

In few words, a surface is semicartesian if its first component is the identity on the
first parameter. These surfaces are, in some sense, an intermediate step between
graphs of scalar functions from a planar domain and generic immersions of the
planar disk. Problem (2.8) is a sort of area minimizing problem with partially free
boundary conditions, while in Problem (2.9) the boundary constraint is completely
fixed.

In Section 2.1 we present the definitions and the first properties of the semicartesian
setting; in Section 2.2 we introduce the area minimizing problems (2.8) and (2.9).
The results of this chapter are contained in [8], but the notion of semicartesian
parametrization previously appeared in [6].

2.1 First definitions and properties

Definition 2.1 (Union of two graphs). Let Γ ⊂ R3 = Rt × R2
(ξ,η); we say that

Γ is union of two graphs on [a, b] if Γ = Γ− ∪ Γ+, where Γ± := graph(γ±) with
γ± ∈ C([a, b];R2)∩Liploc((a, b);R2). We say that Γ is union of two Lipschitz graphs
on [a, b] if furthermore γ± ∈ Lip([a, b];R2).

Remark 2.2. Depending on the values of γ± at t = a and t = b, Γ could be either
a closed curve, or an open curve, or the union of two open curves. Notice that we
do not exclude that γ−(t) = γ+(t) for some t ∈ (a, b).

Definition 2.3 (Semicartesian parameter domain). Let O ⊂ R2 = R2
(t,s). We

say that O is a semicartesian parameter domain if there exist σ± ∈ C([a, b]) ∩
Liploc((a, b)) with σ− < σ+ in (a, b) such that

O := {(t, s) ∈ R2 : σ−(t) < s < σ+(t), t ∈ (a, b)},

If σ± ∈ Lip([a, b]), we say that O is a semicartesian Lipschitz parameter domain.

If we need to stress the dependence on the functions σ±, we shall use the notation
O = [[σ−, σ+]].

15



16 Chapter 2. Semicartesian setting

Definition 2.4 (Semicartesian map). Let O = [[σ−, σ+]] be a semicartesian
parameter domain. A semicartesian map on O is a map Φ ∈ C(O;R3) of the form

Φ(t, s) = (t, φ(t, s)) = (t, φ1(t, s), φ2(t, s)), (t, s) ∈ O. (2.1)

Definition 2.5 (Semicartesian parametrization spanning Γ). Given Γ = Γ−∪
Γ+ union of two graphs on [a, b], Γ± := graph(γ±), a semicartesian parametrization
spanning Γ is a pair (O,Φ), where O = [[σ−, σ+]] is a semicartesian parameter
domain and Φ is a semicartesian map on O satisfying the boundary condition

Φ(t, σ±(t)) = (t, γ±(t)), t ∈ [a, b]. (2.2)

Sometimes we refer to the only map Φ as a semicartesian parametrization spanning
Γ if it is clear what is the domain of definition.

We notice that if γ−(a) 6= γ+(a) the domain O = [[σ−, σ+]] of a semicartesian
parametrization (O,Φ) spanning Γ = Γ− ∪ Γ+ has to satisfy σ−(a) < σ+(a), that is
its boundary has to intersect the vertical line {t = a} in a segment, not reduced to
one single point. We stress the fact that the image of this vertical segment through
Φ is not determined by the boundary conditions (2.2). Similarly, if γ−(b) 6= γ+(b),
necessarily σ−(b) < σ+(b). On the other hand if γ−(a) = γ+(a) we can in principle
choose either a semicartesian parameter domain O such that σ−(a) = σ+(a) or such
that σ−(a) < σ+(a). The intersection of Φ(O) with the plane {t = a} is, in the first
case, just the point (a, γ−(a)), while, in the second case, a closed, not necessarily
simple, curve.

In the following we will need more regularity requirements on the semicartesian
parametrization. Indeed we want to write the area of a semicartesian parametriza-
tion, and we need it to be finite. Moreover, the regularity of the sequences (uh)
built in Theorems 4.7 and 4.9, used to estimate from above the relaxed area of a
map jumping on a segment, depends on the regularity of the semicartesian maps we
shall deal with. That is why we require also to Φ and its derivatives to be square
integrable. This is in some sense coherent with the classical theory of Plateau’s
problem, see Section 1.6, where an area minimizing immersion of the disk is found
by minimizing the Dirichlet functional, for which the space H1 is natural.

We can then give the following definition.

Definition 2.6 (The class semicart(O; Γ−,Γ+)). Let Γ = Γ−∪Γ+ be union of two
graphs on [a, b], and let O be a semicartesian parameter domain. We set

semicart(O; Γ−,Γ+) :=
{

Φ ∈ H1(O;R3) : (O,Φ) is a semicartesian

parametrization spanning Γ
}
,

Remark 2.7 (Area integrand for semicartesian maps). For a semicartesian
map Φ as in (2.1) belonging to semicart(O; Γ−,Γ+), we have

|∂tΦ ∧ ∂sΦ| =
√
|∂sφ|2 + (∂tφ1∂sφ2 − ∂tφ2∂sφ1)2. (2.3)
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The area of a semicartesian parametrization is therefore

ˆ
O
|∂tΦ ∧ ∂sΦ| =

ˆ
O

√
|∂sφ|2 + (∂tφ1∂sφ2 − ∂tφ2∂sφ1)2 dt ds.

If in particular φ1(t, s) = s, the right hand side of 2.3 reduces obviously to the density
of the area functional in the cartesian case, namely to

√
1 + |∂tφ2|2 + |∂sφ2|2.

Everywhere but in Chapters 7 and 8, we shall consider only curves Γ = Γ−∪Γ+ that
are union of Lipschitz graphs, and semicartesian maps defined either on R or on D,
the semicartesian Lipschitz parameter domains given by the following definition.

Definition 2.8 (The domains R and D). Let (a, b) ⊂ Rt be a bounded interval.
We set

R := (a, b)× (−1, 1), (2.4)

namely R = [[σ−R , σ
+
R ]], with σ±R ≡ ±1.

We also fix two maps σ± ∈ Lip([a, b]) so that σ+ > 0 and σ− < 0 on (a, b), and

- σ−(a)=σ+(a)=0 and σ±(t)=O(t− a), for t ∈ (a, a+ δ), δ > 0 small enough,

- σ−(b)=σ+(b)=0 and σ±(t)=O(b− t), for t ∈ (b− δ, b), δ > 0 small enough,(1)

and we set

D := [[σ−, σ+]]. (2.5)

Remark 2.9. If Γ± = graph(γ±) with either γ−(a) 6= γ+(a) or γ−(b) 6= γ+(b), then
semicart(D; Γ−,Γ+) = ∅.

We conclude this section with two Lemmas.

In Lemma 2.10 we prove that semicart(R; Γ−,Γ+) 6= ∅, for Γ± = graph(γ±), γ± ∈
Lip([a, b];R2); if Γ = Γ− ∪ Γ+ is a closed curve, then also semicart(D; Γ−,Γ+) 6= ∅.
In Lemma 2.12 we show that fixing the domains R and D is not restricting.

Lemma 2.10. Let Γ = Γ− ∪ Γ+ be union of two Lipschitz graphs on [a, b], Γ± =
graph(γ±). Then

semicart(R; Γ−,Γ+) 6= ∅.

If in addition Γ is closed, then also semicart(D; Γ−,Γ+) 6= ∅.

Proof. Let us define the following R2-valued Lipschitz continuous linear interpolating
map:

`R(t, s) :=
1− s

2
γ−(t) +

1 + s

2
γ+(t), (t, s) ∈ R.

By construction `R(t,±1) = γ±(t); since `R ∈ Lip(R;R2), the map Φ`R defined by
Φ`R(t, s) := (t, `R(t, s)) belongs to Lip(R;R3) and thus also to semicart(R; Γ−,Γ+).

(1)These growth assumptions are needed in order to prove that the linear interpolating map Φ`D
defined in Lemma 2.10 has the right regularity. Lemma 2.12 shows that this assumption is not
restrictive.
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Now, suppose that γ−(a) = γ+(a) and γ−(b) = γ+(b) (i.e., Γ is closed) and define

`D(t, s) :=


σ+(t)−s

σ+(t)−σ−(t)
γ−(t) + s−σ−(t)

σ+(t)−σ−(t)
γ+(t) (t, s) ∈ D,

γ±(t) s = σ±(t), t ∈ [a, b].

Thus for (t, s) ∈ D

∂t`(t, s) =
σ+(t)− s

σ+(t)− σ−(t)
γ̇−(t) +

s− σ−(t)

σ+(t)− σ−(t)
γ̇+(t)

+
(γ+(t)− γ−(t))(σ̇+(t)σ−(t)− σ+(t)σ̇−(t))

(σ+(t)− σ−(t))2

− s(γ+(t)− γ−(t))(σ̇+(t)− σ̇−(t))

(σ+(t)− σ−(t))2
,

∂s`(t, s) =
γ+(t)− γ−(t)

σ+(t)− σ−(t)
.

Since γ± ∈ Lip([a, b];R2), the properties on σ± in Definition 2.8 ensure that∣∣∣∣γ+(t)− γ−(t)

σ+(t)− σ−(t)

∣∣∣∣ ≤ C < +∞ t ∈ (a, a+ δ);

similarly for t ∈ (b − δ, b). Noticing also that |σ̇+σ− − σ+σ̇−| ≤ C(σ+ − σ−), and
recalling that γ± and σ± are Lipschitz, we get that ∂t`D and ∂s`D are bounded.
Thus the map

Φ`D(t, s) := (t, `D(t, s))

belongs to Lip(D;R3), and in particular to semicart(D; Γ−,Γ+).

Remark 2.11. If γ+(t) = γ−(t) for some t ∈ (a, b), the map Φ`R (or Φ`D) sends
the segment {t} × [−1, 1] (or {t} × [σ−(t), σ+(t)]) into the point (t, γ+(t)), hence it
is not injective. More generally a semicartesian map could be possibly not injective
even if γ−(t) 6= γ+(t), for every t ∈ (a, b).

Lemma 2.12. Let Γ = Γ− ∪ Γ+ be union of two Lipschitz graphs on [a, b], Γ± =
graph(γ±). Let O1 = [[σ−1 , σ

+
1 ]] be a semicartesian Lipschitz parameter domain such

that σ−1 (a) < σ+
1 (a) and σ−1 (b) < σ+

1 (b). If (O1,Ψ) is a semicartesian parametriza-
tion spanning Γ such that Ψ ∈ H1(O1;R3), then there exists a semicartesian map
Φ ∈ semicart(R; Γ−,Γ+) such thatˆ

R
|∂tΦ ∧ ∂sΦ| dt ds =

ˆ
O1

|∂tΨ ∧ ∂sΨ| dt ds. (2.6)

If moreover Γ is closed, O2 = [[σ+
2 , σ

+
2 ]] is a semicartesian Lipschitz parameter

domain such that σ−2 (a) = σ+
2 (a) and σ−2 (b) = σ+

2 (b), and (O2, χ) is a semicartesian
parametrization spanning Γ such that χ ∈ H1(O2;R3), then there exists a map
Φ ∈ semicart(D; Γ−,Γ+) such thatˆ

D
|∂tΦ ∧ ∂sΦ| dt ds =

ˆ
O2

|∂tχ ∧ ∂sχ| dt ds. (2.7)
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Proof. Let us define the map T1 : R→ O1 as

T1(t, s) :=

(
t,

1− s
2

σ−1 (t) +
1 + s

2
σ+

1 (t)

)
.

Since σ±1 ∈ Lip([a, b]), we have that T ∈ Lip(R;O1) and thus the map Φ := Ψ ◦ T1

belongs to semicart(R; Γ−,Γ+); moreover T1 is injective and thus (2.6) holds.
Let us suppose that Γ is closed. Recall that D = [[σ−, σ+]]. We define the map
T2 : D → O2 as

T2(t, s) :=

(
t,

σ+(t)− s
σ+(t)− σ−(t)

σ−2 (t) +
s− σ−(t)

σ+(t)− σ−(t)
σ+

2 (t)

)
.

One can show that T2 ∈ Lip(D;O2) with computation similar to those in Lemma
2.10, and thus the map Φ := χ ◦ T2 belongs to semicart(D; Γ−,Γ+). The injectivity
of T2 implies (2.7).

2.2 Two area minimizing problems

As a consequence of Lemma 2.10, we can introduce the following quantities.

Definition 2.13. Let Γ = Γ− ∪ Γ− be union of two Lipschitz graphs on [a, b]. We
define

m(R; Γ−,Γ+) := inf
Φ∈semicart(R;Γ−,Γ+)

ˆ
R
|∂tΦ ∧ ∂sΦ| dt ds. (2.8)

If Γ is closed we define also

m(D; Γ−,Γ+) := inf
Φ∈semicart(D;Γ−,Γ+)

ˆ
D
|∂tΦ ∧ ∂sΦ| dt ds. (2.9)

It is worthwhile to observe that (2.8) is a problem among surfaces with partially free
boundary on the planes {t = a} × R2 and {t = b} × R2.
We notice that trivially if Γ is closed, then

m(R; Γ−,Γ+) ≤ m(D; Γ−,Γ+).

Indeed we can suppose without loss of generality that |σ±| < 1 (see Lemma 2.12)
and find, for any Ψ ∈ semicart(D; Γ−,Γ+), a map Φ ∈ semicart(R; Γ−,Γ+) having
the same area, just defining Φ as

Φ(t, s) :=


Ψ(t, s) in D,

γ+(t) in {(t, s) : t ∈ (a, b), s ∈ (σ+(t), 1)},
γ−(t) in {(t, s) : t ∈ (a, b), s ∈ (−1, σ−(t))}.

The problem of the existence of a minimum in (2.8) and (2.9) is open and require
further investigation (see also Chapters 7 and 8).
Here we limit ourselves to some comments and examples. If Γ = Γ−∪Γ+ is a closed
simple curve, it is natural to compare m(D; Γ−,Γ+) with the area a(Γ) of a solution
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to the classical Plateau’s problem for Γ, that is an area minimizing immersion of the
disk mapping the boundary of the disk onto Γ monotonically, see Section 1.6 and
reference therein. It is possible(2) to see that

m(D; Γ−,Γ+) ≥ a(Γ). (2.10)

In Chapter 7 it is proven that if Γ is an analytic curve with further non-degeneracy
properties at (a, γ±(a)) and (b, γ±(b)) then there exists a solution to the classical
Plateau’s problem that admits a semicartesian parametrization.(3) Even if we do
not have such a result for curves Γ that are union of Lipschitz graphs, this fact
suggests that it is still possible that (2.10) holds with equal sign (in Theorem 7.4 we
prove the equality when γ± ∈ C1,α([a, b];R2), α ∈ (0, 1)), and that m(D; Γ−,Γ+) is
actually a minimum.

On the other hand, for what concerns the semicartesian maps defined on the rect-
angle R, even assuming that Γ is a closed simple curve, the existence of an area
minimizing semicartesian parametrization in semicart(R; Γ−,Γ+) does not follow
from the existence of a solution to the Plateau’s problem. Indeed since the class
of surfaces parametrized by maps in semicart(R; Γ−,Γ+) strictly contains (due to
the free boundary on the planes {t = a} × R2

(ξ,η) and {t = b} × R2
(ξ,η)) the ones

parametrized by maps in semicart(D; Γ−,Γ+), we could expect that in general it
contains also the class of surfaces considered in the classical setting. Moreover we
prove that possibly a(Γ) > m(R; Γ−,Γ+): in Example 2.14 we build a semicartesian
parametrization whose image is not in the class of surfaces considered for the classi-
cal Plateau’s problem; in Example 2.15 we exhibit γ± ∈ Lip([a, b];R2) such that the
union of their graphs is a Jordan curve for which the semicartesian parametrization
built as in Example 2.14 has area strictly less than a(Γ).

The next example is also strictly related to the construction made in Section 5.1.

Example 2.14 (Partial free boundary at {t = b}×R2). Let γ± ∈ Lip([a, b];R2)
and suppose that γ−(a) = γ+(a); let us denote by C the set γ−([a, b])∪ γ+([a, b]) ⊂
R2

(ξ,η); notice that C is connected. In Figure 2.1 we depict a case when γ+ is open
and not injective.

We want to define the semicartesian parametrization Φ ∈ semicart(R; Γ−,Γ+) which,
for every t ∈ (a, b), maps the segment {t} × [−1, 1] ⊂ R onto the portion of {t} ×C
bounded by the points (t, γ−(t)) and (t, γ+(t)), and containing (t, γ−(a)).

If for convenience we parametrize C by a curve γ ∈ Lip([−1, 1];R2), defined by

γ(λ) :=

{
γ−(−(b− a)λ+ a) λ ∈ [−1, 0],

γ+((b− a)λ+ a) λ ∈ (0, 1],

so that γ(−1) = γ−(b), γ(0) = γ−(a) = γ+(a) and γ(1) = γ+(b), then Φ({t}×[−1, 1])

must be equal to
{

(t, γ(λ));λ ∈
[
− t−a
b−a ,

t−a
b−a

]}
.

(2)For instance, as a consequence of the Riemann mapping theorem, see e.g. [35].
(3)Note that the analyticity of Γ leads to consider semicartesian parametrizations whose domain

O = [[σ−O , σ
+
O ]] is such that σ±O ∈ Liploc((a, b)) \ Lip([a.b]).
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Thus we can define explicitly Φ ∈ semicart(R; Γ−,Γ+) as

Φ(t, s) :=

(
t, γ

(
t− a
b− a

s

))
, (t, s) ∈ R. (2.11)

We observe that, if Γ := graph(γ−)∪graph(γ+) is a closed simple curve, the surface
Φ(R) is not the image of any immersion of the disk mapping the boundary of the
disk monotonically onto Γ, because its boundary is Γ ∪ ({b} × C). Therefore

m(R; Γ−,Γ+) ≤
ˆ

R
|∂tΦ ∧ ∂sΦ| dt ds ≤ (b− a)

ˆ b

a

(
|γ̇−|+ |γ̇+|

)
dt.

Notice that, if γ± are injective, we have that Φ(R) lies on the lateral part of the
surface of the cylinder (a, b)× C.

b

a

γ−(a) = γ+(a)

γ+(b)

γ−(b)

ξ

η

t

C

Figure 2.1: In the plane {0}×R2
(ξ,η) the curve C is represented; C is the projection of the curves

Γ± (in red and blue) on the plane {0} ×R2
(ξ,η). In light grey we draw the copies of C in the planes

{t}×R2
(ξ,η), t ∈ [a, b]. The surface Φ(R) is the union of all portions of {t}×C bounded by (t, γ−(t))

and (t, γ+(t)), when t varies in [a, b].

We now exhibit maps γ± ∈ Lip([a, b];R2) so that Γ := graph(γ−) ∪ graph(γ+) is a
closed simple curve and the previous construction proves that

m(R; Γ−,Γ+) < a(Γ).

We shall refer to the following example also in Example, 3.5, in Example 5.4, and
in Section 5.2.

Example 2.15 (m(R; Γ−,Γ+) < a(Γ)). Let ρ be a positive real number with

ρ > 2(b− a). (2.12)
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Γ Γ

t t

Figure 2.2: The curve Γ defined in Example 2.15. The left picture is the image of the semi-
cartesian parametrization (R,Φ) spanning Γ built as in Example 2.14; we notice that it lies on the
lateral surface of the cylinder of base the disk of radius ρ and height b− a and that its free bound-
ary is non-empty. The right picture represents the image of an embedding of the disk mapping the
boundary of the disk onto Γ: the area of such a surface is greater or equal the area of its projection
on a plane orthogonal to the t-axis, that is a disk of radius ρ.

Let us define the maps γ± ∈ Lip([a, b];R2) as follows: if t ∈ [a, b],

γ−(t) := (1, 0),

γ+(t) := ρ (cos(θ(t)), sin(θ(t))) + (1− ρ, 0),

where θ : [a, b]→ [0, 2π] is given by

θ(t) :=
2π(t− a)

b− a
, t ∈ [a, b], (2.13)

see Figure 2.2. We observe that

Γ := graph(γ−) ∪ graph(γ+)

is a Lipschitz closed simple curve: any disk-type surface spanning Γ has area greater
than or equal to the area πρ2 of its projection (a disk of radius ρ) on the coordinate
plane R2

(ξ,η), hence

a(Γ) ≥ πρ2.

On the other hand the image of the semicartesian parametrization (R,Φ) defined
in (2.11) has area strictly less than 2πρ(b − a) (see the first picture in Figure 2.2).
From our choice (2.12), it then follows

m(R; Γ−,Γ+) < a(Γ).



3. Semicontinuity properties in
the semicartesian setting

Overview of the chapter

In this chapter we study some lower semicontinuity properties for m(R; ·, ·) and for
m(D; ·, ·). Even though the problem is interesting in itself, in the perspective of
this thesis these results are crucial in order to estimate from below the relaxed area
functional for a map jumping on a segment, see Theorems 4.11 and 4.17.

What we would want to prove is that given γ± ∈ Lip([a, b];R2), (γ±h ) ⊂ Lip([a, b];R2),
and denoting by Γ± and Γ±h their graphs respectively, then

m(R; Γ−,Γ+) ≤ lim inf
h→+∞

m(R; Γ−h ,Γ
+
h ) (3.1)

whenever γ±h → γ± in L1((a, b);R2); unfortunately, we are able to prove (3.1) only
with a further hypothesis on the L∞-norm of the derivatives of γ±. Our first result
is indeed the following.

Lemma 3.1 (Lower semicontinuity of m(R; ·, ·)). Let (γ±h ) ⊂ Lip([a, b];R2), and
γ± ∈ Lip([a, b];R2) be such that:

(i) there exists C1 > 0 such that ||γ̇±h ||L∞((a,b);R2) ≤ C1 for every h ∈ N,

(ii) γ±h → γ± in L1((a, b);R2) as h→ +∞.

Then, setting Γ±h := graph(γ±h ), Γ± := graph(γ±), we have

m(R; Γ−,Γ+) ≤ lim inf
h→+∞

m(R; Γ−h ,Γ
+
h ).

As we shall see in Chapter 4, the fact that we are not able to remove hypothesis (i)
in Lemma 3.1 induces us to define the functional A∞(·,Ω), that is the relaxation of
A(·,Ω) with respect to a convergence stronger than the L1-convergence.

In this chapter we also adapt Lemma 3.1 to prove some lower semicontinuity prop-
erties of m(D; ·, ·), see Lemma 3.3. For this case we need some further technical
assumptions, due mainly to the fact that, even though Γ = Γ− ∪ Γ+ is a closed
curve, the union of L1-perturbations Γ±h is not necessarily a closed curve; thus, a
priori, m(D; Γ−h ,Γ

+
h ) is not even defined.

23
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We do not know whether our hypotheses can be relaxed; however in Example 3.5
we show that they seem to be coherent with the known lower semicontinuity results
for the classical Plateau’s problem. Indeed we exhibit a sequence (Γh) of Jordan
curves, union of graphs, converging only in L1 to a Jordan curve Γ(1) such that

a(Γ) > lim inf
h→+∞

a(Γh),

where a(·) is defined in (1.11). Moreover the examples in Chapter 5, coupled with
Remark 4.15, confirm that it is not possible to prove a semicontinuity result for
m(D; ·, ·) assuming only the L1-convergence of the boundary data.

The results presented in this chapter are contained in [8].

3.1 Lower semicontinuity properties for m(R; ·, ·)

Before proving Lemma 3.1, we provide, given α, β ∈ Lip([a, b];R2), an upper estimate
for m(R; Γα,Γβ) depending on the L∞-norm of α̇ and β̇, where Γα and Γβ are the
graphs of α and β respectively.

Lemma 3.2. Let α, β ∈ Lip([a, b];R2). Let Γα = graph(α), Γβ = graph(β). Then

m(R; Γα,Γβ) ≤ C||α− β||L1((a,b);R2)

(
1 + max

{
||α̇||L∞((a,b);R2), ||β̇||L∞((a,b);R2)

})
,

(3.2)
where the constant C does not depend on α and β.

Proof. Let us define the map ` ∈W 1,∞(R;R2) linearly interpolating α and β, as in
Lemma 2.10; that is

`(t, s) :=
1− s

2
α(t) +

1 + s

2
β(t).

Defining Φ` := (t, `(t, s)), we get

∂tΦ`(t, s) =

(
1,

1− s
2

α̇(t) +
1 + s

2
β̇(t)

)
,

∂sΦ`(t, s) =

(
0,
β(t)− α(t)

2

)
.

Thus:

|∂tΦ` ∧ ∂sΦ`| =
1

2

√
|β − α|2 +

[(
1− s

2
α̇+

1 + s

2
β̇

)
· (β − α)⊥

]2

, (3.3)

where v⊥ := (−v2, v1).

(1)This means that Γh = graph(γ−h ) ∪ graph(γ+
h ), Γ = graph(γ−) ∪ graph(γ+) for γ±, γ±h ∈

Lip([a, b];R2) and γ±h → γ± in L1((a, b);R2).
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Hence we deduceˆ
R
|∂tΦ` ∧ ∂sΦ`| dt ds ≤

C||β − α||L1((a,b);R2)

(
1 + max

{
||α̇||L∞((a,b);R2), ||β̇||L∞((a,b);R2)

})
,

(3.4)
and, since Φ` ∈ semicart(R; Γα,Γβ), also (3.2).

We are now in the position to prove Lemma 3.1.

Proof of Lemma 3.1. For any h, let
(
Φh
k

)
⊂ semicart(R; Γ−h ,Γ

+
h ) be such that

lim
k→+∞

ˆ
R
|∂tΦh

k ∧ ∂sΦh
k | dt ds = m(R; Γ−h ,Γ

+
h ).

Let us denote by `+h , `
−
h : R→ R2 the linear interpolating maps, such that

`+h (t,−1) = γ+
h (t), `+h (t, 1) = γ+(t),

`−h (t,−1) = γ−h (t), `−h (t, 1) = γ−(t).

Following the notation of Lemma 2.10 we also write Φ`±h
(t, s) := (t, `±h (t, s)). We

define the maps (Ψh
k) ⊂ semicart(R; Γ−,Γ+) as

Ψh
k(t, s) :=


Φ`+h

(t, 4s− 3) if t ∈ (a, b), s ∈ (1/2, 1),

Φh
k(t, 2s) if t ∈ (a, b), s ∈ (−1/2, 1/2),

Φ`−h
(t,−4s− 3) if t ∈ (a, b), s ∈ (−1,−1/2).

Thus, by construction we haveˆ
R
|∂tΨh

k ∧ ∂sΨh
k | dt ds

=

ˆ
R
|∂tΦh

k ∧ ∂sΦh
k | dt ds+

ˆ
R
|∂tΦ`+h

∧ ∂sΦ`+h
| dt ds+

ˆ
R
|∂tΦ`−h

∧ ∂sΦ`−h
| dt ds

k→+∞−→ m(R; Γ−h ,Γ
+
h ) +

ˆ
R
|∂tΦ`+h

∧ ∂sΦ`+h
| dt ds+

ˆ
R
|∂tΦ`−h

∧ ∂sΦ`−h
| dt ds.

Now, recalling computation (3.4), we haveˆ
R
|∂tΦ`+h

∧ ∂sΦ`+h
| dt ds+

ˆ
R
|∂tΦ`−h

∧ ∂sΦ`−h
| dt ds

≤ C
(
‖γ+

h − γ
+‖L1((a,b);R2) + ‖γ−h − γ

−‖L1((a,b);R2)

)
(1 + C1) ,

and the right hand side is infinitesimal as h → +∞ by assumption. Hence, we

can suitably choose a subsequence (kh) and obtain a sequence (Ψh) :=
(

Ψh
kh

)
⊂

semicart(R; Γ−,Γ+) so that

lim inf
h→+∞

ˆ
R
|∂tΨh ∧ ∂sΨh| dt ds = lim inf

h→+∞
m(R; Γ−h ,Γ

+
h ).
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The inclusion Ψh ∈ semicart(R; Γ−,Γ+) implies that

ˆ
R
|∂tΨh ∧ ∂sΨh| dt ds ≥ m(R; Γ−,Γ+),

and the assertion follows.

3.2 Lower semicontinuity properties for m(D; ·, ·)
In this section we suitably modify Lemma 3.1 in order to provide a lower semiconti-
nuity result for m(D; ·, ·) (we refer to Lemma 3.3 in this way with a small abuse of
language, as explained in Remark 3.4).

Before stating the result let us fix some notation. For any ε ∈
(
0, b−a2

)
, let λε : Rt →

Rt be defined as

λε(t) :=
b− a− 2ε

b− a+ 2ε
(t− (a− ε)) + a+ ε,

so that λε((a − ε, b + ε)) = (a + ε, b − ε). The map Λε : R2
(t,s) → R2

(t,s) is, instead,
defined as

Λε(t, s) = (λε(t), s).

We set Oε := [[σ−ε , σ
+
ε ]], where σ±ε ∈ Lip([a − ε, b + ε]) are such that σ−ε (a − ε) =

σ+
ε (a − ε) and σ−ε (b + ε) = σ+

ε (b + ε), and such that Λε(Oε) ⊂⊂ D. We shall also
require ∂Oε without any horizontal cusp (see Figure 3.1).

a a+εa−ε b b+εb−ε

Λε(Oε) Oε

D

Figure 3.1: For any ε > 0 small enough, the domain Oε = [[σ−ε , σ
+
ε ]] is such that its image through

the map Λε is compactly contained in the fixed domain D.

Lemma 3.3. Let γ±∈Lip([a, b];R2) be such that γ−(a)=γ+(a) and γ−(b)=γ+(b).
Let (εh) be an infinitesimal sequence of positive numbers and let γ±h ∈ Lip([a−εh, b+
εh];R2) be maps with the following properties:

(i) γ−h (a− εh) = γ+
h (a− εh) and γ−h (b+ εh) = γ+

h (b+ εh) for every h ∈ N;

(ii) lim
h→+∞

γ−h (a− εh) = γ−(a) and lim
h→+∞

γ−h (b+ εh) = γ−(b);

(iii) lim
h→+∞

||γ±h ◦ λ
−1
εh
− γ±||L1((a+εh,b−εh);R2) = 0.
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Moreover we also suppose:

(iv) there exists a constant C1 > 0 such that ||γ̇±
h
||L∞((a−εh,b+εh);R2) ≤ C1 for every

h ∈ N.

Then

m(D; Γ−,Γ+) ≤ lim inf
h→+∞

m(Oεh ; Γ−h ,Γ
+
h ), (3.5)

where Γ± := graph(γ±), Γ±h := graph(γ±h ).(2)

Remark 3.4. For a closed curve Γ = graph(γ−) ∪ graph(γ+), γ± ∈ Lip([a, b];R2),
we cannot expect to prove that m(D; Γ−,Γ+) ≤ lim infh→+∞m(D; Γ−h ,Γ

+
h ) for Γ±h =

graph(γ±h ), γ±h → γ± in L1((a, b);R2), ||γ̇±h ||L∞((a,b);R2) equibounded. This because
the union of L1−perturbations of the curves Γ± is not necessarily a closed curve.
The choice of considering maps γ±h defined on an interval strictly containing [a, b]
will be motivated by the proof of Proposition 4.18. In few words, Lemma 3.1 will
be used to estimate the area of a map whose jump set (a, b)×{0} has both the end
points on the boundary of the domain of definition; the role of γ±h shell then be taken
by the traces of a regular map on [a, b] × {±εh} for an infinitesimal sequence (εh).
Lemma 3.3 will be instead invoked in the case of a map whose jump set [a, b]× {0}
is compactly contained in the domain; γ±h will be chosen as the traces of the map
on the boundary of a neighbourhood of the jump strictly containing it.

Proof. Let Ψh be a semicartesian map in H1(Oεh ;R3) spanning Γh such that

ˆ
Oεh

|∂tΨh ∧ ∂sΨh| dt ds ≤ m(Oεh ; Γ−h ,Γ
+
h ) + εh, (3.6)

with Ψh(t, s) = (t, ψh(t, s)). Let us define Φh ∈ H1(Λεh(Oεh);R3) as

Φh(t, s) := (t, ψh(λ−1
εh

(t), s)) := (t, φh(t, s)).

In words, we start from a point in Λεh(Oεh), we take its image in Oεh through the
dilatation Λ−1

εh
, we pass to its image through the semicartesian map Ψh, and we

contract in the t-direction through the map (t, ξ, η)→ (λεh(t), ξ, η). Recalling (3.6)
and since the determinant of the Jacobian of Λεh tends to 1 as h→ +∞, we get

ˆ
Λεh (Oεh )

|∂tΦh ∧ ∂sΦh| dt ds = m(Oεh ; Γ−h ,Γ
+
h ) +O(εh). (3.7)

Recalling that Λεh(Oεh) ⊂⊂ D, we can extend Φh to a semicartesian map in
semicart(D; Γ−,Γ+). If Λ(Oεh) := [[σ−h , σ

+
h ]], we define Φh in S+

h := {(t, s) ∈ D :
t ∈ (a+ εh, b− εh), s ∈ (σ+

h (t), σ+(t))} as the linear interpolation, that is

Φh(t, s) :=

(
t,

s− σ+
h (t)

σ+(t)− σ+
h (t)

γ+(t)− σ+(t)− s
σ+(t)− σ+

h (t)
φh(t, σ+

h (t))

)
.

(2)We denote by m(Oεh ; Γ−h ,Γ
+
h ) the infimum of the area in semicart(Oεh ; Γ−h ,Γ

+
h ).
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Similarly we define Φh(t, s) on S−h :={(t, s)∈D : t∈(a+ εh,b− εh), s∈(σ−(t),σ−h (t))}.
Thanks to hypothesis (iv) and recalling Lemma 3.2, we deduce

ˆ
S−h ∪S

+
h

|∂tΦh ∧ ∂sΦh| dt ds
h→+∞−→ 0. (3.8)

We have just to define Φh on the curved triangles T ah := {(t, s) ∈ D : t ∈ (a, a+εh)}
and T bh := {(t, s) ∈ D : t ∈ (b− εh, b)}. Let us define fah ∈ Lip([a, a+ εh];R2) as

fah (t) :=
φh(a+ εh, 0)− γ+(a)

εh
(t− a) + γ+(a),

so that its graph is the segment joining (a, γ+(a)) and (a+ εh, φh(a+ εh, 0)). Next,
for (t, s) ∈ T ah , we define

Φh(t, s) :=


(
t, s
σ+(t)

γ+(t) + σ+(t)−s
σ+(t)

fah (t)
)

t ∈ (a, a+ εh), s ≥ 0,(
t, s
σ−(t)

γ−(t) + σ−(t)−s
σ−(t)

fah (t)
)

t ∈ (a, a+ εh), s < 0.

Similarly, we define Φh on T bh. Again Lemma 3.2 and hypotheses (ii) and (iii) imply

ˆ
Tah∪T

b
h

|∂tΦh ∧ ∂sΦh| dt ds
h→+∞−→ 0. (3.9)

Thus, using (3.7), (3.8) and (3.9) we obtain, for any h ∈ N,

m(D; Γ−,Γ+) ≤
ˆ
D
|∂tΦh ∧ ∂sΦh| dt ds ≤ m(Oεh ; Γ−h ,Γ

+
h ) +O(εh).

Passing to the limit we get (3.5).

As underlined in the introduction of this chapter, it could be interesting to prove
Lemma 3.1 without assuming hypothesis (i) and Lemma 3.3 without assuming hy-
pothesis (iv), see also Remark 4.15. We do not know if the lower semicontinuity
result for m(R; ·, ·) would be still true. On the other hand the examples in Chap-
ter 5 indirectly prove that we cannot expect Lemma 3.3 to be true assuming only
hypotheses (i)− (iii). Moreover, in the following Example we observe that the semi-
continuity result requiring only the L1-convergence is false for the classical Plateau’s
problem.

Example 3.5. Given a Jordan rectifiable curve Γ ⊂ R3, we denote by a(Γ) the
area of the solution of the calssical Plateau’s problem, that is the minimum of the
area among all immersion of the planar disk B mapping monotonically ∂B onto Γ,
see Section 1.6. It is known that a(·) is lower semicontinuous with respect to the
Fréchet convergence of curves (see Theorem 1.19). We show here that if the Jordan
curve Γ is union of the graphs of γ± ∈ Lip([a, b];R2), it may happen that

a(Γ) > lim inf
h→+∞

a(Γh), (3.10)
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Γh

t

Figure 3.2: The curve Γh is one element of the sequence defined in Example 3.5 that approximates
in L1 sense the curve Γ defined in Example 2.15 and represented in Figure 2.2. It is also depicted a
disk-type surface with boundary Γh that lies on the lateral surface of the cylinder of base the disk
of radius ρ and height b − a, having therefore area controlled by 2πρ(b − a). The sequence (Γh)
provides a counterexample to the lower semicontinuity of a(Γ) with L1-convergence.

where (Γh) is a sequence of Jordan curves, Γh = graph(γ−h )∪ graph(γ+
h ), and γ±h →

γ± in L1((a, b);R2).
We choose the maps γ± as in Example 2.15. Let (γ±h ) ⊂ Lip([a, b];R2) be the
sequences converging to γ± in L1((a, b);R2) defined as

γ−h (t) = (1, 0) = γ−(t),

γ+
h (t) = ρ

(
cos
(
θh(t)

)
, sin

(
θh(t)

))
+ (1− ρ, 0),

where the function θh is given by

θh(t) :=

{
θ(t) if t ∈ [a, b− h−1],

−2π b−a−h
−1

b−a h(t− b) if t ∈ (b− h−1, b],

θ(·) defined in Example 2.15. Hence, in the short interval (b−h−1, b), the path made
by γ+

h is the same as the path it makes in (a, b − h−1), with reversed orientation.
The curve Γh is represented in the Figure 3.2. For any h there exists an immersion
of the disk, mapping the boundary of the disk onto Γh whose image lies on the
cylinder [a, b]×Bρ((1− ρ, 0)); hence for any h we have a(Γh) ≤ 2πρ(b− a) that, for
ρ > 2(b− a), provides (3.10), see Example 2.15.

We notice that this example does not exclude that m(R; Γ−,Γ+) may be L1-lower
semicontinuous. Indeed the limit of the area of the surfaces represented in Figure
3.2 tends to the area of the semicartesian surface represented in the first picture of
Figure 2.2.





4. The functional A∞

Overview of the chapter

The purpose of this thesis is to study A(u,Ω) for maps u in BV(Ω;R2) regular
enough out of a segment; in few words, we are looking for the more “convenient”
way (in terms of area) to fill the “hole” that appears in graph(u) ⊂ R4 due to the
presence of the discontinuity. The computation for the triple point map presented
in [5] (see also Section 1.4.4) suggests that the optimal profile could be described by
a semicartesian surface in R3.
As it will be clear from the proofs of Theorems 4.11 and 4.17 (see also Remark
4.15), the semicontinuity properties of m(R; ·, ·) and m(D; ·, ·) play an important
role in characterizing the singular contribution of the area. Since we do not have
the L1-lower semicontinuity result, that is we are not able to remove hypothesis (i)
in Lemma 3.1 and hypothesis (iv) in Lemma 3.3, we are forced to define another
relaxation of the functional A(·,Ω), denoted by A∞(·,Ω), with respect to a stronger
notion of convergence, that we are going to describe.

Definition 4.1 (Uniform convergence out of a closed set). Let v ∈ BV(Ω;R2)
and J ⊂ Ω be a closed set with zero Lebesgue measure. A sequence (vh) ⊂ L1(Ω;R2)
is said to converge to v uniformly out of J if vh → v uniformly in any compact set
of Ω \ J , as h→ +∞.

We are now in the position to define the functional A(·,Ω).

Definition 4.2 (The functional A∞(·,Ω)). For any v ∈ BV(Ω;R2) we define

A∞(v,Ω) := inf

{
lim inf
h→+∞

A(vh,Ω)

}
,

where the infimum is taken among all sequences (vh) ⊂ C1(Ω;R2) converging to v
in L1(Ω;R2) and uniformly out of Jv.

It is clear that
A∞(v,Ω) ≥ A(v,Ω), v ∈ BV(Ω;R2).

For every v in the domain of the functional A(·,Ω) it is also worth to define

As(v,Ω) := A(v,Ω)−
ˆ

Ω
|M(∇v)| dx dy,

A∞s (v,Ω) := A∞(v,Ω)−
ˆ

Ω
|M(∇v)| dx dy.

31
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In this chapter we shall characterize A∞s (u,Ω) in two rather different cases: (Ω,u)
satisfying condition I and (Ω,u) satisfying condition II (see Definitions 4.3 and
4.4, respectively). Condition I takes into account maps u ∈ W 1,∞(Ω \ Ju;R2)
having as jump set Ju a horizontal segment with both end-points belonging to ∂Ω;
namely, the fracture “traverses” the whole domain Ω. Condition II deals with maps
u ∈ W 1,∞(Ω \ Ju;R2) with Ju ⊂⊂ Ω. In the first case A∞s (u,Ω) comes out to be
m(R; Γ−,Γ+) (i.e. the minimum problem with partially free boundary conditions)
for suitable Γ±, while in the second case it is represented by m(D; Γ−,Γ+).
Before stating the results, let us fix rigorously the hypotheses on the pairs (Ω,u).

Let Ω ⊂ R2
(x,y) be a bounded open connected and simply connected set. Let u : Ω→

R2
(ξ,η) be a map belonging to BV(Ω;R2) ∩W 1,∞(Ω \ Ju;R2) where Ju ⊂ Ω is a C2

simple curve parametrized by an arc-length parametrization α : (a, b) ⊂ Rt → R2
(x,y).

We underline that we could have two cases, Ju ⊂⊂ Ω or Ju ∩ ∂Ω 6= ∅.
We denote by u± the two Lipschitz traces on the two sides of the jump, and we
define γ±[u] ∈ Lip([a, b];R2)(1) as

γ±[u](t) := u±(α(t)).

In accordance with the notation used in Chapter 2, we denote by Γ±[u] the graph
of γ±[u] in the space R3 = Rt × R2

(ξ,η). When there is no ambiguity, we will write

γ± and Γ± in place of γ±[u] and Γ±[u] respectively.
In Chapters 4-6 we will always deal with Ω and u satisfying one of the two conditions,
either I or II, specified in Definitions 4.3 and 4.4. If Ω and u satisfy either condition
I or II, the jump Ju is a horizontal segment; this assumption allows to identify
the plane R2

(x,y) (containing the domain of u) with the space of the semicartesian

parameters R2
(t,s), thus simplifying the presentation. When Ju is not a segment but

is a simple curve of class C2 this identification cannot be done, however, we expect
that our results could be generalized; in Appendix A we show how to prove the
upper bound results in Sections 4.1 and 4.2 in the general case.
From now on R and D are as in (2.4) and (2.5) and we set

R− := (a, b)× (−1, 0), R+ := (a, b)× (0, 1).

Definition 4.3 (Condition I). We say that Ω and u ∈ BV(Ω;R2) satisfy condition
I if Ω = R, Ju = (a, b)× {0}, and u ∈ Lip(R−;R2) ∩ Lip(R+;R2).

Definition 4.4 (Condition II). We say that Ω and u ∈ BV(Ω;R2) satisfy condition
II if Ju := [a, b] × {0} ⊂⊂ Ω, u ∈ W 1,∞(Ω \ Ju;R2), and there exist the pointwise
limits (still denoted with u±) of u at all points of Ju.

Our results are the following.

Theorem 4.5. Let Ω and u satisfy condition I. Then

A∞(u,R) =

ˆ
R
|M(∇u)| dt ds+m(R; Γ−[u],Γ+[u]).

(1)In the case where α(a) and α(b) belong to ∂Ω, γ± are rigorously defined only in the open
interval (a, b); anyway they are Lipschitz, and thus we can extend them also to t = a and t = b.
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Theorem 4.6. Let Ω and u satisfy condition II. Then

A∞(u,Ω) =

ˆ
Ω
|M(∇u)| dt ds+m(D; Γ−[u],Γ+[u]).

We split the proof of each theorem into the proof of an upper bound (Sections 4.1
and 4.2) and a lower bound (Sections 4.3 and 4.4). These results are contained in
[8], even if the strategy to prove the upper bound is already used in [6], for a more
general jump curve.

4.1 Upper bound - condition I

In this Section we prove the following upper bound that, together with the results
in Section 4.3 gives Theorem 4.5.

Theorem 4.7 (Upper bound - condition I). Let Ω and u satisfy condition I.
Then there exists a sequence (uh) ⊂ H1(R;R2) converging to u in L1(R;R2) and
uniformly out of Ju, such that

lim
h→+∞

A(uh,R) =

ˆ
R
|M(∇u)| dt ds+m(R; Γ−[u],Γ+[u]). (4.1)

Therefore

A∞s (u,R) ≤ m(R; Γ−[u],Γ+[u]). (4.2)

Proof. The existence of a sequence in H1(R;R2) satisfying (4.1) implies (4.2) be-
cause, as shown in Lemma 1.8 for A, we can obtain A∞(u,R) relaxing the functional
v →

´
R |M(∇v)| dt ds defined on D(R;R2) with respect to the L1 and uniform out

of Ju convergence. The proof reduces thus to exhibit a sequence (uh) as in the
statement of the Theorem.

Let (Φh) ⊂ semicart(R; Γ−,Γ+) be an area minimizing sequence, that is

ˆ
R
|∂tΦh ∧ ∂sΦh| dt ds→ m(R; Γ−,Γ+) as h→ +∞.

For any h, let φh = (φh,1, φh,2) ∈ H1(R;R2) be such that Φh(t, s) = (t, φh(t, s)).
Given any positive number c, let us denote by Rc the rectangle (a, b)× (−c, c). Let
(εk) be an infinitesimal sequence of positive numbers, εk < 1/2 for every k ∈ N; for
every fixed h ∈ N, let us define the sequence (uhk) ⊂ H1(R;R2) as

uhk(t, s) :=


u(t, s) (t, s) ∈ R \ R2εk ,

u(t, 2(s− εk)) (t, s) ∈ (a, b)× (εk, 2εk),

u(t, 2(s+ εk)) (t, s) ∈ (a, b)× (−2εk,−εk),
φh(t, sεk ) (t, s) ∈ Rεk .

Let us compute the limit of the area contribution in each region separately.
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Let us start from the inner rectangle Rεk . Since in this region

∂tu
h
k(t, s) = ∂tφh

(
t,
s

εk

)
and ∂su

h
k(t, s) =

1

εk
∂sφh

(
t,
s

εk

)
,

then

A(uhk ,Rεk) =

=

ˆ b

a

ˆ εk

−εk

√
1 + |∂tφh|2 + ε−2

k |∂sφh|2 + ε−2
k (∂tφh,1∂sφh,2 − ∂tφh,2∂sφh,1)2 dt ds,

where φh is valuated in
(
t, sεk

)
. Performing the change of variable s→ s

εk
, without

renaming it, we get:

A(uhk ,Rεk) =

=

ˆ b

a

ˆ 1

−1

√
ε2
k (1 + |∂tφh|2) + |∂sφh|2 + (∂tφh,1∂sφh,2 − ∂tφh,2∂sφh,1)2 dt ds,

k→+∞−→
ˆ b

a

ˆ 1

−1

√
|∂sφh|2 + (∂tφh,1∂sφh,2 − ∂tφh,2∂sφh,1)2

=

ˆ
R
|∂tΦh ∧ ∂sΦh| dt ds,

(4.3)

where we have applied the Lebesgue dominated convergence Theorem in order to
pass to the limit, and (2.3) in the last equality.
Recalling that u|R± ∈ Lip(R±;R2) we get that

|M(∇uhk)| ≤ C in R+ ∪ R−,

where C depends only on the Lipschitz constants lip(u|R+) and lip(u|R−). Therefore
we get

A(uhk , (a, b)× (εk, 2εk)) ≤ Cεk(b− a)

A(uhk , (a, b)× (−2εk,−εk)) ≤ Cεk(b− a),
(4.4)

and thus the area contribution on the two strips (a, b) × (−2εk,−εk) and (a, b) ×
(εk, 2εk) is negligible as k → +∞.
Finally we observe that, from the definition of (uhk), there holds A(uhk ,R \ R2εk) =
A(u,R \ R2εk), and thus

A(uhk ,R \ R2εk)→
ˆ

R
|M(∇u)| dt ds as k → +∞. (4.5)

Using (4.3), (4.4) and (4.5) we get that for every h ∈ N there holds

lim
k→+∞

A(uhk ,R) =

ˆ
R
|M(∇u)| dt ds+

ˆ
R
|∂tΦh ∧ ∂sΦh| dt ds.

By a diagonalization process, we can choose a suitable sequence (kh) such that
(uh) := (uhkh) satisfies

lim
h→+∞

A(uh,R) =

ˆ
R
|M(∇u)| dt ds+m(R; Γ−[u],Γ+[u]).
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Remark 4.8. We notice that, since the sequence (uh) built in Theorem 4.7 con-
verges to u in L1(R;R2), (4.1) implies also that As(u,R) ≤ m(R; Γ−[u],Γ+[u]).

4.2 Upper bound - condition II

We prove here the counterpart of Theorem 4.7 for (Ω,u) satisfying condition II,
that, with the results in Section 4.4, prove Theorem 4.6.

Theorem 4.9 (Upper bound - condition II). Let Ω and u satisfy condition II.
Then there exists a sequence (uh) ⊂ H1(Ω;R2) converging to u in L1(Ω;R2) and
uniformly out of Ju, such that

lim
h→+∞

A(uh,Ω) =

ˆ
Ω
|M(∇u)| dt ds+m(D; Γ−[u],Γ+[u]). (4.6)

Therefore
A∞s (u,Ω) ≤ m(D; Γ−[u],Γ+[u]). (4.7)

Remark 4.10. First of all we observe that, since Ju = [a, b] × {0} ⊂ Ω and u ∈
W 1,∞(Ω \ Ju;R2), the space semicart(D; Γ−[u],Γ+[u]) is non-empty. Indeed the
regularity assumption on u implies that there exist the limits of u(t, s) for (t, s) ∈
Ω \ Ju converging either to (a, 0) or (b, 0) and that

lim
Ω\Ju3(t,s)→(a,0)

u(t, s) = γ−[u](a) = γ+[u](a),

lim
Ω\Ju3(t,s)→(b,0)

u(t, s) = γ−[u](b) = γ+[u](b);

therefore the curve Γ[u] = Γ−[u] ∪ Γ+[u] is a closed (not necessarily simple) curve.

Proof. As in the case Ω, u satisfying condition I, (4.6) implies (4.7)(2).
Thanks to Lemma 2.12, we can suppose without loss of generality thatD = [[σ−, σ+]]
with |σ±| < 1, and thus that D ⊂ R. For every positive number c we denote by Dc

the set {(t, s) : t ∈ (a, b), s ∈ (cσ−(t), cσ+(t))}; notice that Dc ⊂ Rc, Rc defined as
in the proof of Theorem 4.7.
Let (Φh) ⊂ semicart(D; Γ−,Γ+) be an area minimizing sequence, that is

lim
h→+∞

ˆ
D
|∂tΦh ∧ ∂sΦh| dt ds = m(D; Γ−,Γ+)

and let (εk) be an infinitesimal sequence of positive numbers such that Rεk ⊂⊂ Ω
for every k ∈ N.
For any k, we define the map Tεk : Rεk \Dεk → Rεk \ (a, b)× {0} as follows:

Tεk(t, s) :=


(
t, s−εkσ

+(t)
1−σ+(t)

)
(t, s) ∈ (Rεk \Dεk) ∩ {s > 0},(

t, s−εkσ
−(t)

1+σ−(t)

)
(t, s) ∈ (Rεk \Dεk) ∩ {s < 0}.

(4.8)

(2)We remark that again (4.6) implies also As(u,Ω) ≤ m(D; Γ−[u],Γ+[u]).
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Notice that Tεk is the identity on ∂Rεk .

Then let us consider the sequence (uhk) ⊂ H1(Ω;R2) given by

uhk(t, s) :=


u(t, s) (t, s) ∈ Ω \ Rεk ,

u(Tεk(t, s)) (t, s) ∈ Rεk \Dεk ,

φh

(
t, sεk

)
(t, s) ∈ Dεk ,

where φh is such that Φh(t, s) = (t, φh(t, s)).

With a computation analogous to (4.3) we get

lim
k→+∞

A(uhk , Dεk) =

ˆ
D
|∂tΦh ∧ ∂sΦh| dt ds. (4.9)

In order to prove that the area contribution on Rεk \Dεk is negligible as k → +∞,
we observe that

∂tu
h
k(t, s) = ∂tu(Tεk(t, s)) + ∂tTεk,2(t, s)∂su(Tεk(t, s)),

∂su
h
k(t, s) = ∂sTεk,2(t, s)∂su(Tεk(t, s)),

where Tεk,2 denotes the second component of the map Tεk ; since |∇Tεk,2| ≤ C̃, C̃
depending only on lip(σ−) and lip(σ+), then

|M(∇uhk)| ≤ C in Rεk \Dεk ,

where C depends only on lip(σ−), lip(σ+), and on the L∞(Ω \ Ju;R2) norms of ∂tu
and ∂su. Therefore

lim
k→+∞

A(uhk ,Rεk \Dεk) = 0. (4.10)

Finally we observe that by the definition of (uhk)

lim
k→+∞

A(ukh,Ω \ Rεk) = lim
k→+∞

A(u,Ω \ Rεk) =

ˆ
Ω
|M(∇u)| dt ds,

that, together with (4.9) and (4.10), provides

lim
k→+∞

A(uhk ,Ω) =

ˆ
Ω
|M(∇u)| dt ds+

ˆ
D
|∂tΦh ∧ ∂sΦh| dt ds.

Thus we can choose (kh) such that the sequence (uh) := (uhkh) ⊂ H1(Ω;R2) con-

verges to u ∈ L1(Ω;R2) and satisfies (4.6).

4.3 Lower bound - condition I

In this section we conclude the proof of Theorem 4.5 proving the following lower
bound result.
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Theorem 4.11 (Lower bound - condition I). Let Ω and u satisfy condition I.
For every sequence (uh) ⊂ Lip(R;R2) converging to u in L1(R;R2) and uniformly
out of Ju there holds

lim inf
h→+∞

A(uh,R) ≥
ˆ

R
|M(∇u)| dt ds+m(R; Γ−[u],Γ+[u]).

Therefore

A∞s (u,R) ≥ m(R; Γ−[u],Γ+[u]). (4.11)

We split the theorem into two steps. Firstly we prove the result for maps satisfying
the further condition that, for every h, uh = u out of a neighbourhood Nh of Ju,
(Nh) converging monotonically to Ju. That is:

Proposition 4.12. Let Ω and u satisfy condition I. If (uh) ⊂ Lip(R;R2) converges
to u in L1(R;R2) and

uh = u in R \Nh,

for some decreasing sequence (Nh) of neighbourhoods of Ju such that
⋂
hNh = Ju,

then

lim inf
h→+∞

A(uh,R) ≥
ˆ

R
|M(∇u)| dt ds+m(R; Γ−[u],Γ+[u]).

Then we prove that we can reduce any sequence satisfying the hypotheses of Theorem
4.11 to a sequence as in Proposition 4.12, namely:

Proposition 4.13. Let Ω and u satisfy condition I. Let (uh) ⊂ Lip(R;R2) be a
sequence converging to u in L1(R;R2) and uniformly out of Ju. Then there exists
a sequence (vh) ⊂ Lip(R;R2) satisfying the hypotheses of Proposition 4.12 and such
that

lim inf
h→+∞

A(uh,R) ≥ lim inf
h→+∞

A(vh,R). (4.12)

The proof of Theorem 4.11 follows immediately from Propositions 4.12 and 4.13.

Proof of Theorem 4.11. Let (uh) ⊂ Lip(R;R2) be any sequence converging to u in
L1(R;R2) and uniformly out of Ju; let (vh) be the sequence provided by Proposition
4.13. Then

lim inf
h→+∞

A(uh,R)
Prop. 4.13

≥ lim inf
h→+∞

A(vh,R)

Prop. 4.12

≥
ˆ

R
|M(∇u)| dt ds+m(R; Γ−[u],Γ+[u]).

Since this holds for any sequence satisfying the hypotheses of the theorem, (4.11) is
implied.

Thus we have to prove Propositions 4.12 and 4.13.
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Proof of Proposition 4.12

The proof of Proposition 4.12 follows from the lower semicontinuity result form(R; ·, ·),
Lemma 3.1, coupled with the following Lemma.

Lemma 4.14 (Lower bound on a strip). Let ε ∈ (0, 1) and Rε := (a, b)×(−ε, ε).
Given a map v ∈ Lip(Rε;R2), let Γ±ε denote the graphs on [a, b] of the sections
v(·,±ε) ∈ Lip([a, b];R2). Then

A(v,Rε) ≥ m(R; Γ−ε ,Γ
+
ε ).

Proof. We denote by v1 and v2 the two components of the map v. By neglecting
the constant 1 and the term |∂tv|2 in the expression of |M(∇v)|, we deduce

A(v,Rε) ≥
ˆ

Rε

√
|∂sv|2 + (∂tv1∂sv2 − ∂sv1∂tv2)2 dt ds. (4.13)

On the other hand we can define the map Φ ∈ semicart(R; Γ−ε ,Γ
+
ε ) as

Φ(t, s) = (t,v(t, εs)),

and (2.3) shows that
´

R |∂tΦ∧∂sΦ| dt ds equals the right hand side of (4.13). Hence

A(v,Rε) ≥
ˆ

R
|∂tΦ ∧ ∂sΦ| dt ds ≥ m(R; Γ−ε ,Γ

+
ε ).

Now, we can prove Proposition 4.12.

Proof of Proposition 4.12. Recalling the properties of the sequence (uh), we can
choose an infinitesimal sequence (εh) of positive numbers such that Rεh := (a, b) ×
(−εh, εh) ⊇ Nh. We have

A(uh,R) = A(u,R \ Rεh) +A(uh,Rεh);

Let γ±h (·) := uh(·,±εh) and γ± := γ±[u]. We observe that, by hypothesis, γ±h =
u(·,±εh) and thus γ±h and γ satisfy the hypotheses of Lemma 3.1. Hence, applying
also Lemma 4.14, we get

lim inf
h→+∞

A(uh,R) ≥ lim inf
h→+∞

[
A(u,R \ Rεh) +m(R; Γ−h ,Γ

+
h )
]

≥
ˆ

R
|M(∇u)| dt ds+m(R; Γ−,Γ+),

that is the thesis.

Remark 4.15 (About semicontinuity). The strategy of the proof of Proposition
4.12 would provide the lower bound (4.11) for any sequence (uh) ⊂ C1(R;R2) con-
verging to u in L1(R;R2), if we would be able to remove the hypothesis (i) on the
L∞-norm of γ̇±h in Lemma 3.1. Indeed, as a consequence of Fubini’s Theorem, the
convergence of uh to u in L1(R;R2) implies that uh(·, ε) → u(·, ε) in L1((a, b);R2)
for almost every level ε ∈ (0, 1).
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Proof of Proposition 4.13

In order to prove Proposition 4.13 we need the following technical result, inspired
by [1, Proposition 7.3], that provides a way to interpolate two maps on a strip,
by controlling the amount of area of the interpolating map in dependence on the
thickness of the strip itself. We recall that R+ = (a, b)× (0, 1).

Lemma 4.16 (Interpolation - condition I). Let (uh) ⊂ Lip(R+;R2), u ∈
Lip(R+;R2) and let uh → u in L1(R+;R2). Let εo ∈ (0, 1) be fixed, such that
∂tu(t, s)|s=εo exists almost everywhere in (a, b). Let εi ∈ (0, εo) be such that:

(i) ||uh(·, εi)− u(·, εi)||L∞((a,b);R2) → 0 as h→ +∞;

(ii) ∂tuh(t, s)|s=εi exists almost everywhere in (a, b) for any h ∈ N;

(iii) lim infh→+∞ ||∂tuh(·, εi)||L1((a,b);R2) ≤ M , where the constant M may depend
on εi.

Then the sequence (vh) ⊂ Lip(R+;R2) defined as

vh(t, s) :=


u(t, s) t ∈ (a, b) , s > εo,
εo−s
εo−εiuh(t, εi) + s−εi

εo−εiu(t, εo) t ∈ (a, b), s ∈ [εi, εo],

uh(t, s) t ∈ (a, b) , s < εi

(4.14)

satisfies
lim inf
h→+∞

A(vh, (a, b)× (εi, εo)) ≤ C[1 +M ]|εo − εi|, (4.15)

where C > 0 depends on lip(u) and b− a, and it is independent of εo and εi.

Proof. Let us denote by Sεoεi the strip (a, b)× (εi, εo). The Jacobian matrix of vh at
almost every (t, s) ∈ Sεoεi is:

1

εo − εi

(
(εo − s)∂tuh(t, εi) + (s− εi)∂tu(t, εo)

∣∣∣∣∣ u(t, εo)− uh(t, εi)

)
.

We control the area of vh as

A(vh, S
εo
εi ) ≤ C

ˆ
Sεoεi

[1 + |∂tvh|+ |∂svh|+ |det∇vh|] dt ds

where C > 0 is an absolute positive constant. We estimate each of the four integrals
on the right hand side as follows.

- The first term is obviously controlled by (εo − εi)(b− a).

- For the second term we haveˆ εo

εi

ˆ b

a
|∂tvh| dt ds ≤ (εo − εi)

ˆ b

a
(|∂tuh(t, εi)|+ |∂tu(t, εo)|) dt

≤ (εo − εi)
[ˆ b

a
|∂tuh(t, εi)| dt+ lip(u)(b− a)

]
.

(4.16)
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- Similarly for the third term we have

ˆ εo

εi

ˆ b

a
|∂svh(t, s)| dt ds

≤
ˆ b

a
|u(t, εo)− u(t, εi)|+ |u(t, εi)− uh(t, εi)| dt

≤ lip(u)(b− a)(εo − εi) + ||u(·, εi)− uh(·, εi)||L1((a,b);R2).

(4.17)

- Finally for the term with the determinant, there holds:

ˆ εo

εi

ˆ b

a
|det∇vh(t, s)| dtds

≤2

ˆ b

a
|u(t, εo)− uh(t, εi)|

(
|∂tuh(t, εi)|+ |∂tu(t, εo)|

)
dt

=2

ˆ b

a
|u(t, εo)− uh(t, εi)||∂tu(t, εo)| dt+ 2

ˆ b

a
|u(t, εo)− uh(t, εi)||∂tuh(t, εi)| dt

= : Ih + IIh.

We have

Ih ≤2lip(u)

ˆ b

a
(|u(t, εo)− u(t, εi)|+ |u(t, εi)− uh(t, εi)|) dt

≤2(lip(u))2(b− a)(εo − εi) + 2lip(u)||u(·, εi)− uh(·, εi)||L1((a,b);R2).
(4.18)

Next

IIh ≤ 2

ˆ b

a
|u(t, εo)− u(t, εi)||∂tuh(t, εi)| dt

+ 2

ˆ b

a
|u(t, εi)− uh(t, εi)||∂tuh(t, εi)| dt

≤ 2
(
lip(u)(εo − εi)

+ ||u(·, εi)− uh(·, εi)||L∞((a,b);R2)

) ˆ b

a
|∂tuh(t, εi)| dt.

(4.19)

Finally, using (4.16), (4.17), (4.18), (4.19) we get:

A(vh, S
εo
εi ) ≤C(εo − εi)

[
1 + ||u(·, εi)− uh(·, εi)||L1((a,b);R2)

+ (1 + ||u(·, εi)− uh(·, εi)||L∞((a,b);R2))

ˆ b

a
|∂tuh(t, εi)| dt

]
.

Using hypotheses (i)− (iii), and passing to the limit, we get

lim inf
h→+∞

A(vh, S
εo
εi ) ≤ C[1 +M ](εo − εi),

where C depends just on b− a and lip(u).
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We are now in the position to prove Proposition 4.13.

Proof of Proposition 4.13. We can suppose thatA(uh,R) is uniformly bounded, oth-
erwise the result is trivial. Moreover, passing to a not relabeled subsequence, we
can suppose also that there exist

lim
h→+∞

A(uh,R) < +∞,

lim
h→+∞

A(uh,R
+) < +∞,

lim
h→+∞

A(uh,R
−) < +∞.

Now, we want to select an infinitesimal sequence (εk) of positive numbers, and a
subsequence (uhj ), such that for any k the hypotheses of (i) − (iii) of Proposition
4.16 are verified by uhj (·, εk).
Since uh → u uniformly on every compact set of R+, hypothesis (i) is verified for
any choice of the level ε1 ∈ (0, 1). Using Fatou’s Lemma we get

ˆ 1

0
lim inf
h→+∞

(ˆ b

a
|∂tuh(t, s)| dt

)
ds ≤ lim inf

h→+∞
A(uh,R

+) < +∞.

Thus we can select a level ε1 ∈ (0, 1), a subsequence (uhj ) and a constant M(ε1)
both depending on ε1, such that

lim
j→+∞

ˆ b

a
|∂tuhj (t, ε1)| dt ≤M(ε1).

Repeating the argument a countably number of times and using the same procedure
on R−, we can select a subsequence (uhj ) of (uh), and a sequence of positive levels
εk → 0 such that uhj (·,±εk) satisfies the hypotheses (i), (ii), and (iii) of Proposition
4.16.
Let us choose now a sequence (δk) of positive numbers such that

δkM(εk)
k→+∞−→ 0

and such that ∂tu(t, s)|s=±(εk+δk) exists for almost every t ∈ (a, b).
Now for any k we define the maps, as in (4.14):

vkhj (t, s) :=



u(t, s) t ∈ (a, b), |s| > εk + δk,

εk+δk−s
δk

uhj (t, εk) + s−εk
δk

u(t, εk + δk) t ∈ (a, b),

εk ≤ s ≤ εk + δk,

εk+δk+s
δk

uhj (t,−εk) + −s−εk
δk

u(t,−(εk + δk)) t ∈ (a, b),

−(εk + δk) ≤ s ≤ −εk,
uhj (t, s) t ∈ (a, b), |s| < εk.

We want to prove that for any k there holds

lim inf
j→+∞

A(vkhj ,R) ≤ lim
h→+∞

A(uh,R) + C [1 +M(εk)] δk, (4.20)
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where C is given by Proposition 4.16. Without loss of generality we can suppose
that there exists limh→+∞A(uh,R \ Rεk+δk); using the same notation as that in
Proposition 4.16 we get:(3)

A(vkhj ,R
+) = A(u,R+ \ R+

εk+δk
) +A(vkhj , S

εk+δk
εk

) +A(uhj ,R
+
εk

)

≤ A(u,R+ \ R+
εk+δk

)−A(uhj ,R
+ \ R+

εk+δk
) +A(vkhj , S

εk+δk
εk

) +A(uhj ,R
+).

We perform the same construction in R−. Passing to the limit, recalling that A(·,R\
Rεk+δk) is lower semicontinuous, and also (4.15), we get (4.20). Finally it is possible

to choose a sequence (khj ) so that defining vhj := v
khj
hj

, the sequence (vhj ) satisfies

(4.12).

4.4 Lower bound - condition II

In this section we prove the following lower bound result that coupled with Theorem
4.9 provides Theorem 4.6.

Theorem 4.17 (Lower bound - condition II). Let Ω and u satisfy condition II.
For every sequence (uh) ⊂ Lip(Ω;R2) converging to u in L1(Ω;R2) and uniformly
out of Ju there holds

lim
h→+∞

A(uh,Ω) ≥
ˆ

Ω
|M(∇u)| dt ds+m(D; Γ−[u],Γ+[u]).

Therefore
A∞s (u,Ω) ≥ m(D; Γ−[u],Γ+[u]).

As in Section 4.3, the proof of Theorem 4.17 reduces to the following two Proposi-
tions.

Proposition 4.18. Let Ω and u satisfy condition II. If (uh) ⊂ Lip(Ω;R2) converges
to u in L1(Ω;R2) and

uh = u in Ω \Nh,

for some decreasing sequence (Nh) of neighbourhoods of Ju such that
⋂
hNh = Ju,

then

lim inf
h→+∞

A(uh,Ω) ≥
ˆ

Ω
|M(∇u)| dt ds+m(D; Γ−[u],Γ+[u]).

Proposition 4.19. Let Ω and u satisfy condition II. Let (uh) ⊂ Lip(Ω;R2) be a
sequence converging to u in L1(Ω;R2) and uniformly out of Ju. Then there exists
a sequence (vh) ⊂ Lip(Ω;R2) satisfying the hypotheses of Proposition 4.18 and such
that

lim inf
h→+∞

A(uh,Ω) ≥ lim inf
h→+∞

A(vh,Ω).

As for the case of Ω and u satisfying condition I, in the proof of Proposition 4.18 we
shall need the lower semicontinuity result for m(D; ·, ·), Lemma 3.3, while the proof
of Proposition 4.19 is based on Lemma 4.20.

(3)R+
c := (a, b)× (0, c), for every c > 0.
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Proof of Proposition 4.18

Proof of Proposition 4.18. Let us suppose that (uh) satisfies (4.18). Let (εh) and
(ε̃h) be two infinitesimal sequences of positive numbers such that

Nh ⊂⊂
{

(t, s) :

(
t,
s

ε̃h

)
∈ Oεh

}
⊂ Ω,

where Oεh = [[σ−εh , σ
+
εh

]] is defined as in Lemma 3.3.
Let γ±h ∈ Lip((a− εh, b+ εh);R2) be defined as

γ±h (t) := uh(t, ε̃hσ
±
εh

(t)) = u(t, ε̃hσ
±
εh

(t))

Following the same computation as in Lemma 4.14 we get

A
(

uh,

{
(t, s) :

(
t,
s

ε̃h

)
∈ Oεh

})
≥ m(Oεh ; Γ−h ,Γ

+
h ),

where Γ±h := graph(γ±h ). Due to the regularity assumptions on u, the sequences
(γ±h ) satisfy hypotheses of Lemma 3.3, and thus we can conclude that

lim inf
h→+∞

A(uh,Ω) ≥
ˆ

Ω
|M(∇u)| dt ds+ lim inf

h→+∞
m(Oεh ; Γ−h ,Γ

+
h )

≥
ˆ

Ω
|M(∇u)| dt ds+m(D; Γ−,Γ+).

Proof of Proposition 4.19

In order to prove Proposition 4.19, we need a suitable version of Lemma 4.16.
Let us fix some notation. For any d > 0, define

Jdu := {(t, s) ∈ R2 : dist((t, s), Ju) < d}.

We parametrize the curve {s > 0} ∩ ∂Jdu on the interval I := (a − π
2 , b + π

2 ) by the
map β+

d defined by

β+
d (θ) :=


(a+ d sin(θ − a), d cos(θ − a)) if θ ∈ (a− π/2, a),

(θ, d) if θ ∈ (a, b),

(b+ d sin(θ − b), d cos(θ − b)) if θ ∈ (b, b+ π/2).

Similarly we can define the parametrization β−d for {s < 0} ∩ ∂Jdu. We can now
define the coordinates (θ, r) in R2 \ {s = 0} such that

(t, s) = β+
r (θ) if s > 0,

(t, s) = β−r (θ) if s < 0.

We also set Ω+ := Ω ∩ {s > 0}.
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Lemma 4.20 (Interpolation, II). Let (uh) ⊂ Lip(Ω+;R2), u ∈ Lip(Ω+;R2), and
suppose that uh → u in L1(Ω+;R2) as h → +∞. Let εo > 0 be fixed so that
Jεou ∩ {s > 0} ⊂ Ω+. For any ε ∈ (0, εo] we define γεh := uh ◦ β+

ε and γε := u ◦ β+
ε .

Let us suppose that γ̇εo exists almost everywhere in I, and let εi ∈ (0, εo) be such
that:

(i) ||γεih − γ
εi ||L∞(I;R2) → 0 as h→ +∞;

(ii) γ̇εih exists almost everywhere in I for any h ∈ N;

(iii) lim infh→+∞ ||γ̇εih ||L1(I;R2) ≤M where the constant M may depend on εi.

Let us define the sequence (vh) ⊂ Lip(Ω+;R2) as vh := u on Ω+ \ Jεou , vh := uh
in Ω+ ∩ Jεiu , and such that its representation in the (θ, r) coordinates in the strip
Ω+ ∩ (Jεou \ Jεiu ) is

ṽh(θ, r) :=
εo − r
εo − εi

γεih (θ) +
r − εi
εo − εi

γεo(θ).

Then
lim inf
h→+∞

A(vh,Ω
+ ∩ (Jεou \ Jεiu )) ≤ C(1 +M)|εo − εi|, (4.21)

where C = C(lip(u)).

Proof. Let us denote by Sεoεi the set Ω+ ∩ (Jεou \ Jεiu ). We observe that the estimate
(4.21) for A(vh, S

εo
εi ∩ {t ∈ (a, b)}) is provided by Lemma 4.16, since in this set we

have θ(t, s) = t and r(t, s) = s.
We prove the estimate only for A(vh, S

εo
εi ∩ {t < a}), since the computations in

A(vh, S
εo
εi ∩ {t > b}) are similar. We have:

A(vh, S
εo
εi ∩ {t < a}) =

ˆ εo

εi

ˆ a

a−π/2

√
r2 + |∂θṽh|2 + r2|∂rṽh|2 + (det∇θ,rṽh)2 dθ dr

≤ C
ˆ εo

εi

ˆ a

a−π/2
[r + |∂θṽh|+ r|∂rṽh|+ |det∇θ,rṽh|] dθ dr

where ∇θ,r denotes the Jacobian with respect to the coordinates (θ, r), and C is an
absolute constant.
Again we estimate the right hand side as in Proposition 4.16.

- The first term is
´ εo
εi

´ π
a−π/2 r dr dθ = π/2(ε2

o − ε2
i ).

- Concerning the second term, there holds

ˆ εo

εi

ˆ a

a−π/2
|∂θṽh| dθ dr ≤

ˆ εo

εi

ˆ a

a−π/2

[
|γ̇εo |+ |γ̇εih |

]
dθ dr

≤ πεolip(u)(εo − εi) + (εo − εi)M,

(4.22)

where the second inequality follows from the Lipschitzianity of u and hypoth-
esis (iii).
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- Similarly for the third term we have

ˆ εo

εi

ˆ a

a−π/2
r|∂rṽh| dθ dr =

ˆ εo

εi

ˆ a

a−π/2
r
|γεo − γεih |
εo − εi

dθ dr

≤
ˆ εo

εi

ˆ a

a−π/2
r
|γεo − γεi |+ |γεi − γεih |

εo − εi
dθ dr

≤ π

4
lip(u)(ε2

o − ε2
i ) +

εo + εi
2

ˆ a

a−π/2
|γεi − γεih | dθ.

(4.23)

- Finally we estimate the term containing the determinant:

ˆ εo

εi

ˆ a

a−π/2
|det∇θ,rṽh| dθ dr ≤ 2

ˆ εo

εi

ˆ a

a−π/2
|∂rṽh||∂θṽh| dθ dr

≤ 2

ˆ a

a−π/2
|γεo − γεih ||γ̇

εo + γ̇εih | dθ

≤
ˆ a

a−π/2
|γ̇εo ||γεo − γεih | dθ +

ˆ a

a−π/2
|γ̇εih ||γ

εo − γεih | dθ

:= Ih + IIh,

and
Ih ≤ εolip(u)(lip(u)|εo − εi|+ ||γεi − γεih ||L1(I,R2)),

IIh ≤M
(
lip(u)|εo − εi|+ ||γεi − γεih ||L∞(I;R2)

)
.

(4.24)

Using (i)-(ii), (4.22), (4.23), and (4.24) and we get

lim inf
h→+∞

A(vh, S
εo
εi ∩ {t < a}) ≤ C(1 +M)|εo − εi|,

where C = C(lip(u)).

We conclude proving Proposition 4.19.

Proof of Proposition 4.19. The proof follows exactly that of Theorem 4.19, where
the possibility to choose an infinitesimal sequence (εk) of positive numbers satisfying
hypotheses (i)-(iii) in Lemma 4.20 is guaranteed by the Fatou’s Lemma applied to
the expression of the area functional in the (θ, r) coordinates.





5. A(u,Ω) < A∞(u,Ω): examples

Overview of the chapter

In this chapter we exhibit some examples (appeared in [8]) of pairs (Ω,u) satisfying
condition II for which A(u,Ω) < A∞(u,Ω). This is proven by showing that, in
certain circumstances, sequences converging to u in L1(Ω;R2), but not uniformly
out of Ju, provide an upper bound lower than m(D; Γ−[u],Γ+[u]). These examples
suggest that we can extend in some way the jump, adding to Ju a sort of virtual
jump, and build sequences converging uniformly to u out of this extension of the
jump. How to choose the virtual jump is a difficult issue. We present different
possibilities that confirm the strong non-local behaviour of the functional A(u, ·).
The results and the examples in Sections 5.1 and 5.2 have been inspired by the
construction used in [1] in order to estimate the area of the vortex map, see also
Section 1.4.5.

5.1 Virtual jump starting from an end point of Ju

We adapt the strategy of [1, Lemma 5.3], see Section 1.4.5, to the case of Ω and u
satisfying condition II. This procedure allows to build a sequence (uh) ⊂ Lip(R;R2)
converging to u in L1(Ω;R2) and uniformly out of a curve strictly containing Ju and
having an end point on ∂Ω. In this case the virtual jump is therefore connecting
one end point of Ju and ∂Ω. The singular contribution

lim
h→+∞

A(uh,Ω)−
ˆ

Ω
|M(∇u)| dt ds

can be interpreted as the area of a suitable semicartesian parametrization, see Re-
mark 5.2, and it is possibly lower than m(D; Γ−[u],Γ+[u]), see Example 5.4.

Proposition 5.1. Let Ω and u satisfy condition II, with the further conditions that
Ω ∩ {s = 0} = (a1, b+ δ)× {0} for some a1 < a and δ > 0, and

u ∈ C1
(
Ω ∩ {s > 0};R2

)
∩ C1

(
Ω ∩ {s < 0};R2

)
. (5.1)

47
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Then there exists a sequence (uh) ⊂ Lip(Ω;R2) converging to u in L1(Ω;R2) and

lim
h→+∞

A(uh,Ω) ≤
ˆ

Ω
|M(∇u)| dt ds

+ (b+ δ − a)

{ˆ b

a

[
|γ̇−|+ |γ̇+|

]
dt+ 2

ˆ b+δ

b
|∂tu(t, 0)| dt

}
.

(5.2)
Hence

As(u,Ω) ≤ (b+ δ − a)

{ˆ b

a

[
|γ̇−|+ |γ̇+|

]
dt+ 2

ˆ b+δ

b
|∂tu(t, 0)| dt

}
.

a b+ δa1

Ω
Cεh

b t

Figure 5.1: The set Ω and, in grey, the triangle Cεh built in Proposition 5.1. The map uh
defined in (5.1) is constant on the horizontal segments in Cεh . The sequence (uh) converges to u in
L1(Ω;R2) and uniformly out of the segment Jext = (a, b+ δ)×{0}, union of Ju (the bold segment)
and of the virtual jump [b, b+ δ]× {0}, represented by a bold dotted line.

Proof. Given an infinitesimal sequence of positive numbers (εh), define

Cεh := {(t, s) ∈ Ω : t > a, |s| < εh(t− a)},

and rεh : Ω→ Ω \ Cεh as

rεh(t, s) =


(t, s) (t, s) ∈ Ω \ Cεh ,(
s
εh

+ a, s
)

(t, s) ∈ Cεh , s ≥ 0,(
− s
εh

+ a, s
)

(t, s) ∈ Cεh , s < 0,

(5.3)

that is the retraction mapping each point (t, s) ∈ Cεh into the point of ∂Cεh ∩ Ω
having s as second coordinate.
The sequence (uh) ⊂ Lip(Ω;R2) is thus defined as

uh(t, s) := u(rεh(t, s)), (t, s) ∈ Ω.

We observe that (uh) converges to u in L1(Ω;R2) and uniformly out of the segment
Jext := (a, b+ δ)×{0}, (but not out of Ju), that we interpret as an extension of the
jump, that is the union of Ju itself and of the virtual jump (b, b+ δ)× {0}.
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Denoting by ∂1u and ∂2u the derivatives with respect to the first and second variable
of u, let us compute the contribution of area of uh on Cεh ∩ {s ≥ 0}(1)

A(uh,Cεh∩{s≥0})=

ˆ b+δ

a

ˆ εh(t−a)

0

√
1+

1

ε2
h

∣∣∣∣∂1u

(
s

εh
+ a, s

)∣∣∣∣2+∣∣∣∣∂2u

(
s

εh
+a, s

)∣∣∣∣2 ds dt
=

ˆ b+δ

a

ˆ εh(t−a)

0

1

εh

√∣∣∣∣∂1u

(
s

εh
+ a, s

)∣∣∣∣2 +O(ε2
h) ds dt

=

ˆ b+δ

a

ˆ t

a

√
|∂1u(τ, εh(τ − a))|2 +O(ε2

h) dτ dt

≤ (b+ δ − a)

ˆ b+δ

a

√
|∂1u(τ, εh(τ − a))|2 +O(ε2

h) dτ.

Similarly

A(uh, Cεh ∩ {s < 0}) ≤ (b+ δ − a)

ˆ b+δ

a

√
|∂1u(τ,−εh(τ − a))|2 +O(ε2

h) dτ.

Thus, noticing that |∂1u(τ,±εh(τ − a))| are uniformly bounded, ∂1u(τ,±εh(τ − a))
converges to γ̇±[u](τ) pointwise in (a, b), and ∂1u(τ,±εh(τ − a)) = ∂1u(τ, 0) in
(b, b+ δ), possibly passing to a subsequence, we get (5.2)

Remark 5.2. The term (b + δ − a)
{´ b

a

[
|γ̇−|+ |γ̇+|

]
dt+ 2

´ b+δ
b |∂tu(t, 0)| dt

}
in

the right hand side of (5.2) can be interpreted as the area of the semicartesian
parametrization built as in Example 2.14, with b + δ in place of b and with C :=
γ([0, 2(b+ δ − a)]), where γ : [0, 2(b+ δ − a)]→ R2 is defined as follows:

γ(t) :=


u(b+ δ − t, 0) t ∈ (0, δ),

γ+(b+ δ − t) t ∈ (δ, b+ δ − a),

γ−(t+ 2a− b− δ) t ∈ (b+ δ − a, 2(b− a) + δ),

u(t+ 2a− b− δ, 0) t ∈ (2(b− a) + δ, 2(b− a+ δ)).

We notice also that this construction can be done even if Ω and u satisfy condition
I and γ−(a) = γ+(a) (or, symmetrically, if γ−(b) = γ+(b)). In this case, Jext = Ju
and therefore the sequence (uh) built in Proposition 5.1 would converge to u in
L1(R;R2) and uniformly out of Ju, and limh→+∞A(uh,R) −

´
R |M(∇u)| dt ds ≥

A∞s (u,R) = m(R; Γ−,Γ+).

Remark 5.3. Even if Proposition 5.1 has been inspired by the construction in [1,
Lemma 5.3] described in Section 1.4.5, it is worth to underline some important
differences. When Ω = BR and u = uV , we could interpret the origin as a “col-
lapsed” jump, and the radius {(t, 0) : t ∈ (−R, 0)} as the virtual jump. Differently
from the case where Ω and u satisfy condition II, the vortex map (which belongs

(1)The computation is done supposing that the triangle {(t, s) : t ∈ (a, b + δ), |t| ≤ εh(t − a)} is
contained in Ω, as depicted in Figure 5.1, but it can be easily arranged to a more general situation.
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to W 1,p(BR; S1) for any p ∈ [1, 2)) does not admit any limit as (t, s) → (0, 0),
(t, s) ∈ BR \ {(t, 0) t ∈ (−R, 0)}. Intuitively if we would interpret the bound
As(uV , BR) ≤ 2πR in terms of the area of semicartesian parametrizations, this
lack of continuity in (0, 0) of uV would force us to consider only surfaces having
as trace on the plane {t = 0} × R2

(ξ,η) the unit circumference, covered with the

right orientation. Moreover, we notice that also in [1, Lemma 5.3] the sequence
(uh) is defined as the composition of uV and a suitable retraction from the whole
BR into BR \ Cεh , where (Cεh) is a decreasing family of circular sectors containing
{(t, 0) : t ∈ (−R, 0)} and converging to it. In [1] the image of Cεh through this
retraction covers the whole BR \ Cεh , while in our case it is contained in ∂Cεh , see
(5.3); this difference is due to the fact that, contrary to our case, the trace of the
vortex map on ∂Cεh is not continuous, due to the discontinuity in the origin.

In the following example we exhibit a map u for which the sequence built in Propo-
sition 5.1 provides an upper bound that is lower than m(D; Γ−,Γ+). This example
shows that possibly A(u,Ω) < A∞(u,Ω).

Example 5.4. Let Ω be as in Proposition 5.1, and define(2)

u(t, s) :=


(1, 0) in {(t, s) ∈ Ω : s ≥ 0},
(1, 0) in {(t, s) ∈ Ω : s < 0, t < a or t > b},
ρ
(

cos
(
θ(t)

)
, sin

(
θ(t)

))
+ (1− ρ, 0) in {(t, s) ∈ Ω : s < 0, a ≤ t ≤ b},

where
ρ > 2(b+ δ − a), (5.4)

and θ : [a, b]→ [0, 2π] is defined in (2.13). We observe that γ+ is constant, γ− covers
once the circumference centered at (1 − ρ, 0) and with radius ρ, and ∂tu(t, 0) = 0
for t ∈ (b, b+ δ). Formula (5.2) provides in this case

As(u,Ω) ≤ (b+ δ − a)

ˆ b

a
|γ̇−| dt = (b+ δ − a)2πρ. (5.5)

On the other hand we have already observed in Example 2.15 that a(Γ) ≥ πρ2.
Thus, from (5.4) we obtain that a(Γ) is strictly greater than the right hand side of
(5.5). Since in general m(D; Γ−,Γ+) ≥ a(Γ), see (2.10), we have

As(u,Ω) < m(D; Γ−[u],Γ+[u]) = A∞s (u,Ω).

Remark 5.5 (Joining two components of Ju). Example 5.4 suggests also that,
if the jump set of a discontinuous map u : Ω̃ → R2 is not connected, it could be
convenient (as far as only the L1-convergence is involved) considering sequences of
regular maps (uh) that converge to u in L1(Ω̃;R2) and uniformly out of a connected
curve containing the jump. Let Ω be as in Example 5.4 and let Ω̃ be the union of Ω

(2)The map u defined in this way does not satisfy (5.1); anyway the fact that it does not depend
on s in Ω ∩ {s > 0} and in Ω ∩ {s < 0} allows to obtain (5.2).
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Ω̃

Ju

Figure 5.2: Remark 5.5. The domain Ω̃ is built by reflecting with respect to the axis in the figure
the domain Ω considered in Proposition 5.1. The map u : Ω̃ → R2 is defined again by reflecting
the map in Example 5.4, so that Ju has two connected components. It is then possible to build
a sequence of regular maps (uh), again by reflection, converging to u in L1(Ω̃;R2) and uniformly
out of the curve composed of Ju and of the bold dotted segment joining the two components of
the jump. This sequence provides an upper bound for A(u, Ω̃) lower than the one obtained by any
sequence converging to u uniformly out of Ju.

and of its symmetrized with respect to the axis {t = c}, for some c ∈ (b, b+ δ), see
Figure 5.2. Let us define u and (uh) in Ω̃ as in Example 5.4 for (t, s) ∈ Ω, and by
reflection elsewhere in Ω̃. Then

lim
h→+∞

A(uh, Ω̃)−
ˆ

Ω̃
|M(∇u)| dt ds ≤ 4ρπ(c− a). (5.6)

If ρ > 2(c − a), the right hand side of (5.6) is strictly less than 2m(D; Γ−,Γ+)
(where Γ± are the graph of the traces of u on (a, b) × {0}), that would be the
bound obtained reasoning as in Theorem 4.9 in distinct neighbourhoods of the two
connected components of Ju. Moreover, if Ju is far from ∂Ω̃, the right hand side of
(5.6) is also smaller than the upper bound obtained by connecting each component
of Ju with ∂Ω̃, using the construction in Proposition 5.1.

5.2 Virtual jump starting from an interior point of Ju

In this section we build, for a particular pair (Ω,u) satisfying condition II, a sequence
of maps (uh) ⊂ Lip(Ω;R2) converging to u in L1(Ω;R2) and uniformly out of Jext,
union of Ju and a virtual jump connecting an interior point of Ju to ∂Ω; again, this
sequence provides an upper bound to As(u,Ω) lower than m(D; Γ−[u],Γ+[u]).

Let the bounded connected open domain Ω be such that {(t, s), s > 0} ∩ Ω =
{t} × (0, δ) for some t ∈ (a, b). Without loss of generality we can suppose t = 0,
a = −b, and Ω := (−L,L) × (−1, δ), for L > b > 0, δ ∈ (0, 1), see Figure 5.3. For
ρ > 2(δ + b) we define the map u on Ω as

u(t, s) :=

{
ρ
(
cos
(
π
b t+ π

)
, sin

(
π
b t+ π

))
+ (1− ρ, 0) |t| ≤ b, s < 0,

(1, 0) otherwise ;

we observe that it is essentially the same map of Example 5.4.
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We want to build a sequence (uh) ⊂ Lip(Ω;R2) of maps converging to u in L1(Ω;R2)
and uniformly out of

Jext := Ju ∪ ({0} × (0, δ)) ,

where Jext \ Ju = {0} × (0, δ) takes the role of the virtual jump, and such that

lim
h→+∞

A(uh,Ω) =

ˆ
Ω
|M(∇u)| dt ds+ 2πρ(b+ δ). (5.7)

For any ε ∈ (0,min{δ/2, b/2}), set (see Figure 5.3)

Tε := {(t, s) ∈ Ω : |t| < b, s > 0, dist((t, s), Jext) < ε},

T−ε := Tε ∩ {t < 0} and T+
ε := Tε ∩ {t > 0}.

The definitions will be given on T+
ε and next extended on the whole Tε by reflection

with respect to the s-axis.

Let us parametrize the closure of the curve Ω ∩ {t > 0} ∩ ∂Tε by the arc-length
parametrization λε ∈ Lip([0, δ+ 2b− ε];R2) such that λε(0) = (ε, δ) and λε(δ+ 2b−
ε) = (0, 0). Let us also parametrize the closure of the set J+

ext := {0}× [0, δ)∪ [0, b)×
{0} by the arc-length parametrization α̃ defined on [0, δ+ b], such that α̃(0) = (0, δ)
and α̃(b+ δ) = (b, 0).

−b b

δ

ε
Tε T+

ε

−1

L−L
ε t

s

Figure 5.3: In the left picture the domain Ω and, in bold, the jump set (−b, b)× {0} of u. The
virtual jump {0} × (0, δ) is represented by a dotted line, while the set Tε is in grey. In the right
picture we show the details of T+

ε and of the retraction rε. For each of the point of T+
ε we define

the coordinates (p, d); points belonging to the same segment have the same p-coordinate, the d-
coordinate being the distance from the point of the segment belonging to Jext := Ju∩ ({0} × (0, δ)).

On T+
ε we consider the coordinates (p, d) : T+

ε → S+
ε defined as(3):

- p(t, s) ∈ (0, δ + b) is the image through α̃−1 of the end point on J+
ext of the

segment represented in Figure 5.3 passing through (t, s);

- d(t, s) is the distance between (t, s) and α̃(p(t, s)).

(3)Even if we do not write it explicitly the coordinates (p, d) depend on ε.
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The set S+
ε is therefore {(p, d) ∈ R2 : p ∈ (0, δ + b), d ∈ (0, dmax(p))} where dmax

depends on ε and is given by

dmax(p) =


ε p ∈ (0, δ − ε],√
ε2 + (p− δ + ε)2 p ∈ (δ − ε, δ],√
ε2 + (−p+ δ + ε)2 p ∈ (δ, δ + ε],

ε p ∈ (δ + ε, δ + b).

We define now a map `ε : S+
ε → (0, δ+2b−ε), such that `ε is linear on each segment

{p} × (0, dmax(p)) and:

- for p ∈ (0, δ − ε]: `ε(p, 0) = δ + 2b− ε, `ε(p, dmax(p)) = p;

- for p ∈ (δ − ε, δ]: `ε(p, 0) = δ + 2b− ε, `ε(p, dmax(p)) = δ − ε;

- for p ∈ (δ, δ + ε]: `ε(p, 0) = 2δ + 2b− ε− p, `ε(p, dmax(p)) = δ − ε;

- for p ∈ (δ + ε, δ + b): `ε(p, 0) = 2δ + 2b− ε− p, `ε(p, dmax(p)) = p− 2ε.

Thus we can define the retraction rε : Ω→ Ω \ Tε as:

- rε(t, s) = (t, s) if (t, s) ∈ Ω \ Tε;

- rε(t, s) = λε(`ε(p(t, s), d(t, s))), if (t, s) ∈ T+
ε ;

- rε(t, s) = (0, 0), if t = 0 and s ∈ [0, δ);

- rε(t, s) = (−rε,1(−t, s), rε,2(−t, s)), if (t, s) ∈ T−ε , where rε,1 and rε,2 denote
the first and the second component of rε respectively.

In words, on T+
ε the map rε sends each segment in Figure 5.3 into ∂Tε ∩ {t > 0} in

such a way that:

- if both the end points of the segment lie on ∂Tε ∩ {t > 0}, the image of the
segment is the portion of ∂Tε ∩ {t > 0} bounded by the two end points;

- if only one of the end points lies on ∂Tε ∩ {t > 0}, the image of the segment
is the portion of ∂Tε ∩ {t > 0} bounded by that end point and (0, 0).

Let Aε ⊂ Ω be the set sent by rε in Ju. We observe that the image of Aε ∩ T+
ε

through the coordinates (p, d) is the subset of S+
ε given by

{(p, d) : p ∈ (0, δ + b), d ∈ (0, dJu(p)]},

where

dJu(p) :=



b
δ+2b−ε−pε p ∈ (0, δ − ε],

dmax
2 p ∈ (δ − ε, 0],

δ+b−p
δ+2b−pdmax p ∈ (0, δ + ε],

δ+b−p
2δ+2b−2p+εε p ∈ (δ + ε, δ + b).
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We are now in position to define (uh) as

uh(t, s) :=

{
u(rεh(t, s)) (t, s) ∈ Ω \Aεh ,
γ−[u](rεh,1(t, s)) (t, s) ∈ Aεh .

where (εh) is an infinitesimal sequence of numbers, 0 < εh < min{δ/2, b/2} for every
h ∈ N. We observe that since ∂2u = 0 almost everywhere(4), we have

A(uh,Ω) :=

ˆ
Ω

√
1 + |∂1u(rεh)|2

[
(∂trεh)2 + (∂srεh)2

]
dt ds.

We observe also that Tεh \Aεh is sent by rεh into ∂Tεh \ Ju, where also ∂1u = 0.

Let us compute the area of uh on T+
εh
∩ {s > εh}, on T+

εh
∩ {t > εh}, and on

(0, εh)× (0, εh) separately.

On T+
εh
∩ {s > εh} we have p(t, s) = δ − s and d(t, s) = t. Thus

Aεh ∩ (T+
εh
∩ {s > εh}) =

{
(t, s) ∈ T+

εh
: s ∈ (ε, δ), t ∈

(
0,

bεh
2b− εh + s

)}
.

and for (t, s) in this set uh(t, s) = γ−[u]
(

2b−εh+s
εh

t
)
.

Therefore

A(uh,T+
εh
∩ {s > εh})

= A(uh, (T+
εh
\Aεh) ∩ {s > εh}) +A(uh, Aεh ∩ T+

εh
∩ {s > εh})

=

ˆ δ

εh

ˆ εh

bεh
2b+s−εh

1 dt ds

+

ˆ δ

εh

ˆ bεh
2b+s−εh

0

√
1 +

∣∣∣∣γ̇−(2b+ s− εh
εh

t

)∣∣∣∣2((2b+ s− εh)2

εh2
+

t2

εh2

)
dt ds

= εh

ˆ δ

εh

(
b+ s− εh
sb+ s− εh

)
ds+

ˆ δ

εh

ˆ b

0

√
O(εh2) + |γ̇−(τ)|2(1 +O(εh2)) dτ ds

h→+∞−→ δ

ˆ a

0
|γ̇−(τ)| dτ = πρδ.

On T+
εh
∩ {t > εh} we have p(t, s) = δ + t and d(t, s) = s. Thus

Aεh ∩ (T+
εh
∩ {t > εh}) =

{
(t, s) ∈ T+

ε : t ∈ (εh, b), s ∈
(

0,
(b− t)εh

2b− 2t+ εh

)}
;

(4)Again ∂1 and ∂2 denote the derivative with respect to the first and the second variable respec-
tively.
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for (t, s) in this set uh(t, s) = γ−[u]
(

2b−2t+εh
εh

s+ t
)

. Hence

A(uh,T+
εh
∩ {t > εh})

= A(uh, (T+
εh
\Aεh) ∩ {t > εh}) +A(uh, Aεh ∩ T+

εh
∩ {t > εh})

=

ˆ b

εh

ˆ εh

(b−t)εh
2b−2t+εh

1 dt ds

+

ˆ b

εh

ˆ (b−t)εh
2b−2t+εh

0

√√√√1 +

∣∣∣∣γ̇−(t+
2b− 2t+ εh

εh
s

)∣∣∣∣2
((

1− 2s

εh

)2

+
(2b− 2t+ εh)2

εh2

)
ds dt

= εh

ˆ b

εh

(
b− t+ εh

2b− 2t+ εh

)
dt+

ˆ b

εh

ˆ b

0

√
O(εh2) + |γ̇−(τ)|2(1 +O(εh2)) dτ dt

h→+∞−→ b

ˆ b

0
|γ̇−(τ)| dτ = πρb.

In order to estimate the area contribution on (0, εh)× (0, εh), is it enough to notice
that |∇rεh,1| = O(ε−1

h ). And thus

A(uh, (0, εh)× (0, εh)) =

ˆ εh

0

ˆ εh

0

√
1 + |∂1u(rεh)|2 ((∂trεh)2 + (∂srεh)2) dt ds

≤ ε−1
h

ˆ εh

0

ˆ εh

0

√
O(ε2

h) +O(1)
h→+∞−→ 0.

Since by symmetry limh→+∞A(uh,T+
εh

) = limh→+∞A(uh,T−εh), we get (5.7).

This implies that As(u,Ω) ≤ 2πρ(δ + b). Due to our choice of ρ, we can conclude,
as in Example 5.4, that As(u,Ω) < A∞s (u,Ω) = m(D; Γ−[u],Γ+[u]).





6. Non-subadditivity of A(u, ·)

Overview of the chapter

In [14] De Giorgi conjectured that the relaxed area is, in general, non-subadditive,
namely there exist maps v ∈ L1

loc(R2;R2) such that A(v, ·) is not a measure on R2.
Acerbi and Dal Maso proved the conjecture for v = uT , i.e. the triple point map,
and for v = uV , i.e. the vortex map, see [1, Theorems 4,1 and 5.1] and Sections
1.4.4 and 1.4.5. We observe that in both these cases the non-subadditivity seems to
descend from the behaviour of v in a neighbourhood of a single point, the origin.
As observed in [6], the question arises as to whether the relaxed area functional
A(v, ·) is non-subadditive also for qualitatively different maps v. In this chapter
we report a result contained in [8], affirmatively answering to this question. Indeed
we prove that there exists a class of maps u defined on R, satisfying condition I,
such that A(u, ·) is non-subadditive. We also observe that this class is really the
simplest generalization of piecewise constant maps assuming two values, since the
second component of u is piecewise constant, and the first component is regular;
moreover, the norm of the difference between the two traces remains constant on
Ju.

Let us suppose that Ω and u satisfy condition I, and take

u(t, s) :=

{
(f(t), 0) if (t, s) ∈ R−,

(f(t), 1) if (t, s) ∈ R+,
(6.1)

where f ∈ Lip([a, b]) is a piecewise C1-function with f(a) = 0. Clearly γ−(t) =
(f(t), 0) and γ+(t) = (f(t), 1).

The aim of this chapter is to prove the following result.

Theorem 6.1 (Non-subadditivity of A(u, ·)). Let u be as in (6.1) for a non-
constant function f . Then A(u, ·) is not subadditive.

Remark 6.2. It is worth to recall that in [1] it is proven that if f is constant
(and hence u is a piecewise constant map without any triple point) then As(u, ·) =
|Dsu|(·), and thus A(u, ·) is subadditive, see Theorem 1.11.

Note that in order to prove Theorem 6.1 we do not use any result from Chapters 4
and 5 except for Theorem 4.7.
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6.1 Proof of Theorem 6.1

Before proving Theorem 6.1, we need some intermediate results: Proposition 6.3,
that provides an estimate from above of As(u,R), in terms of the area of a suitable
semicartesian parametrization (see Figure 6.1); Proposition 6.4, where we show that,
if A(u, ·) were subadditive, than As(u, ·) would be forced to coincide with |Dsu|(·)
(see (6.3)); Proposition 6.6 that provides a characterization of suitable “vertical”
bidimensional currents in R4, whose mass is controlled from above. We also stress
that from Proposition 6.4 it follows that there exist coplanar curves Γ± such that
the image of an area minimizing semicartesian parametrized surface (if it exists) is
not planar, see Remark 6.5: this is a consequence of the fact that the area of the
rectangle E having Γ− and Γ+ as edges can be larger than the sum of the area of
its orthogonal projection on the tη-plane and the areas of the two triangles T0 and
T1 (see inequality (6.4) and Figure 6.1).

Γ−

Γ+

1

T1

T0

V

1

t

ξ

η

a

b

t

Figure 6.1: The curves Γ− = {(t, f(t), 0), : t ∈ [a, b]}, Γ+ = {(t, f(t), 1), : t ∈ [a, b]} for a linear
non-constant function f and the sets V , T0, and T1. In this case T0 and T1 are triangles at different
height. The broken dotted curve is the image throught the map Φ of the vertical segment R∩{t = t}.

Proposition 6.3. Let u be as in (6.1). Then

A(u,R) ≤
ˆ

R
|M(∇u)| dt ds+ |Dsu|(R) + lip(f)(b− a)2,

where lip(f) is the Lipschitz constant of f .

Proof. Since |u+(t, 0)− u−(t, 0)| = 1 for any t ∈ (a, b), we have

|Dsu|(R) = b− a = H2(V ),

where V is the rectangle V := [a, b]× {0} × [0, 1] ⊂ R3
(t,ξ,η). Let

T0 := {(t, ξ, 0) : t ∈ (a, b), ξ ∈ (0, f(t)) if 0 ≤ f(t), ξ ∈ (f(t), 0) otherwise}
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and T1 := T0 + (0, 0, 1). We observe that, since f(a) = 0,

H2(T0) = H2(T1) ≤ lip(f)

2
(b− a)2,

and hence, if
Σ := T0 ∪ V ∪ T1, (6.2)

we have
H2(Σ) ≤ |Dsu|(R) + lip(f)(b− a)2

Recalling Theorem 4.7, the result follows if we prove that Σ can be parametrized by
an injective map Φ ∈ semicart(R; Γ−,Γ+). This is true, by considering for example
the map Φ(t, s) := (t, φ(t, s)), with φ ∈ H1(R;R2) defined by

φ(t, s) :=


− s+1/3

2/3 γ−(t) in R ∩ {−1 < s < −1/3},
s+1/3

2/3 (0, 1) in R ∩ {−1/3 ≤ s < 1/3},

1−s
2/3 (0, 1) + s−1/3

2/3 γ+(t) in R ∩ {1/3 ≤ s < 1},

which satisfies Φ(R) = Σ and
´

R |∂tΦ ∧ ∂sΦ| dt ds = H2(Σ).

Proposition 6.4. Let u be as in (6.1) for a non-constant function f . If the func-
tional A(u, ·) were subadditive, then

As(u,R) = |Dsu|(R). (6.3)

Proof. Fix δ ∈ (0, (b − a)/2) and let N(δ) ∈ N be such that a + N(δ)δ < b ≤
a+ (N(δ) + 1)δ. Define

Ri := [(a+ iδ, a+ (i+ 1)δ) ∩ (a, b)]× (−1, 1), for i = 0, . . . , N(δ),

Pi := [(a+ iδ − δ2, a+ iδ + δ2) ∩ (a, b)]× (−1, 1), for i = 1, . . . , N(δ).

From Proposition 6.3, applied with Ri and Pi in place of R, it follows

A(u,Ri) ≤
ˆ

Ri

|M(∇u)| dt ds+ |Dsu|(Ri) + lip(f)δ2,

A(u,Pi) ≤
ˆ

Pi

|M(∇u)| dt ds+ |Dsu|(Pi) + 4lip(f)δ4.

If A(u, ·) were subadditive, we would get

A(u,R) ≤
N(δ)∑
i=0

A(u,Ri) +

N(δ)∑
i=1

A(u,Pi)

≤
ˆ

R
|M(∇u)| dt ds+ |Dsu|(R) +

N(δ)∑
i=1

ˆ
Pi

|M(∇u)| dt ds

+

N(δ)∑
i=1

|Dsu|(Pi) +O(δ) +O(δ3)

≤
ˆ

R
|M(∇u)| dt ds+ |Dsu|(R) +O(δ).
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Since by Theorem 1.10 we have

A(u,R) ≥
ˆ

R
|M(∇u)| dt ds+ |Dsu|(R),

the thesis follows from the arbitrariness of δ.

Remark 6.5. Let us consider a map as in (6.1), for a linear function f(t) = c(t−a),
c > 0. We observe that the curves Γ± in this case are coplanar. The map Ψ ∈
semicart(R; Γ−,Γ+) defined by

Ψ(t, s) :=

(
t, c(t− a),

s+ 1

2

)
, t ∈ (a, b), s ∈ (−1, 1),

parametrizes the rectangle E bounded by Γ− and Γ+ and the two vertical segments
{(a, 0, η) : η ∈ (0, 1)}, and {(b, c(b− a), η) : η ∈ (0, 1)}. We have

H2(E) = (b− a)
√

1 + c2 =

ˆ
R
|∂tΨ ∧ ∂sΨ| dt ds.

On the other hand, in this case the sets T0 and T1 built in Proposition 6.4 are two

triangles of area c(b−a)2

2 , so that H2(Σ) = c(b − a)2 + (b − a), with Σ defined as in
(6.2). A simple computation shows that

H2(E) > H2(Σ), (6.4)

provided that b−a ∈
(

0,
√

1+c2−1
c

)
. Interestingly, this implies that the area minimiz-

ing semicartesian surface (if it exists) spanning two coplanar curves is not necessarily
planar.

The next proposition is a modification of [1, Lemma 4.8]. We refer to Section 1.5,
and to [1] and [21] for notations and results concerning Cartesian currents.

Proposition 6.6. Let T = τ(ST , θT , ζT ) be a 2-dimensional integer rectifiable cur-
rent with bounded support in U := R×R2 ⊂ R2

(t,s)×R2
(ξ,η). Denote by p : U → R2

(t,s)
the orthogonal projection. Suppose that

(i) L2(p(ST )) = 0,

(ii) ∂T = [[{(t, 0, f(t), 1)}t∈(a,b)]]−[[{(t, 0, f(t), 0)}t∈(a,b)]] in U , where f ∈ Lip((a, b))
is piecewise C1.

Then

f non-constant ⇒ MU (T ) >

ˆ b

a
|(f(t), 1)− (f(t), 0)| dt = b− a.
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Proof. Assume by contradiction that MU (T ) ≤ b − a. Let π : U → R × Rη and
q : R×Rη → R be the orthogonal projections, so that p = q◦π. Since T has bounded
support in U , then ∂(π]T ) = π](∂T ) (see [21, Sec 2.3]) and thus, from (ii), ∂(π]T ) =
[[{(t, 0, 1)}t∈(a,b)]] − [[{(t, 0, 0)}t∈(a,b)]] =: [[(a, 0), (b, 0)]] × [[1]] − [[(a, 0), (b, 0)]] × [[0]] in

R×Rη. Since T is rectifiable, also π]T is(1), and π]T = τ(Sπ]T , θπ]T , ζπ]T ). Moreover
Sπ]T ⊆ π(ST ) and thus, applying the projection q and recalling assumption (i), we
get L2(q(Sπ]T )) = 0. Applying the one-codimensional result in [1, Lemma 4.7], we
deduce that π]T = [[(a, 0), (b, 0)]]×[[0, 1]]. In particular Sπ]T = (a, b)×{0}×{0}×[0, 1],
θπ]T = 1, ζπ]T = (1, 0, 0, 0) ∧ (0, 0, 0, 1).
We now use the assumption on the mass of the current T , obtaining

b− a = H2(Sπ]T ) ≤ H2(π(ST )) ≤ H2(ST ) ≤MU (T ) ≤ b− a;

hence the above inequalities are indeed equalities and in particular

π(ST ) ' (a, b)× {0} × {0} × [0, 1]

in the sense of H2. Moreover, since H2(π(ST )) = H2(ST ) = MU (T ), it follows that
θT = 1 H2-almost everywhere on ST , and ζT = et ∧ εη, where et = (1, 0, 0, 0) and
εη = (0, 0, 0, 1), see [1, Lemma 4.8].
Thus, if we write any smooth 2-form ω compactly supported in U as

ω := ωt,s(1, 0, 0, 0)∧(0, 1, 0, 0)+ωt,ξ(1, 0, 0, 0)∧(0, 0, 1, 0)+ωt,η(1, 0, 0, 0)∧(0, 0, 0, 1)

+ωs,ξ(0, 1, 0, 0)∧(0, 0, 1, 0)+ωs,η(0, 1, 0, 0)∧(0, 0, 0, 1)+ωξ,η(0, 0, 1, 0)∧(0, 0, 0, 1),

we have

T (ω) =

ˆ
ST

ωt,η dH2(t, s, ξ, η).

Let α := αtdt+αsds+αξdξ+αηdη be a smooth 1-form compactly supported in U .
Then

∂T (α) = T (dα) =

ˆ
ST

(∂tα
η − ∂ηαt) dH2(t, s, ξ, η). (6.5)

On the other hand from assumption (ii) it follows

∂T (α)=

ˆ b

a

[
αt(t, 0, f(t), 1)− αt(t, 0, f(t), 0)

]
+f ′(t)

[
αξ(t, 0, f(t), 1)− αξ(t, 0, f(t), 0)

]
dt.

(6.6)
Now, we choose a 1−form α such that αt = 0, αη = 0, so that the right hand side
of (6.5) vanishes, and the right hand side of (6.6) reduces to

∂T (α) =

ˆ b

a
f ′(t)

[
αξ(t, 0, f(t), 1)− αξ(t, 0, f(t), 0)

]
dt.

Since f is not constant and piecewise C1, there exists a non-empty open interval
I ⊂ (a, b) where f ′ is either positive or negative. It is then sufficient to choose αξ

compactly supported in I and such that αξ(t, 0, f(t), 1) 6= αξ(t, 0, f(t), 0) in I, to
obtain that the right hand side of (6.6) is non-zero, which is a contradiction.

(1)Again π]T (ω) := T (π]ω), ∀ω ∈ D2(R× Rη).
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Now we are in a position to prove Theorem 6.1

Proof of Theorem 6.1. Let us suppose by contradiction that A(u, ·) is subadditive.
As a consequence of Proposition 6.4 and Lemma 1.9, we can select a sequence
(uh) ⊂ C1(R;R2) converging to u in L1(R;R2), bounded in L∞(R;R2), and such
that

A(uh,R)→ A(u,R) =

ˆ
R
|M(∇u)| dt ds+ |Dsu|(R) as h→ +∞.

From Theorem 1.15 it follows that the sequence of the graphs [[Guh ]] of the maps uh
converges weakly in the distributional sense to a Cartesian 2-current T = τ(S, θ, ζ)
in U := R × R2, decomposable in its regular part Tr = [[Gu]] and its singular part
Ts = τ(Ss, θ, ζ); recall that L2(p(Ss)) = 0, see Theorem 1.14. Moreover, by the
lower semicontinuity of the mass we have

M(T ) ≤ lim inf
h→+∞

M([[Guh ]]) = A(u,R)

and

M(T ) = M(Tr) + M(Ts) = M([[Gu]]) + M(Ts) =

ˆ
R
|M(∇u)| dt ds+ M(Ts).

In addition, the support of Ts is bounded in U , since (uh) is bounded in L∞(R;R2),
and ∂Ts = −∂Tr = −∂[[Gu]] = [[{(t, 0, f(t), 1)}t∈(a,b)]] − [[{(t, 0, f(t), 0)}t∈(a,b)]] in U .
Therefore Ts satisfies all hypotheses of Proposition 6.6, which implies that f has to
be constant, providing a contradiction.



7. Classical Plateau’s problem
and semicartesian surfaces

Overview of the chapter

In this chapter we report a result contained in [6] that guarantees the existence of
a solution Σmin to the Plateau’s problem for the Jordan curve Γ admitting a semi-
cartesian parametrization, whenever Γ is union of two graphs and satisfies suitable
regularity hypotheses. More precisely, we prove that if Γ is analytic, union of two
analytic graphs, joining in a non-degenerative way (see Definition 7.1), then there
exists a semicartesian parametrization (O,Φ) spanning Γ such that

ˆ
O
|∂tΦ ∧ ∂sΦ| dt ds = a(Γ),

Φ(O) = Σmin.

(7.1)

We refer to Section 1.6 for the notation and the results on the Plateau’s problem we
shall use in this chapter, and to [33], [15], [16] for an exhaustive discussion.
Before stating Theorem 7.3 let us give the following definition.

Definition 7.1 (Condition (A)). We say that a curve Γ union of two graphs
satisfies condition (A) if there exists an injective analytic map

g = (g1, g2, g3) : ∂B → Rt × R2
(ξ,η)

such that
Γ = g(∂B),

where the following properties are satisfied:

|g′(θ)| 6= 0, θ ∈ [0, 2π),

g ′1 < 0 in (θn, θs + 2π),

g ′1 > 0 in (θs, θn),

g ′′1 (θs) > 0, g ′′1 (θn) < 0.

(7.2)

Remark 7.2. In Definition 7.1 we have denoted for simplicity by g the composition
g ◦b, where, b is an arc-length parametrization of ∂B and θs, θn ∈ [0, 2π) are so that
θs < θn, b(θs) = (0,−1), and b(θn) = (0, 1). We use the prime for differentiating
with respect to θ.

63
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Note carefully that the last three conditions in (7.2) involve the first component of
g only.
Our result is the following.

Theorem 7.3 (Existence of semicartesian parametrizations). Let Γ = Γ− ∪
Γ+ ⊂ R3 be a Jordan curve union of the two graphs on [a, b], Γ± = graph(γ±). If Γ
satisfies condition (A) then

(i) there exists a semicartesian parametrization (O,Φ), O = [[σ−O , σ
+
O ]], satisfy-

ing (7.1); moreover Φ is conformal and free of interior branch points and of
boundary branch points;

(ii) the Lipschitz constant of σ±O on a relatively compact subinterval of (a, b) is
bounded by the Lipschitz constant of the restriction of γ± on the same subin-
terval;

(iii) near the point (a, 0) (similarly near the point (b, 0)), the curve ∂O is of the
form {(τ(s), s)} for |s| small enough, with

τ(s) = a+ λ2s
2 + o(s2), (7.3)

and λ2 > 0.

We present the proof of Theorem 7.3 as it appeared in [6], even if, as observed
by Brian White, it can be shortened, see Remark 7.7. He also suggested that,
plausibly, a solution to the Plateau’s problem for Γ should admit a semicartesian
parametrization whenever Γ is union of two graphs. This hint led us to prove the
result in Section 7.3, that is

Theorem 7.4 (Γ union of two C1,α graphs: m(D; Γ−,Γ+) = a(Γ)). Let γ± ∈
C1,α([a, b];R2), be such that Γ := Γ− ∪Γ+ is a Jordan curve, with Γ± := graph(γ±).
Then there exists a sequence (Oh) of Lipschitz semicartesian parameter domains on
[a, b] and a sequence of semicartesian maps (Φh), Φh ∈ semicart(Oh; Γ−,Γ+), such
that

lim
h→+∞

ˆ
Oh

|∂tΦh ∧ ∂sΦh| dt ds = a(Γ). (7.4)

Remark 7.5. Let Γ and (O,Φ) as in the statement of Theorem 7.3. We under-
line that, Theorem 7.3 does not directly imply the existence of a minimum for
m(D; Γ−,Γ+). Indeed one could define the semicartesian parametrization (D,Ψ)
spanning Γ with Ψ := Φ◦T where T : D → O is defined following the same strategy
as for the maps T1 and T2 in Lemma 2.12, but in general Ψ /∈ H1(D;R3), since
σ±O /∈ Lip([a, b]).
On the other hand if Γ is union of two C1,α graphs, Theorem 7.4 implies that
m(D; Γ−,Γ+) = a(Γ), even if it does not provide a minimum for m(D; Γ−,Γ+). In-
deed since Oh is a semicartesian Lipschitz parameter domain and Φh ∈ H1(Oh;R3),
one can always find a parametrization (D,Ψh) ∈ semicart(D; Γ−,Γ+) having the
same area of (Oh,Φh), see Lemma 2.12; this proves that a(Γ) ≥ m(D; Γ−,Γ+),
while the other inequality is given in (2.10).
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In Section 7.1 we prove the assertion (i) of Theorem 7.3; in Section 7.2 we show also
(ii) and (iii) of Theorem 7.3, concerning the shape of the semicartesian parameter
domain O. In Section 7.3 we demonstrate Theorem 7.4.

7.1 Γ analytic: proof of (i) in Theorem 7.3

In this section we prove assertion (i) of Theorem 7.3.

Let us start by fixing some notation. Given Γ as in the statement of Theorem 7.3,
let us denote by Y the solution of the Plateau’s problem provided by Theorem 1.17;
we underline the fact that Y is conformal and, since Γ satisfies condition 7.1, Y
belongs also to Cω(B;R3) and it is free of both internal and boundary branch points
(see Theorems 1.24, 1.21, 1.22). We can also suppose (see Remark 1.18) that

Y (0,−1) = (a, γ+(a)) = (a, γ−(a)) =: S

Y (0, 1) = (b, γ+(b)) = (b, γ−(b)) =: N,
(7.5)

and we fix a third condition as we wish (respecting the monotonicity on the boundary
parametrization), for definitiveness Y (1, 0) = ((a+ b)/2, γ+((a+ b)/2)).

Before proving the existence of a global semicartesian parametrization for Σmin :=
Y (B), we prove a transversality result that, coupled with Theorem 1.25, provides
the existence of a local semicartesian parametrization.

Theorem 7.6 (Transversality). Let P be the family of parallel planes orthogonal
to the unit vector et = (1, 0, 0), that is the planes in the form{

(t, ξ, η) ∈ Rt × R2
(ξ,η) : t = const

}
.

Let Γ satisfies the same hypotheses as in Theorem 7.3. Then none of the planes of
P is tangent to Σmin.

Proof. We have to show that the normal direction to Σmin at a point of Σmin is
never parallel to (1, 0, 0); at self-intersection points of Σmin, the statement refers to
all normal directions.

Our strategy is to introduce a height function having the planes of the family P
as level sets, namely the function given by the first coordinate t in R3 = Rt ×
R2

(ξ,η), restricted to an extension of Σmin. The proof consists then in proving that
the only critical points of the height function are the minimum and the maximum
corresponding to points S and N (see (7.5)).

Since ∂Σmin = Γ is non-empty, in order to deal with boundary critical points, it
is convenient to extend Σmin across Γ. By condition (A) the curve Γ is analytic;
therefore (Theorem 1.24) we can extend Σmin to an analytic minimal surface Σext

across Γ; Σext can be parametrized on a bounded smooth simply connected open set
Bext ⊃ B through an analytic map Y ext = (Y ext

1 , Y ext
2 , Y ext

3 ) which coincides with Y
on B, is harmonic, i.e. ∆Y ext = 0 in Bext, and satisfies the conformality relations
|∂uY ext|2 = |∂vY ext|2, ∂uY

ext · ∂vY ext = 0 in Bext. In addition, from Theorems 1.21
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and 1.22, Y ext has no interior (i.e., in B) and no boundary (i.e., on ∂B) branch
points. Hence, possibly reducing Bext, we can suppose that Y ext has no branch
points in Bext.

Therefore, the Gauss map

N : (u, v) ∈ Bext → N (u, v) :=
∂uY

ext(u, v) ∧ ∂vY ext(u, v)

|∂uY ext(u, v) ∧ ∂vY ext(u, v)|
(7.6)

is well-defined in Bext(1).

Let us define

h : (u, v) ∈ Bext → h(u, v) := Y ext
1 (u, v) ∈ Rt.

Observe that (u0, v0) ∈ Bext is a critical point for h if and only if the plane {(t, ξ, η) ∈
R3 : t = Y ext

1 (u0, v0)} is tangent to Σext at Y ext(u0, v0). Indeed, criticality implies
∂uY

ext
1 (u0, v0) = ∂vY

ext
1 (u0, v0) = 0, and one checks from (7.6) that

N (u0, v0) = (1, 0, 0). (7.7)

On the other hand, if N (u0, v0) = (1, 0, 0), the image of any vector of R2
(u,v) through

the differential of Y at (u0, v0) is orthogonal to (1, 0, 0). In particular, if we consider
the image of eu = (1, 0) and ev = (0, 1), we obtain ∂uY1(u0, v0) = 0 = ∂vY1(u0, v0).

From the above observation, it follows that the proof of the theorem reduces to show
that the function h has no critical points in B, except for (0,±1), for which we shall
prove separately that N (0,±1) 6= (1, 0, 0).

At first, we shall show that the thesis of the theorem holds true up to a small rotation
of Σext around a line in the orthogonal space to (1, 0, 0) that takes a direction in a
suitable set to become (1, 0, 0); moreover this set of directions is dense in a small
neighbourhood of (1, 0, 0).

In the last step we will show that the statements holds true without applying this
rotation.

step 1. Up to a suitable rotation in R3, the function h has no degenerate critical
points.

We notice that any degenerate critical point of h is a critical point also for the Gauss
map. Indeed let (u0, v0) ∈ Bext be critical: using (7.7) we have, for the coefficients
of the second fundamental form,

∂2
uuY

ext · N = ∂2
uuY

ext
1 = ∂2

uuh,

∂2
uvY

ext · N = ∂2
uvY

ext
1 = ∂2

uvh,

∂2
vvY

ext · N = ∂2
vvY

ext
1 = ∂2

vvh.

If in addition (u0, v0) is degenerate, then the determinant of the Hessian of h at
(u0, v0) vanishes, and this implies that also the determinant of the second funda-
mental form is zero. That is, (u0, v0) is a critical point for the Gauss map.

(1)N is also harmonic and satisfies the conformality relations, see [15, Chapter 1.2].
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From Sard’s Lemma, it follows that we can find a rotation around a line in the
orthogonal space to (1, 0, 0), as close as we want to the identity, so that the t-
direction does not belong to the set of critical values of the Gauss map. Moreover
such a rotation can be freely chosen in a set that is dense in a neighbourhood of
the identity. We also remark that, for a sufficiently small rotation, condition (A)
remains valid, although the values θn and θs of the parameter leading to maximal
and minimal value of the t-component are perturbed of a small amount.

Therefore, from now on we assume that

all critical points of h in Bext are nondegenerate.

step 2. The height function h has no critical points on ∂B.

Suppose first by contradiction that there exists (u, v) ∈ ∂B \ {(0,±1)} such that
∇h(u, v) = 0, namely (u, v) is a critical point of h different from (0,±1). We claim
that if τ∂B ∈ R2, |τ∂B| = 1, τ∂B tangent to ∂B at (u, v), then for some λ 6= 0

Yτ∂B (u, v) = λτΓ(u, v),

where τΓ(u, v) is a tangent unit vector to Γ at Y (u, v) and Yτ∂B is the derivative
of Y along τ∂B. Indeed, since Y is smooth up to ∂B, it follows that Yτ∂B (u, v) is
tangent to Γ at Y (u, v). Now write τ∂B = αeu + βev, α

2 + β2 = 1 and eu = (1, 0),
ev = (0, 1). Since

Yτ∂B (u, v) = α∂uY (u, v) + β∂vY (u, v),

the conformality relations imply

|Yτ∂B (u, v)|2 = (α2 + β2)|∂uY (u, v)|2.

Then the absence of boundary branch points guarantees that |Yτ∂B (u, v)|2 6= 0.
Hence Yτ∂B (u, v) is a non-zero vector parallel to τΓ(u, v) and the claim follows.
Observe now that, by assumption, τΓ(u, v) has non-zero t-component, so that

α∂uY
1(u, v) + β∂vY

1(u, v) 6= 0, (7.8)

which contradicts the criticality of (u, v) for h. Thus (7.8) shows that h has no
critical points on ∂B \ {(0,±1)}. In order to exclude that S (and similarly N) is a
critical point for h, we observe that condition (A) implies that the convex hull of Γ,
and hence the convex hull of Σmin

(2), is contained in a wedge having the tangent to
Γ at its lowest point as ridge and the two slopes are strictly increasing starting from
the ridge. Thus the normal vector to Σext in S cannot be parallel to (1, 0, 0).

As a consequence of step 2 we can suppose that all critical points of h are contained
in B.

step 3. The function h has neither local maxima nor local minima in B.

(2)Any connected minimal surface X with a parameter domain D is contained in the convex hull
of X|∂D. See [16, Theorem 1, chapter 4.1].
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Indeed, assume by contradiction that p = Y (u0, v0) ∈ Σmin, where (u0, v0) ∈ B is a
local minimum point for h. Then locally the surface Σmin is contained in a half-space
delimited by the tangent plane {(t, ξ, η) : t = Y1(u0, v0)}, the intersection with this
tangent plane being locally only the point p. We now construct a competitor surface
Σ′ as follows: we remove from Σmin a small portion locally around p, obtained by
cutting Σmin locally with a plane at a level slightly higher than the minimal value.
We fill the removed portion with a portion of plane, and this givs Σ′(3). Then
the area of Σ′ is strictly smaller than the area of Σmin, a contradiction. A similar
argument holds for a local maximum point and therefore the proof of step 3 is
concluded.

Employing the notation of Section 1.7, we have therefore

m0(h,B) = m2(h,B) = 0.

The next step is a consequence of the monotonicity and non-degeneracy assumptions
expressed in (7.2), and of the conformality and analyticity of Σmin.

step 4. The restriction h|∂B of h to ∂B is a Morse function; moreover m−0 (h|∂−h B
) =

1 and m−1 (h|∂−h B
) = 0.

We observe that condition (A) implies that there exists a parametrization of Γ on
∂B whose first components is a Morse function. We have to show that also the
parametrization induced by the area minimizing surface Y has the same property.
As already done for the function g , we denote by Y ext

|∂B and by h|∂B the composition

Y ext ◦ b and h ◦ b respectively (see Remark 7.2) and we use the prime for differ-
entiation with respect to θ. At first, we observe that out of branch points, all the
directional derivatives of Y ext are non-zero. Thus in particular, from the absence of
boundary branch points on ∂B, we deduce that

|(Y ext
|∂B)′(θ)| 6= 0, θ ∈ [0, 2π).

On the other hand, since g is analytic with differentiable inverse, there exists a C1

function ψ from [0, 2π] in itself such that ψ(2π) = ψ(0) + 2π and

Y ext
|∂B(θ) = g(ψ(θ)), θ ∈ [0, 2π).

Differentiating the last expression and remembering from (7.2) that |g′| 6= 0, we get
that also ψ′ never vanishes, indeed:

0 6= |(Y ext
|∂B)′(θ)| = |g′(ψ(θ))||ψ′(θ)|.

From the semicartesian form of Γ, h|∂B has just a minimum and a maximum in
correspondence of N = (0, 1) and S = (0,−1). From the properties of g we infer
that ψ(θs) is the value of θ corresponding to S, and similarly for N . Since

h′′|∂B(θ) = g ′′1 (ψ(θ))(ψ(θ))2 + g′1(ψ(θ))ψ′′(θ),

(3)If the cut level is close enough to the critical level, Σ′ is the image of a map in C(Γ).
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computing for the values corresponding to S and N we get that the first addendum
is non-zero, while the second vanishes. We have thus proven that h|∂B is a Morse
function, with a maximum in (0, 1) and a minimum in (0,−1).

Following once more Section 1.7 (see (1.16)), we now set

∂−h B := {(u, v) ∈ ∂B : ∇h(u, v) · νB(u, v) < 0},

where νB(u, v) denotes the outward unit normal to ∂B at (u, v) ∈ ∂B.
We prove that

(0,−1) ∈ ∂−h B and (0, 1) /∈ ∂−h B.
Indeed if ∇h(0,−1) · νB(0,−1) ≥ 0, we get a contradiction from the same argument
used in step 2 to prove that (0,−1) is not critical for h. Similarly (0, 1) /∈ ∂−h B.

We have thus obtained that

m−0 (h|∂−h B
) = 1, m−1 (h|∂−h B

) = 0.

step 5. The function h has no saddle points in B.

The Morse function h (step 1) has no points of index zero (minima) in B and
no points of index two (maxima) in B by step 3: again following the notation of
Section 1.7 (see (1.17)), we have

M0(h,B ∪ ∂B) = 1, M2(h,B ∪ ∂B) = 0.

In addition, using steps 2 and 4, we can apply Theorem 1.26, and obtain, being
χ(B) = 1,

M1(h) = M0(h,B ∪ ∂B) +M2(h,B ∪ ∂B)− χ(B) = 0.

step 6. It is not necessary to apply any rotation.

It is sufficient to show that the direction given by (1, 0, 0) is actually not critical for
the Gauss map. At first we can assume that Γ is not contained in a plane. Indeed
if it were planar, necessarily

N (u, v) = ν0, (u, v) ∈ B

for some constant unit vector ν0 6= (1, 0, 0), since Γ is union of two graphs.
Assuming that Γ is non-planar, we reason by contradiction and suppose that there
is a degenerate critical point p = Y (u0, v0) for the height function h in the relative
interior of Σmin. This means that (u0, v0) is a critical point for the Gauss map, that
is the product κ1κ2 of the two principal curvatures is 0; because of the minimality
of Σmin we get that p is an umbilical point, with κ1 = 0 = κ2. Recalling that in a
non-planar minimal surface the umbilical points are isolated (see for example [15,
Remark 2, chapter 5.2]), we can find a direction in a small neighbourhood of (1, 0, 0)
that is normal to Σmin in a neighbourhood of the degenerate critical point p and
is not a critical value for the Gauss map. If we rotate Σmin taking this direction
to become vertical, we have a non-degenerate critical point for the height function,
which is a contradiction in view of the previous steps.
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Remark 7.7. The fact that h has no critical points in B (that is step 3 and
step 5) can be obtained as a consequence of Rado’s Lemma,(4) see for example [15,
Lemma 2, Section 4.9], that we state here for the sake of completeness.

Lemma 7.8 (Rado’s Lemma). Let f : B → R be harmonic in B and continuous
on B and not identically zero. If there exists a point z0 ∈ B where f and its
derivatives of order 1, . . . ,m vanish, then f changes its sign on ∂B at least 2(m+1)
times.

Indeed, since the map h defined in the proof of Theorem 7.3 satisfies the assumptions
of Rado’s Lemma, if there were a critical point ω0 for h, then we should find at least
4 points pi ∈ ∂B, i = 1, . . . 4 such that h(ω0) = h(pi). But this is impossible due
to the definition of h and to the fact that Γ is union of two graphs. Anyway, we
remark that even if we use Rado’s Lemma, requiring that Γ satisfies condition (A)
seems still necessary in order to obtain the transversality result up to the boundary.

We can apply Theorem 1.25 to Σext with the family of planes of Theorem 7.6, ob-
taining a local semicartesian parametrization. More precisely, for any point p ∈ Σext

there exists an open domain Op ⊂ R2
(t,s) and an analytic(5), conformal semicartesian

map Φp parametrizing an open neighbourhood of p on Σext:

Φp : Op → Σext,

(t, sp)→ (t, φp(t, sp)).
(7.9)

We are now in position to prove the existence of a semicartesian parametrization for
Σmin.

Proposition 7.9 (Global semicartesian parametrization for Σmin). In the
same hypotheses of Theorem 7.3, assertion (i) is verified.

Proof. The local parametrization in (7.9) is unique up to an additive constant:
sp 7→ sp + ρ. Indeed, if tp is the t-coordinate of p, the direction of ∂spΦp is given
by the intersection of the tangent plane to Σext and the plane {t = tp}, since its
t-component is zero. The vector ∂tΦp is then uniquely determined by being in the
tangent plane to Σext, orthogonal to ∂spΦp and having 1 as t-component. This in
turn determines the norm of ∂spΦp and hence ∂spΦp itself (up to a choice of the

orientation of Σext)(6). Function φp(t, sp) can now be obtained by integrating the
vector field ∂spΦp along the curve {t = tp}∩Σext and transported as constant along
the curves {s = const}. Now we can cover Σmin ∪ Γ with a finite number of such
neighbourhoods (local charts) having connected pairwise intersection, and we can
choose the constant in such a way that on the intersection of two neighbourhoods the
different parametrizations coincide. In this way we can “transport” the parametriza-
tion from a fixed chart along a chain of pairwise intersecting charts. This definition

(4)We are grateful to Brian White for having pointed us this fact.
(5)From the proof of Theorem 1.25 one infers that the regularity of the local semicartesian map

is the same as the surface.
(6)Incidentally, we note here that |∂spΦp| = |∂tΦp| ≥ 1 (which excludes branch points).
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is well-posed if we can prove that the transported parametrization is independent
of the actual chain, or equivalently that transporting the parametrization along a
closed chain of charts produces the original parametrization. This is a consequence
of the simple connectedness of the surface, indeed we can take a closed curve that
traverses the original chain of charts and let it shrink until it is contained in a single
chart.

Thus we can construct a global semicartesian parametrization Φ defined on a open
domain Oext ⊂ R2. We observe that from the properties on Φp, Φ is analytic on
Oext and free of branch points. Eventually

O := Φ−1(Σmin ∪ Γ) (7.10)

is a closed bounded (connected and simply connected) set such that the intersection
with the line {t = k}, for k ∈ (a, b), is an interval (not reduced to a point); indeed
if the intersection were composed by two (or more) connected components, there
would be at least 4 points on the intersection of Γ with the plane {t = k}, and this
is impossible since Γ is union of two graphs.

Remark 7.10. We observe that the domain O is in the form

O = [[σ−O , σ
+
O ]] = {(t, s) : t ∈ (a, b), s ∈ (σ−O(t), σ+

O(t))}, (7.11)

for σ±O ∈ C([a, b])∩Liploc((a, b)), σ
−
O < σ+

O in the open interval (a, b), σ−O(a) = σ+
O(a)

and σ−O(b) = σ+
O(b).

7.2 Γ analytic: proof of (ii) and (iii) in Theorem 7.3

Let us starting observing that the boundary of O is analytic.(7)

Lemma 7.11 (Analyticity of ∂O). The domain O defined in (7.10) has analytic
boundary.

Proof. The boundary of O is the image of an analytic map defined on ∂B. This
latter fact follows directly from the analyticity of the map Y : B → Σmin and of the
map Φ : O → Σmin. The fact that Σmin can have self-intersections is not a problem
here because the preimages of points (in either B or O) in a self-intersection are
well-separated, so that we can restrict to small patches of the surface and reason
locally.

We are now in a position to specify a further property of ∂O.

Proposition 7.12 (Bound for lip(σ±O) on compact subintervals). In the hy-
potheses and with the notation of Proposition 7.9, the two functions σ± : [a, b]→ R
satisfy condition (ii) of Theorem 7.3.

(7)The analyticity of ∂O implies that we cannot have a global Lipschitz constant for σ±O ; thus O
is not a Lipschitz semicartesian parameter domain.
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Proof. Since O satisfy (7.11), up to translation we can suppose also σ+
O(a) = 0 =

σ−O(a).
Let (t, s) ∈ ∂O and let p = Φ(t, s) ∈ Γ. Let us suppose that s = σ−O(t) (the case
s = σ+

O(t) being similar) and let us write σ in place of σ−O for simplicity. We have
to show that

|σ′(t)| ≤ |γ′(t)|. (7.12)

Let ϑ(t, s) ∈ [−π/2, π/2] be the angle between the tangent line to Γ at p (spanned

by Γ′(t)
|Γ′(t)|) and the direction of ∂tΦ(t, s). Note that if ϑ(t, s) ∈ (−π/2, π/2) we have

tg(ϑ(t, s)) = σ′(t). (7.13)

Indeed, take a vector ` generating the tangent line to ∂O at (t, s), for instance ` =
(σ′(t), 1). Using also the conformality of Φ, the derivative Φ` of Φ along the direction
of ` is given by Φ`(t, s) = σ′(t)∂sΦ(t, s) + ∂tΦ(t, s), and is a vector generating the
tangent line to Γ at p, and (7.13) follows.
Let now Θ(t, s) ∈ [0, π/2] be the angle between the tangent line to Γ at p and the
line generated by et = (1, 0, 0). If Θ(t, s) ∈ [0, π/2) we have, writing γ in place of
γ−,

tg(Θ(t, s)) = |γ′(t)|.

Hence, to show (7.12), it is sufficient to show that ϑ(t, s) ≤ Θ(t, s), or equivalently

π

2
− ϑ(t, s) ≥ π

2
−Θ(t, s). (7.14)

Consider Γ′(t)
|Γ′(t)| as a point on S2 ⊂ R3 and think of et as the vertical direction

(Figure 7.1(b)). We have that π
2 − Θ(t, s) is the latitude of Γ′(t)

|Γ′(t)| . On the other

hand, remembering that ∂sΦ(t, s) is orthogonal to et, we have that π
2 − ϑ(t, s) (the

angle between Γ′(t)
|Γ′(t)| and ∂sΦ(t, s) by conformality) is the geodesic distance (on S2)

between Γ′(t)
|Γ′(t)| and the point obtained as the intersection between Tp(Σmin) and the

equatorial plane. Hence inequality (7.14) holds true.

In order to conclude the proof of Theorem 7.3, we need to study the behaviour of
∂O near (a, 0) and (b, 0).

Proposition 7.13 (Shape of O near (a, 0)). Assertion (iii) of Theorem 7.3 holds.

Proof. Let us consider the point (a, 0). From the analyticity of ∂O (Lemma 7.11)
and the fact that (a, 0) minimizes the t-component in ∂O, we can express it locally
in a neighbourhood of (a, 0) as the graph (τ(s), s) of a function τ : (s−, s+) → R
defined in a neighbourhood (s−, s+) of the origin that can be Taylor expanded as

τ(s) = a+ λ2s
2 + α3s

3 + α4s
4 + o(s4), s ∈ (s−, s+),

with λ2 ≥ 0.
Assume by contradiction that (7.3) does not hold, and therefore

λ2 = 0.



7.2. Proof of (ii) and (iii) in Theorem 7.3 73

Γ

Γ′
et

∂tΦ

∂sΦ

Φ(t, ·)

Θ

θ

TΣ(p)

{t = t}

(a)

Θ
θ

Γ′

|Γ′|
∂tΦ
|∂tΦ|

∂sΦ
|∂sΦ|

et
S2

(b)

Figure 7.1: (a): The red vector et is perpendicular to the plane {t = t} (in pink) on which
we have represented a part of the curve {Φ(t, s) : s ∈ [σ−O(t), σ+

O(t)]} (in green). Γ is also drawn,
and passes through the plane {t = t} transversally. The blue plane is the tangent plane to Σmin at
p = Φ(t, σ−(t)) and the three vectors are the conformal basis of the tangent plane span{∂tΦ, ∂sΦ}
and the vector Γ′(t). The angles θ and Θ are also displayed. (b): the same vectors normalized and
represented on the sphere S2.

Since O is contained in the half-plane {t ≥ a} it follows that

α3 = 0 and α4 ≥ 0.

We shall now compute the area A(ε) of

Σε
min := Σmin ∩ {t < a+ ε} = Φ(O ∩ Sε)

for small positive values of ε, where Sε := {(t, s) : a ≤ t < a + ε}. Using the
conformal map Φ we need to integrate the area element over the set O∩Sε. However
the integrand is the modulus of the external product of the two derivatives of Φ with
respect to t and to s, which is always greater than or equal to 1, so that, integrating,
we get

A(ε) ≥ L2(O ∩ Sε) ≥ cε1+1/4 (7.15)

for some positive constant c independent of ε.
We now want to show that the minimality of Σmin entails that H2(Σε

min) ≤ cε1+1/2,
which is in contradiction with (7.15). Indeed we can compare the area of Σmin with
the competitor surface

Σ := Σ1 ∪ Σ2 ∪ Σ3 ∪ Σ4,

where (see Figure 7.2):

- Σ1 is the parabolic sector delimited by the osculating parabola to Γ in the
minimum point and by the plane {t = a+ ε};
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{t = a+ ε}
Σ1

Σ2

Σ3

Σ4

Figure 7.2: The competitor surface Σ. Σ1, Σ2 and Σ3 are the light red, yellow and blue surface
respectively.

- Σ2 is the portion of the plane {t = a+ε} between the curve Σmin∩{t = a+ε}
and the boundary of Σ1;

- Σ3 is obtained by connecting linearly each point of the osculating parabola
with the point of Γ having the same t-coordinate;

- Σ4 := Σmin ∩ {a+ ε ≤ t ≤ b}.

Notice that Σ is a Lipschitz surface and ∂Σ = Γ. Moreover Σmin = Σε
min ∪ Σ4 with

H2(Σε
min ∩ Σ4) = 0. Thus, using also the minimality of Σmin, we get

H2(Σmin) = A(ε) +H2(Σ4) ≤ H2(Σ) ≤
4∑
i=1

H2(Σi),

which implies A(ε) ≤ H2(Σ1)+H2(Σ2)+H2(Σ3). Now, we notice that, for a constant
c independent of ε:

- H2(Σ1) ≤ cε1+1/2, since it is a parabolic sector,

- H2(Σ2) ≤ cε1+1/2 because Σmin is bounded by the two planes of the wedge,

- H2(Σ3) = o(ε1+1/2) because Σε
min is contained in the inside of a cylindrical

shape obtained by translation of Γ in the direction orthogonal to both the
tangent vector to Γ in its minimum point and the vector (1, 0, 0).

Thus we get the contradicting relation:

c1ε
1+1/2 ≥ A(ε) ≥ c2ε

1+1/4,

where c1 and c2 are two positive constants independent of ε.
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7.3 Γ union of two C1,α graphs: proof of Theorem 7.4

In this Section we prove Theorem 7.4, showing that if Γ is a Jordan curve, union of
two C1,α graphs on [a, b], α ∈ (0, 1), then a(Γ) can be obtained as limit of the area
of semicartesian parametrizations spanning Γ.
We recall, see Theorem 1.23, that under this regularity assumptions on Γ there
exists a solution of the Plateau’s problem Y ∈ C(Γ) such that Y ∈ Cω(B;R3) ∩
C0(B;R2) ∩ C1,α(B ∪ I;R3) for every open arc I ⊂ ∂B such that Y (I) ⊂ Γ \
{(a, γ−(a)), (b, γ−(b))}. We set Σmin := Y (B).
As in the proof of 7.3, we shall use a transversality property to guarantee (through
Theorem 1.25) the existence of local semicartesian parametrizations; we deduce it
from the following Theorem contained in [27].

Theorem 7.14 (Theorem 4.1, [27]). Let Σ ⊂ R3
(t,ξ,η) be a minimal surface of the

topology of the disk contained in the cylinder Rt × Br, Br ⊂ R2
(ξ,η). Let Γ = ∂Σ.

Suppose that Γ ∩ {α < t < β} is composed of two components, each of which is
a C1 curve whose tangent vector forms with the vector (1, 0, 0) an angle that is, in
modulus, less or equal π − δ, for some δ > 0. Let Σε := Σ ∩ {α + ε < t < β − ε},
with ε > 0. Then

(i) Σε has no branch points;

(ii) for any point p ∈ Σε, the normal vector to ν(p) forms with (1, 0, 0) an angle
that is, in modulus, in

(
δ, π − δ

)
, where

δ := min
{
δ,
ε

2r

}
.

(iii) for any point p ∈ Σε, the norm of the second fundamental form of Σε at p is
bounded by

C

dist(p, ∂Σε)
,

where the costant C depends only on δ and ε/r.

As we shall see from the proof, we use this result to guarantee the existence of a
semicartesian parametrization (Oε,Φε) on [a+ ε, b− ε] for Σmin∩{a+ ε < t < b− ε}
for any ε > 0 small enough. In order to prove Theorem 7.4 it remains to extend
(Oε,Φε) to a semicartesian parametrization (Oext

ε ,Φext
ε ) on [a, b], such that the area

contribution of Φext
ε on Oext

ε \Oε is negligible as ε→ 0+.

Proof of Theorem 7.4. We observe that the semicartesian structure of the curve Γ
and the regularity assumption on γ± imply that Σmin satisfies the hypotheses of
Theorem 7.14 with α = a, β = b and δ = δ(γ+, γ−) > 0. For any ε > 0 small
enough, we set

Σε := Σmin ∩ {a+ ε < t < b− ε}.

Since ∂Σε/2∩Γ is composed of two C1,α-regular curves, Y is C1,α up to the boundary
of the preimage of Σε/2. Thus we can extend the map Y to a C1,α map Y ext

ε/2 defined
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on an open set Bext
ε/2 that strictly contains the preimage of the set Σε, see Theorem

1.23. Moreover, thanks to the uniform bound on the slope of the tangent planes of
Σε/2 provided by assertion (ii) of Theorem 7.14, we can suppose that in every point
of the surface Y ext

ε/2 (Bext
ε/2) the tangent plane is not orthogonal to (1, 0, 0). Thus,

see Theorem 1.25, for any point of this surface we can find a local semicartesian
parametrization (as in (7.9)). Since the preimage of Σε is compactly contained in
Bext
ε/2, following the strategy of the proof of Proposition 7.9, we can cover it with

a finite number of charts and thus define a semicartesian parametrization for Σε,
denoted by (Oε,Φε). Following Proposition 7.12, there exist σ±ε ∈ Lip([a+ ε, b− ε]),
lip(σ±ε ) ≤ lip(γ±) such that

Oε = {(t, s) ∈ R2 : t ∈ (a+ ε, b− ε), s ∈ (σ−ε (t), σ+
ε (t))}.

We can also suppose σ+
ε > 0 and σ−ε < 0 on (a + ε, b − ε).(8) In order to prove

the thesis of Theorem 7.4, it is enough to provide, for any ε > 0, a semicartesian
parametrization (Oext

ε ,Φext
ε ), such that Oext

ε is a semicartesian Lipschitz parameter
domain on [a, b] and

Oext
ε ∩ {a+ ε < t < b− ε} = Oε,

Φext
ε = Φε, on Oε,

and satisfying

lim
ε→0+

ˆ
Oext
ε \Oε

|∂tΦext
ε ∧ ∂sΦext

ε | dt ds = 0. (7.16)

For any ε, let ε′ be in (0, ε) to be chosen later. Let us extend (without renaming
them) the function σ+

ε to the interval [a, b] as follows:

σ+
ε (t) =



σ+
ε (a+ε)
ε′ (t− a) t ∈ [a, a+ ε′],

g
(
t−(a+ε′)
ε−ε′

)
+ σ+

ε (a+ ε) (a+ ε′, a+ ε],

σ+
ε (t) t ∈ (a+ ε, b− ε],

g
(
t−(b−ε)
ε−ε′

)
+ σ+

ε (b− ε) t ∈ (b− ε, b− ε′],

σ+
ε (a+ε)
ε′ (t− a) t ∈ (b− ε′, b],

where g ∈ Lip([0, 1]) satisfies g(0) = 0 = g(1) and g(t) > 0 in the open interval
(0, 1). Similar definition for σ−ε . We denote by Oext

ε the semicartesian set [[σ−ε , σ
+
ε ]]

on [a, b].

(8)Let us define the Steiner symmetrization S : Oε → Osym
ε as S(t, s) :=

(
t, s− σ+

ε (t)−σ−ε (t)

2

)
and

the map Φsym
ε := Φε◦S−1. The pair (Osym

ε ,Φsym
ε ) is a semicartesian parametrization on (a+ε, b−ε)

spanning Γ, the domain Osym
ε has the same qualitative properties of the domain Oε, and the segment

(a + ε, b − ε) is contained in Osym
ε ; we notice that in general Φsym

ε is not conformal on Osym
ε , even

though Φε is conformal on Oε.
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Now we define Φext
ε on Oext

ε ∩ {a < t < a+ δ} as follows

Φext
ε (t, s) =



s−σ−ε (t)

σ+
ε −σ−ε

γ+(t) + σ+
ε (t)−s
σ+
ε −σ−ε

γ−(t) (t, s) ∈ E1
ε,ε′ ,

t−(a+ε′)
ε−ε′ Φε(a+ ε, s) + (a+ε)−t

ε−ε′ Φext
ε (a+ ε′, s) (t, s) ∈ E2

ε,ε′ ,

σ+
ε (t)−s

σ+
ε (t)−σ+

ε (a+ε)
Φext
ε (t, σ+

ε (a+ ε)) + s−σ+
ε (a+ε)

σ+
ε (t)−σ+

ε (a+ε)
γ+(t) (t, s) ∈ E3

ε,ε′ ,

σ−ε (t)−s
σ−ε (t)−σ−ε (a+ε)

Φext
ε (t, σ−ε (a+ ε)) + s−σ−ε (a+ε)

σ−ε (t)−σ−ε (a+ε)
γ−(t) (t, s) ∈ E4

ε,ε′ ,

(7.17)
where

E1
ε,ε′ := {(t, s) ∈ Oext

ε , t ∈ (a, a+ ε′]},
E2
ε,ε′ := {(t, s) ∈ Oext

ε , t ∈ (a+ ε′, a+ ε], s ∈ [σ−ε (a+ ε), σ+
ε (a+ ε)]}

E3
ε,ε′ := {(t, s) ∈ Oext

ε , t ∈ (a+ ε′, a+ ε), s ∈ (σ+
ε (a+ ε), σ+

ε (t))}
E4
ε,ε′ := {(t, s) ∈ Oext

ε , t ∈ (a+ ε′, a+ ε), s ∈ (σ−ε (t), σ−ε (a+ ε))}.

Similarly we define in Φext
ε on Oext ∩ {b− ε < t < b}.

Now we have to check (7.16) for a suitable choice of ε′.

- The image of E1
ε,ε′ through Φext

ε is a piece of the ruled surface obtained by

linearly interpolating the points (t, γ−(t)) and (t, γ+(t)), with t ∈ (a, b). Since
this surface has finite area (see (3.3)), the area contribution on (a, a + ε′)
vanishes as ε′ → 0+, and thus as ε→ 0+.

- The image of E2
ε,ε′ through Φext

ε is the ruled surface obtained by linearly inter-

polating the points Φε(a+ε, s) and Φext
ε (a+ε′, s), for s ∈ (σ−ε (a+ε), σ+

ε (a+ε)).
The area of this surface depends on ||∂sΦε(a+ε, s)||L∞((σ−ε (a+ε),σ+

ε (a+ε));R2), on

||∂sΦext
ε (a+ε′, s)||L∞((σ−ε (a+ε),σ+

ε (a+ε));R2), and on the thickness ε−ε′. The sec-

ond norm depends just on the velocity of γ±, and thus is independent of ε
and ε′. The first norm, instead, depends on ε and, a priory, it can blow up as
ε→ 0+. Thus we can choose ε′ = ε′(ε) such that

lim
ε→0+

ˆ
E2
ε,ε′

|∂tΦext
ε ∧ ∂sΦext

ε | dt ds = 0.

- The image of E3
ε,ε′ (and similarly of E4

ε,ε′) through Φext
ε is again a piece of a

ruled surface. Its area depends just on the velocity of γ+ (of γ−), and thus its
area contribution vanishes as ε− ε′ → 0+.

Similar arguments hold for the area contribution on Oext
ε ∩ {b− ε < t < b}.

Thus we can choose suitable infinitesimal sequences (εh), (ε′h), εh > 0, ε′h ∈ (0, εh),
such that (7.4) is satisfied for (Oh,Φh) := (Oext

εh
,Φext

εh
).





8. Dirichlet energy minimizing
semicartesian surfaces

Overview of the chapter

In this chapter we suppose that Γ := Γ− ∪ Γ+ is a Jordan curve, union of two
Lipschitz graphs, and we address the problem of the existence of a minimum for
m(D; Γ−,Γ+) with a different strategy with respect to Chapter 7. It is well known
that the classical Plateau’s problem (1.11) can be solved by finding a conformal
minimizer for the Dirichlet functional in the class C(Γ) (see also Section 1.6), and
then proving that it is indeed a solution also for the area minimizing problem (1.11);
in this last step conformality plays a crucial role. We refer to [15, Chapter 4] for all
details.

We would like to adapt this strategy in the context of semicartesian parametriza-
tions. Differently from the area, the Dirichlet functional is not invariant under
change of coordinates. This implies that we are no more allowed to fix the semi-
cartesian parameter domain, but indeed we have to minimize the functional among
all semicartesian parametrizations (O,Φ) spanning Γ, letting both the domain O
and the map Φ vary.

Before stating the results of this chapter, that are contained in [7], let us fix some
notation and give some definitions.

Definition 8.1 (The class semicart(Γ)). Let Γ = Γ−∪Γ+ be union of two Lipschitz
graphs on [a, b]. We set

semicart(Γ) :=
⋃

semicart(O; Γ−,Γ+),

where the union is considered on all semicartesian Lipschitz parameter domain O =
[[σ−, σ+]](1) such that σ−(a) = σ+(a) = 0(2) and σ−(b) = σ+(b). We call such an O
an admissible (Lipschitz semicartesian parameter) domain.

In the following we need also to control the Lipschitz constant of the maps σ±

(1)We remark that in this chapter the symbols σ± denote general functions in Lip([a, b]), differently
from Definition 2.8.

(2)We can suppose σ±(a) = 0 without loss of generality; this condition is necessary in the proof
of Theorem 8.4 in order to avoid the non-compactness of domains of a minimizing sequence due to
translation invariance.

79
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defining an admissible semicartesian parameter domain. Thus we give the following
definition.

Definition 8.2 (The class semicartS(Γ)). Let Γ = Γ− ∪ Γ+ be union of two
Lipschitz graphs on [a, b]. For S > 0 we set

semicartS(Γ) :=
{

(O,Φ) semicartesian parametrizations spanning Γ :

O := [[σ−, σ+]] is an admissible domain with lip(σ±) ≤ S
}
.

We call a domain O satisfying lip(σ±) ≤ S an S-admissible domain; if lip(σ±) < S,
then O is said to be an S-strictly admissible domain.

Remark 8.3. We observe that, reasoning as in Lemma 2.10, semicartS(Γ) 6= ∅ for
every S > 0. This implies that also semicart(Γ) 6= ∅, since

semicart(Γ) :=
⋃
S>0

semicartS(Γ). (8.1)

We also stress that the subscript S refers to the Lipschitz constants of the maps
defining the domain of the semicartesian parametrization, and does not give any
information about the regularity of the semicartesian map.

Given a bounded open set U ⊂ R2, and f ∈ H1(U ;R2), we denote by Dir(f,Ω) the
Dirichlet functional of f on U , cf. [15], namely

Dir(f, U) :=
1

2

ˆ
U
|∇f |2 dt ds,

where |∇f |2 is the sum of the squares of the entries of the matrix ∇f . Given
(O,Φ) := ([[σ−, σ+]],Φ) ∈ semicart(Γ), we have that |∇Φ|2 = 1 + |∂tφ|2 + |∂sφ|2,
where φ is such that Φ(t, s) = (t, φ(t, s)); hence

Dir(Φ, [[σ−, σ+]]) =
1

2

ˆ b

a

ˆ σ+(t)

σ−(t)

[
1 + |∂tφ|2 + |∂sφ|2

]
ds dt.

The main results of this chapter are the following.

Theorem 8.4 (Existence of minima in semicartS(Γ)). Let Γ be union of two
Lipschitz graphs on [a, b] and S > 0. Then the problem

min
{

Dir(Φ, [[σ−, σ+]]) : ([[σ−, σ+]],Φ) ∈ semicartS(Γ)
}

(8.2)

admits a solution ([[σ−S , σ
+
S ]],ΦS), and ΦS is harmonic in [[σ−S , σ

+
S ]] and continuous

on [[σ−S , σ
+
S ]].

Notice that from (8.1), we deduce that for every S > 0

Dir(ΦS, [[σ
−
S , σ

+
S ]]) ≥ inf{Dir(Φ, [[σ−, σ+]]), ([[σ−, σ+]],Φ) ∈ semicart(Γ)},
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thus, in general, ([[σ−S , σ
+
S ]],ΦS) does not minimize the Dirichlet functional in the

whole space semicart(Γ). In order to prove the existence of a minimum for the
Dirichlet functional in semicart(Γ), we need to prove some conformality properties
of the map ΦS provided by Theorem 8.4. Unfortunately we are able to get the result
only requiring a priori that ΦS is Lipschitz up to the boundary of [[σ−S , σ

+
S ]]. We

comment more on this issues in Remark 8.8. Our conformality result turns out to
be the following.

Theorem 8.5 (Conformality of minima in semicartS(Γ)). For γ±∈Lip([a, b];R2),
let G > 0 be such that lip(γ±) ≤ G. Let Γ be the union of the two Lipschitz graphs
of γ±. Fix S > 0 and suppose that ([[σ−S , σ

+
S ]],ΦS) is a solution of (8.2) with

ΦS ∈ Lip([[σ−S , σ
+
S ]];R3).

The following assertions hold:

(i) if [[σ−S , σ
+
S ]] is S-strictly admissible, then ΦS is conformal;

(ii) if S > G, then lip(σ±S ) ≤ G < S, that is [[σ−S , σ
+
S ]] is S-strictly admissible.

We observe that assertions (i) and (ii) imply that if S > G and ([[σ−S , σ
+
S ]],ΦS) ∈

semicartS(Γ) is a solution of (8.2) such that ΦS ∈ Lip([[σ−S , σ
+
S ]];R3), then ΦS is con-

formal. Moreover, the fact that under the hypotheses of Theorem 8.5 the minimum
belongs to semicartG(Γ) for every S > G, implies the following result of existence of
a minimizer of the Dirichlet energy in semicart(Γ).

Theorem 8.6 (Existence of a minimum in semicart(Γ)). For γ± ∈ Lip([a, b];R2),
let G > 0 be such that lip(γ±) ≤ G. Let Γ be the union of the two Lipschitz graphs

of γ±. Suppose that there exists M > 0 such that ΦS ∈ Lip
(
[[σ−S , σ

+
S ]];R3

)
for every

S > M. Then the problem

min
{

Dir(Φ, [[σ−, σ+]]) : ([[σ−, σ+]],Φ) ∈ semicart(Γ)
}

(8.3)

has a solution ([[σ−, σ+]],Φ) ∈ semicartG(Γ) and Φ is harmonic and conformal on
[[σ−, σ+]], and continuous on [[σ−, σ+]].

Remark 8.7. Let ([[σ−, σ+]],Φ) be a solution to (8.3). Then Φ is harmonic in
[[σ−, σ+]]. This can be seen, as in [15, section 2.1] by exploiting the equality

0 =
d

dε
Dir(Xε, [[σ

−, σ+]])|ε=0

where Xε(t, s) := Φ(t, s) + εX(t, s) for X ∈ C∞c (Ω;R3) of the form X(t, s) =
(0, ψ(t, s)).

In section 8.1 we prove Theorem 8.4. In section 8.2 we prove Theorem 8.5, dividing
the statement and the proof into Proposition 8.9, Lemma 8.11, and Proposition 8.12.
In section 8.3 we prove Theorem 8.6.
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8.1 Existence of minima in semicartS(Γ)

In this section we prove Theorem 8.4. For simplicity the minimum will be denoted
by ([[σ−, σ+]],Φ), in place of ([[σ−S , σ

+
S ]],ΦS).

Proof of Theorem 8.4. Let (([[σ−h , σ
+
h ]],Φh)) ⊂ semicartS(Γ) be a minimizing se-

quence for problem (8.2), namely

lim
h→+∞

Dir(Φh, [[σ
−
h , σ

+
h ]]) =

inf
{

Dir(Φ, [[σ−, σ+]]) : ([[σ−, σ+]],Φ) ∈ semicartS(Γ)
}
< +∞,

(8.4)

and write Φh(t, s) = (t, φh(t, s)) for any (t, s) ∈ [[σ−h , σ
+
h ]]. From the definition of the

space semicartS(Γ), the sequences (σ±h ) are equibounded and equicontinuous; thus,
by Ascoli-Arzelà Theorem, we have, up to subsequences, that

σ±h → σ±, uniformly as h→ +∞.
Therefore the limit functions satisfy:

σ± ∈ Lip([a, b]),

lip(σ±) ≤ S,

σ−(a) = σ+(a) = 0,

σ−(b) = σ+(b)

In order to guarantee that [[σ−, σ+]] is S-admissible, we need to check that

σ−(t) < σ+(t), ∀t ∈ (a, b). (8.5)

Suppose by contradiction that there exists t0 ∈ (a, b) such that σ−(t0) = σ+(t0).
The uniform convergence of (σ±h ) to (σ±) implies in particular that

lim
h→+∞

(σ−h (t0)− σ+
h (t0)) = 0.

Let us select δ > 0 such that

a < t0 − δ < t0 + δ < b.

Using the Cauchy-Schwarz’s inequality and the boundary conditions φh(t, σ±h (t)) =
γ±(t), we have

Dir(Φh, [[σ
−
h , σ

+
h ]]) ≥1

2

ˆ t0+δ

t0−δ

(ˆ σ+
h (t)

σ−h (t)
|∂sφh(t, s)|2 ds

)
dt

≥1

2

ˆ t0+δ

t0−δ

1

|σ+
h (t)− σ−h (t)|

(ˆ σ+
h (t)

σ−h (t)
|∂sφh(t, s)| ds

)2

dt

≥1

2

ˆ t0+δ

t0−δ

|γ+(t)− γ−(t)|2

|σ+
h (t)− σ−h (t)|

dt

≥C
2

ˆ t0+δ

t0−δ

1

|σ+
h (t)− σ−h (t)|

dt

≥C
2

ˆ t0+δ

t0−δ

1

2S|t− t0|+ |σ+
h (t0)− σ−h (t0)|

dt,
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where the constant C = C(t0, δ) ∈ (0,+∞) is found by using γ−(t) 6= γ+(t) for
t ∈ (a, b), and the last inequality follows from the bound lip(σ±h ) ≤ S. Since the
right-hand side blows up as h→ +∞, while the left-hand side is uniformly bounded
with respect to h, from (8.4), we get a contradiction, and this proves (8.5). We
conclude that [[σ−, σ+]] is a S-admissible domain.
Now we have to look for a limit semicartesian map Φ defined in [[σ−, σ+]]. Without
loss of generality, following an argument similar to [15, Theorem 1, section 4.3], we
can suppose that φh is harmonic in its domain [[σ−h , σ

+
h ]] for any h ∈ N. Indeed, if

not, we can replace it with the unique solution of the system{
∆ψh = 0 in [[σ−h , σ

+
h ]],

ψh(t, σ±h (t)) = γ±(t) t ∈ [a, b],

which minimizes the Dirichlet functional among all functions with the same trace.
We observe also that, since [[σ−h , σ

+
h ]] satisfies the exterior cone condition, then

ψh ∈ C
(

[[σ−h , σ
+
h ]];R2

)
∩ C2

(
[[σ−h , σ

+
h ]];R2

)
, see [22, Theorem 6.13 and Problem

6.3].
Now, let RM := (a, b)× (−M,M) for M large enough such that [[σ−h , σ

+
h ]] ⊆ RM for

all h, and [[σ−, σ+]] ⊆ RM . We extend φh, and consequently also Φh, defining

φh(t, s) := γ−(t), (t, s) ∈ RM ∩ {s < σ−h (t)}
φh(t, s) := γ+(t), (t, s) ∈ RM ∩ {s > σ+

h (t)}.
(8.6)

We observe that Dir(Φh,RM ) ≤ C for some constant C > 0 independent of h, and
thus, using also a Poincaré’s type inequality (see [15, Theorem 1, section 4.6, p.
277]), we get that (φh) is a bounded sequence in H1(RM ;R2). We can then extract
a (not relabeled) subsequence converging weakly to some φ ∈ H1(RM ;R2). We
notice also that the convergence is pointwise, due to the regularity of φh and that
the restriction of φ to [[σ−, σ+]] is harmonic. We define Φ(t, s) := (t, φ(t, s)) for
any (t, s) ∈ RM . In order to verify that the pair ([[σ−, σ+]],Φ) is a semicartesian
parametrization, we have to guarantee that Φ(t, σ±(t)) = (t, γ±(t)) (for almost all
t ∈ (a, b)). This is evident since, if we pass to the limit in (8.6), we get

φ(t, s) := γ−(t), (t, s) ∈ RM ∩ {s < σ−(t)}
φ(t, s) := γ+(t), (t, s) ∈ RM ∩ {s > σ+(t)}.

We recall that the Dirichlet functional Dir(·,RM ) is lower semicontinuous with re-
spect to the weak convergence in H1(RM ;R3) (see [15, Theorem 1, section 4.6]).
Thus

Dir(Φ,RM ) ≤ lim
h→+∞

Dir(Φh,RM ).

Noticing also that, since γ± are Lipschitz and (σ±h ) are equiLipschitz, we have

lim
h→+∞

Dir(Φh,RM \ [[σ−h , σ
+
h ]]) = Dir(Φ,RM \ [[σ−, σ+]]),

and thus
Dir(Φ, [[σ−, σ+]]) ≤ lim

h→+∞
Dir(Φh, [[σ

−
h , σ

+
h ]]).
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Hence, ([[σ−, σ+]],Φ) is a minimizer for (8.2), and Φ is harmonic in [[σ−, σ+]] and
continuous(3) on [[σ−, σ+]].

Remark 8.8 (Boundary regularity of ΦS). We are not able to guarantee that

ΦS ∈ Lip
(
[[σ−S , σ

+
S ]];R3

)
, where ([[σ−S , σ

+
S ]],ΦS) is the minimizer of problem (8.2)

provided by Theorem 8.4. The fact that this result is not easy to reach can be
supported by the following two observations:

- there exist a Lipschitz domain U ⊂ R2 and a function g ∈ Lip(U) such that
the (weak) solution u of {

∆u = 0 in U,

u = g on ∂U

is not globally Lipschitz on U (see [25] for an example);

- we cannot even guarantee Lipschitzianity up to the boundary for graph-type
minimal surfaces on a Lipschitz domain U with Lipschitz boundary datum g,
that is solutions of div

(
∇u√

1+|∇u|2

)
= 0 in U,

u = g on ∂U ;

see [23] for more (an example can be found also in [5]).

However, this does not exclude the possibility that ΦS ∈ Lip
(
[[σ−S , σ

+
S ]];R3

)
, because

the minimum problem in (8.2) is on the pair ([[σ−, σ+]],Φ) and not only on the
functions with a fixed domain. This larger degree of freedom makes possible to hope
for a global Lipschitzianity of ΦS.

8.2 Conformality of minima in semicartS(Γ)

In this section we prove Theorem 8.5. Proposition 8.9 proves assertion (i) of Theorem
8.5, Lemma 8.11 shows that conformality implies that the domain is indeed G-
admissible, and Proposition 8.12 shows assertion (ii) of Theorem 8.5.

Proposition 8.9 (Conformality of strictly admissible and Lipschitz mini-
mizers in semicartS(Γ)). For γ± ∈ Lip([a, b];R2), let G > 0 be such that lip(γ±) ≤
G. Let Γ be the union of the two Lipschitz graphs of γ±. Fix S > 0 and suppose

that ([[σ−S , σ
+
S ]],ΦS) is a solution of (8.2) with ΦS ∈ Lip

(
[[σ−S , σ

+
S ]];R3

)
. Suppose

moreover that [[σ−S , σ
+
S ]] is S-strictly admissible. Then ΦS is conformal.

Proof. Again for simplicity we denote the minimum by ([[σ−, σ+]],Φ) and we also
set O := [[σ−, σ+]]. Let µ ∈ Lip(R2) ∩ C1(O)(4); following [15], with the difference

(3)Still by [22, Theorem 6.13 and Problem 6.3].
(4)Equivalently we can consider µ ∈ Lip(O)∩C1(O); indeed every Lipschitz function on a Lipschitz

domain admits a Lipschitz extension.
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that they consider C1-regular vector field with values in R2, we take an internal
variation of the form

Tε : O 7→ R2

(t, s) ∈ O 7→ (t, σε(t, s)), with σε(t, s) := s− εµ(t, s),
(8.7)

for (t, s) ∈ O and ε ∈ R. If |ε| < 1
2||∂sµ||L∞(O)

, this map is invertible and the inverse

sε(t, σ) is Lipschitz, by [10, Theorem 1], on the deformed domain

Oε := {(t, σ) = (t, σε(t, s)) : (t, s) ∈ O}.

We observe that, since µ ∈ Lip(O), the functions

σ±ε (t) := σε(t, σ
±(t)) (8.8)

are Lipschitz, and the strict S-admissibility of O entails that there exists ε0 > 0
such that for |ε| < ε0 the deformed domain Oε is also S-admissible. We define the
function Φε on the deformed domain Oε as

Φε(t, σ) := Φ(t, sε(t, σ)) (t, σ) ∈ Oε,

and, for |ε| < ε0, we compute

F (ε) := Dir(Φε, Oε) =
1

2

ˆ
Oε

|∇(Φ (t, sε(t, σ)))|2 dt dσ.

Since σε(t, sε(t, σ)) = σ, using (8.7),

sε(t, σ)− εµ(t, sε(t, σ)) = σ;

differentiating with respect to t and σ (see [4, Theorem 3.101] for a chain rule for
Lipschitz functions) we get for almost every (τ, σ) ∈ Oε,

∂tsε(t, σ) =
ε∂tµ(t, sε(t, σ))

1− ε∂sµ(t, sε(t, σ))
,

∂σsε,(t, σ) =
1

1− ε∂sµ(t, sε(t, σ))
.

If (t, σ) ∈ O ∩Oε, recalling that µ ∈ C1(O), we get also

∂tsε(t, σ) = ε∂tµ(t, σ) + o(ε) as ε→ 0,

∂σsε(t, σ) = 1 + ε∂sµ(t, σ) + o(ε) as ε→ 0.
(8.9)

We have:

d

dε
F (ε)|ε=0 = lim

ε→0

1

ε
[Dir(Φε, Oε)−Dir(Φ, O)]

= lim
ε→0

1

2ε

{ˆ
Oε

|∇Φε|2 dt dσ −
ˆ
O
|∇Φ|2 dt ds

} (8.10)
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For almost every (t, σ) ∈ Oε, the derivatives of Φε are given by:

∂tΦε(t, σ) = ∂tΦ(t, sε(t, σ)) + ∂sΦ(t, sε(t, σ))∂tsε(t, σ),

∂σΦε(t, σ) = ∂sΦ(t, sε(t, σ))∂σsε(t, σ).

Thus, recalling also that the absolute value of the determinant of the Jacobian of
the change of variables Tε is given by∣∣∣∣ 1 0

−ε∂tµ 1− ε∂sµ

∣∣∣∣ = 1− ε∂sµ,

the limit in (8.10) becomes:

lim
ε→0

1

2ε

ˆ
O

{[
|∂tΦ|2 + |∂sΦ|2(∂ts

2
ε + ∂σs

2
ε) + 2∂tsε∂tΦ · ∂sΦ

]
(1− ε∂sµ)

−|∂tΦ|2 − |∂sΦ|2
}
dt ds,

(8.11)

Now, recalling that for (t, σ) ∈ Oε ∩ O we have (8.9) for the derivatives of sε, it
is convenient to compute the integral on O = T−1

ε (Oε) as the contribution of the
integral on T−1

ε (Oε ∩O) and on T−1
ε (Oε \O) separately.

On T−1
ε (Oε ∩O) we have

|∂tΦ|2 + |∂sΦ|2(∂ts
2
ε + ∂σs

2
ε) + 2∂tsε∂tΦ · ∂sΦ

= 1 + |∂tφ|2 + |∂sφ|2 + 2ε[∂tµ∂tφ · ∂sφ+ ∂sµ|∂sφ|2] + o(ε);

thus (8.11) on T−1
ε (Oε ∩O) is:

lim
ε→0

1

2ε

ˆ
T−1
ε (Oε∩O)

{[
1+|∂tφ|2+|∂φ|2+2ε(∂tµ∂tφ · ∂sφ+ ∂sµ|∂sφ|2) + o(ε)

]
(1− ε∂sµ)

−(1 + |∂tφ|2 + |∂sφ|2)
}
dt ds

= lim
ε→0

ˆ
T−1
ε (Oε∩O)

[
(∂tµ∂tφ · ∂sφ+ ∂sµ|∂sφ|2)−∂sµ(1 + |∂tφ|2 + |∂sφ|2)+o(ε)

]
dt ds

=

ˆ
O

[A∂tµ+B∂sµ] dt ds,

where

A = ∂tφ · ∂sφ, B =
1

2

(
|∂sφ|2 − |∂tφ|2 − 1

)
(8.12)

are harmonic and bounded in O(5). On the other hand, the integral in (8.11) on
T−1
ε (Oε \O) is asymptotically negligible. Indeed we have:

lim
ε→0

ˆ
T−1
ε (Oε∩O)

1

2ε

{
|∂sφ|2

(
ε2∂tµ

2 + 1

(1− ε∂sµ)2
− 1

)
+ 2ε

∂tµ

1− ε∂sµ
∂tφ · ∂sφ

− ε∂sµ
[
|∂tφ|2 + |∂sφ|2

ε2∂tµ
2 + 1

(1− ε∂sµ)2
+ 2ε

∂tµ

1− ε∂sµ
∂tφ · ∂sφ

]}
dt ds = 0,

(5)Please note that our A, B correspond to a and b of [15, section 4.5] through a = −2B, b = 2A.
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since the integrand is bounded while the measure of the domain of integration tends
to 0. Thus, using the minimality of (O,Φ) we get:

0 =
d

dε
F (ε) =

ˆ
O

[A∂tµ+B∂sµ] dt ds. (8.13)

with (A,B) defined in (8.12). The vector field (A,B) is irrotational in O (and also
divergence free), because

−∂tB + ∂sA = −∂sφ · ∂2
tsφ+ ∂tφ · ∂2

ttφ+ ∂tφ · ∂2
ssφ+ ∂sφ · ∂2

tsφ = ∂tφ ·∆φ = 0

where the last equality follows from the harmonicity of φ (see Remark 8.7). Thus,
since O is simply connected, there exists a f ∈ C1(O) such that

∇f = (A,B);

since (A,B) is bounded, we can extend f up to ∂O and f ∈ Lip(O). Therefore we
can choose

µ = f

and get from (8.13) that ˆ
O

(A2 +B2) dt ds = 0;

this implies A = 0 = B, that is, φ is conformal.

Remark 8.10. In [15], the authors are able to prove conformality of critical points of
the Dirichlet functional in the class C(Γ) without any assumption on the boundary
regularity. We cannot use the same techniques due to the greater rigidity of the
semicartesian setting.

The following lemma provides a bound on the Lipschitz constant of the functions
defining the domain of a semicartesian parametrization, under conformality hypoth-
esis.

Lemma 8.11. For γ± ∈ Lip([a, b];R2), let G > 0 be such that lip(γ±) ≤ G. Let
Γ be the union of the two Lipschitz graphs of γ±. Let ([[ρ−, ρ+]],Ψ) ∈ semicartS(Γ)
for some S > 0. Suppose that Ψ ∈ Lip

(
[[ρ−, ρ+]];R3

)
and that it is conformal, that

is for almost every (t, s) ∈ [[ρ−, ρ+]]

∂tψ · ∂sψ = 0 and 1 + |∂tψ|2 = |∂sψ|2. (8.14)

Then lip(ρ±) ≤ G.

Proof. From the equality

γ±(t) = ψ(t, ρ±(t)),

using the conformality relations (8.14) and differentiating , we get

γ̇±(t) = ∂tψ(t, ρ±(t)) + ∂sψ(t, ρ±(t))ρ̇±(t), a.e. t ∈ [a, b].
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Hence, taking the squared norm and using the conformality relations,

|γ̇±(t)|2 = |∂tψ(t, ρ±(t))|2 + |∂sψ(t, ρ±(t))|2ρ̇±(t)2

= ρ̇±(t)2 + |∂tψ(t, ρ̇±(t))|2(1 + ρ̇±(t)2)

≥ ρ̇±(t)2,

for almost every t ∈ [a, b].

Proposition 8.9 and Lemma 8.11 imply that if a solution ([[σ−, σ+]],Φ) of (8.2) is
such that Φ ∈ Lip

(
[[σ−, σ+]];R3

)
and lip(σ±) < S, then

([[σ−, σ+]],Φ) ∈ semicartG(Γ).

In the next proposition, we prove that the same result holds , without supposing a
priori that lip(σ±) < S.

Proposition 8.12 (Conformality of Lipschitz minimizers). Given two curves
γ± ∈ Lip([a, b];R2), let G > 0 be such that lip(γ±) ≤ G. Let Γ be the union
of the two Lipschitz graphs of γ±. Let ([[σ−S , σ

+
S ]],ΦS) be a solution of (8.2) with

ΦS ∈ Lip
(
[[σ−S , σ

+
S ]];R3

)
. Then

lip(σ±) ≤ G.

In particular, [[σ−S , σ
+
S ]] is S-strictly admissible for any S > G.

Proof. Again the minimum is denoted simply by ([[σ−, σ+]],Φ). Suppose by con-
tradiction that one of the two Lipschitz functions σ+, σ− has a Lipschitz constant
strictly larger than G. From Lemma 8.11 it follows that Φ is not conformal, hence

ˆ
[[σ−,σ+]]

(A2 +B2) dt ds > 0, (8.15)

where A and B are defined in (8.12). In the following, we will employ the notation
already used in the proof of Proposition 8.9. The aim is to find a deformation of
[[σ−, σ+]] that does not increase the Lipschitz constants of σ± and that strictly
decreases the value of the Dirichlet functional.
A natural choice is the variation defined in (8.7), with

µ = −f,

so that ∇µ = (−A,−B). Contrary to Proposition 8.9, in this case [[σ−, σ+]] is
not a S-strictly admissible domain; thus we have to check that the domain of the
parametrizations (Oε,Φε) obtained by inner variation with the field µ = −f are
admissible at least for ε > 0 small enough. If this is the case, from (8.15), we would
reach the inequality

d

dε
F (ε)|ε=0+ = −

ˆ
[[σ−,σ+]]

(A2 +B2) dt ds < 0,
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and thus a contradiction.

Thus the proof is reduced to prove that if |σ̇+(t)| ≥M > G, then |σ̇+
ε (t)| < |σ̇+(t)|

(σ±ε defined as in (8.8)), or similar relations for |σ̇−| and |σ̇−ε |, guaranteeing that
Oε = [[σ−ε , σ

+
ε ]] is admissible for ε > 0 small enough. For simplicity we consider the

case σ̇+(t) > M .

We have already observed that, due to the lipschitzianity of φ, also f is Lipschitz.
Thus the following computations are meaningful almost everywhere in [a, b], where
γ+(·), σ+(·) and f(·, σ±(·)) are differentiable. Recalling (8.7), we get:

σ̇+
ε (t) = σ̇+(t)− ε∇µ(t, σ+(t)) · (1, σ̇+(t)) + o(ε).

Let us prove that

∇µ(t, σ+(t)) · τ+(t) > 0,

where τ+(t) = (1, σ̇+) is the tangent vector to the graph of σ+. Recalling that
∇µ = (−A,−B), we get:

∇µ · τ+(t) = −A− σ̇+B = −∂tφ · ∂sφ−
1

2
σ̇+(|∂sφ|2 − |∂tφ|2 − 1).

Differentiating φ(t, σ+(t)) = γ+(t), we get ∂tφ = γ̇+ − σ̇+∂sφ; substituting it in the
previous equation, we get

∇µ · τ+(t)

= −(γ̇+ − σ̇+∂sφ) · ∂sφ−
1

2
σ̇+
(
|∂sφ|2 − (γ̇+ − σ̇+∂sφ) · (γ̇+ − σ̇+∂sφ)− 1

)
= −γ̇+ · ∂sφ+

1

2
σ̇+|∂sφ|2 +

1

2
σ̇+|γ̇+|2 +

1

2
(σ̇+)3|∂sφ|2 − (σ̇+)2γ̇+ · ∂sφ+

1

2
σ̇+

= I + II + III + IV + V + V I.

The first term can be bounded in absolute value using the Young inequality by

|I| = |γ̇+ · ∂sφ| ≤
1

2
(σ̇+)−1|γ̇+|2 +

1

2
σ̇+|∂sφ|2,

(recall that σ̇+ ≥M > 0). Similarly the fifth term can be bounded as

|V | = |(σ̇+)2γ̇+ · ∂sφ| ≤
1

2
σ̇+|γ̇+|2 +

1

2
(σ̇+)3|∂sφ|2

so that

I + II ≥ −1

2
(σ̇+)−1|γ̇+|2

and

III + IV + V ≥ 0.

Hence we obtain

∇µ · τ+(t) ≥ −1

2
(σ̇+)−1|γ̇+|2 +

1

2
σ̇+ ≥ 1

2
(σ̇+)−1

(
(σ̇+)2 − |γ̇+|2

)
> 0,
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where the last strict inequality holds since σ̇+ > M ≥ |γ̇+|.
Thus we have proved that the domains of the parametrizations (Oε,Φε) obtained
through inner variation with the scalar field µ = −f are admissible, for ε > 0 small
enough, and thus we have found a contradiction. Hence every solution ([[σ−, σ+]],Φ)
of (8.2) such that Φ ∈ Lip

(
[[σ−, σ+]];R3

)
satisfies

lip(σ±) ≤ G;

moreover, if S > G, we have that [[σ−, σ+]] is S-strictly admissible, and therefore,
applying Proposition 8.9, Φ is also conformal.

8.3 Existence of a minimum in semicart(Γ)

Proof of Theorem 8.6. Let us fix S > M > G (M is the constant defined in the
statement of this Theorem) and let ([[σ−S , σ

+
S ]],ΦS) ∈ semicartS(Γ) be the solution

provided by Theorem 8.4; from the hypotheses and applying Theorem 8.5 we get that
([[σ−S , σ

+
S ]],ΦS) ∈ semicartG(Γ). Let us suppose by contradiction that this semicarte-

sian parametrization does not minimize the Dirichlet functional in semicart(Γ), that
is let us suppose that there exists a semicartesian parametrization ([[σ−N , σ

+
N ]],ΦN)

belonging to semicartN(Γ) for some N > S such that

Dir([[σ−S , σ
+
S ]],ΦS) > Dir([[σ−N , σ

+
N ]],ΦN).

From our hypotheses and Theorem 8.5, there exists also a parametrization

([[σ−N,min, σ
+
N,min]],ΦN,min) ∈ semicartG(Γ)

minimizing the Dirichlet functional in semicartN(Γ), and thus also in semicartS(Γ).
Thus we get the contradictory inequalities chain

Dir([[σ−S , σ
+
S ]],ΦS) > Dir([[σ−N , σ

+
N ]],ΦN)

≥ Dir([[σ−N,min, σ
+
N,min]],ΦN,min)

≥ Dir([[σ−S , σ
+
S ]],ΦS).



A. Upper bound for A(u,Ω), u
jumping on a C2 regular curve

In [6] we studied the relaxed area functional for a suitable map u : Ω → R2 jump-
ing on a line compactly contained in Ω, such that the corresponding curve Γ[u] is
a Jordan curve; we obtained an upper bound for A(u,Ω) slightly different from
that provided in Theorem 4.9. First of all, we proved the limit in formula (4.6) with
a(Γ[u]) in place of m(D; Γ−[u],Γ+[u]). In order to obtain this limit, we had to prove
the existence of a solution to the Plateau’s problem for Γ[u] admitting a semicarte-
sian parametrization; since this result is guaranteed by Theorem 7.3, we were forced
to consider maps less regular than W 1,∞(Ω \ Ju;R2)(1), so that the curve Γ[u] was
analytic and satisfied condition (A) (see Definition 7.1). This regularity assumptions
on u implied in particular very careful computations in small neighbourhoods of the
two end points of the jump. We refer to [6] for the details.

The second difference was that we considered maps u such that Ju ⊂⊂ Ω was a
general C2 simple open curve (not necessarily a segment). In this Appendix we
show how to adapt Theorems 4.7 and 4.9 to general C2 jumps. To this aim, we
need to distinguish the plane containing the domain of definition of u and the plane
containing the semicartesian parameter domains. Thus we shall use (x, y) to denote
the variables of u and we shall maintain (t, s) for the semicartesian parameters.

Let us fix some notation.

Let J ⊂ R2
(x,y) be a simple, open and C2 regular curve, with H1(J) = b − a. For

any J satisfying these requirements, we denote by α : [a, b] ⊂ Rt → R2
(x,y) an arc-

length parametrization of J . Moreover there exists δ > 0 (depending on J) and an
open set containing J of the form Λ(Rδ), where Rδ := (a, b) × (−δ, δ) ⊂ R2

(t,s) and

Λ ∈ C1(Rδ; Λ(Rδ)) is the diffeomorphism defined by(2)

Λ(t, s) := α(t) + sα̇(t)⊥, (t, s) ∈ Rδ.

If Λ−1 : Λ(Rδ)→ Rδ is the inverse of Λ, we have Λ−1(x, y) = (t(x, y), s(x, y)), where

(1)We considered u = (u1, u2) with u2 ∈W 1,2(Ω \ J ;R2) and u1 ∈W 1,∞(Ω \ (Ju ∪Bar ∪Bbr);R2)
for every radius r > 0 small enough, where Bar and Bbr are two balls centred in the two end points
of the jump with radius r; we required also a bound on the derivative of the traces of u1 on ∂Bar
and ∂Bbr (see [6, Section 4.1]).

(2)The symbol ⊥ denote the counterclockwise rotation of π/2 in R2
(x,y).
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- s(x, y) = d(x, y) is the distance of (x, y) from J on one side of the jump and
minus the distance of (x, y) from J on the other side,

- t(x, y) is so that α(t(x, y)) = (x, y) − d(x, y)∇d(x, y) is the unique point of J
nearest to (x, y).

Since J is of class C2, we have that d is of class C2 and t is of class C1 on Λ(Rδ).

Using these notations, we are in the position to give the following generalization of
Definition 4.4.

Definition A.1 (Generalized condition II). We say that Ω and u ∈ BV(Ω;R2)
satisfy the generalized condition II if Ju is a simple, open and C2 regular curve, with
H1(J) = b − a, such that Ju := α([a, b]) ⊂⊂ Ω, u ∈ W 1,∞(Ω \ Ju;R2), and there
exist the pointwise limits (still denoted with u±) of u at all points of Ju.

We define γ±[u] := u± ◦ α, where u± are the Lipschitz traces of u on Ju, and
Γ±[u] := graph(γ±[u]).

We prove the following result.

Lemma A.2 (Generalization of Theorem 4.9). Let Ω and u satisfy the gen-
eralized condition II and let Φ ∈ semicart(D; Γ−[u],Γ+[u]), Φ(t, s) := (t, φ(t, s)).
Then there exists a sequence (uh) ⊂ H1(Ω;R2) converging to u in L1(Ω;R2) and
uniformly out of Ju such that

lim
h→+∞

A(uh,Ω) =

ˆ
Ω
|M(∇u)| dx dy +

ˆ
D
|∂tΦ ∧ ∂sΦ| dt ds. (A.1)

If we consider an area minimizing sequence (Φk) ⊂ semicart(D; Γ−[u],Γ+[u]), ap-
plying Lemma A.2 for any k and then using a diagonal technique, we can prove that
for Ω and u satisfying the generalized condition II we get

A(u,Ω) ≤
ˆ

Ω
|M(∇u)| dx dy +m(D; Γ−,Γ+).

We can also generalize the case of Ω and u satisfying condition I, giving the following
Definition and statement.

Definition A.3 (Generalized condition I). We say that Ω and u ∈ BV(Ω;R2)
satisfy the generalized condition I if

- Ju is a simple, open and C2 regular curve, with H1(J) = b − a, such that
α(a), α(b) ∈ ∂Ω;

- Λ(Rδ) = {(x, y) ∈ Ω : dist((x, y), Ju) < δ};(3)

- denoting by Ω+ and Ω− the two connected components of Ω\Ju, u ∈ Lip(Ω+;R2)∩
Lip(Ω−;R2).

(3)This condition also implies that the jump reaches ∂Ω perpendicularly; with some more techni-
calities, we could also further relax this hypothesis.
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Lemma A.4 (Generalization of Theorem 4.7). Let Ω and u satisfy the gener-
alized condition I and let Φ ∈ semicart(R; Γ−[u],Γ+[u]), Φ(t, s) := (t, φ(t, s)). Then
there exists a sequence (uh) ⊂ H1(Ω;R2) converging to u in L1(Ω;R2) and uniformly
out of Ju such that

lim
h→+∞

A(uh,Ω) =

ˆ
Ω
|M(∇u)| dx dy +

ˆ
R
|∂tΦ ∧ ∂sΦ| dt ds.

Since the proof of this second lemma is almost the same of that of Lemma A.2, we
prove the result only for Ω and u satisfying the generalized condition II.

Proof of Lemma A.2. Since δ depends only on Ju, we can suppose without loss of
generality(4) that δ = 1, and thus that Rδ = R; moreover we assume Ω so that
Λ(R) ⊂ Ω. Thanks to Lemma 2.12, we also require that |σ±(t)| < 1, for every
t ∈ (a, b), where D = [[σ−, σ+]] as in Definition 2.8. For any ε ∈ (0, 1) let us set
Rε := (a, b)× (−ε, ε), and Dε := [[εσ−, εσ+]].
Let (εh) ⊂ (0, 1) be an infinitesimal sequence and let us define uh as

uh(x, y) :=


u(x, y) (x, y) ∈ Ω \ Λ(Rεh),

u (Qh(x, y)) (x, y) ∈ Λ(Rεh \Dεh),

φ
(
t(x, y), s(x,y)

εh

)
(x, y) ∈ Λ(Dεh),

where Qh := Λ ◦ Th ◦Λ−1 with Th defined in (4.8) (with h in place of k), see Figure
A.1.

x x

y y

t

s

t

s

Λ−1 Λ

Th
εh

Dεh

Rεh Rεh

Qh

Figure A.1: The action of the map Qh on the set Λ((Rεh \Dεh) ∩ {s > 0}). Any oblique small
segment on the top left is mapped in the parallel longer segment reaching the fracture, on the top
right. Observe that Qh is the identity on ∂(Λ(Rεh)).

We observe that (uh) converges to u in L1(Ω;R2) and uniformly out of Ju. In order
to prove (A.1), let us estimate A(uh,Ω) on the three regions Ω\Λ(Rεh), Λ(Rεh\Dεh),
and Λ(Dεh).

(4)Otherwise it is enough to replace, in what follows, R by Rδ := (a, b) × (−δ, δ) and Rε by
Rεδ := (a, b)× (−εδ, εδ).



94 Appendix A. Upper bound for u jumping on a curve

- Due to the regularity of u, we can prove, as in Theorem 4.9, that

lim
h→+∞

A(uh,Ω \ Λ(Rεh)) = lim
h→+∞

A(u,Ω \ Λ(Rεh)) =

ˆ
Ω
|M(∇u)| dx dy.

- On the intermediate region Λ(Rεh \ Dεh) the area contribution is negligible.
Indeed, denoting by Qh,1 and Qh,2 the components of the map Q and by ∂1

and ∂2 the derivatives with respect to the first and the second variable, we get

∂xuh = ∂1u ∂xQh,1 + ∂2u ∂xQh,2,

∂yuh = ∂1u ∂yQh,1 + ∂2u ∂yQh,2.

Observing that

∇Qh = ∇Λ(Th(t(x, y), s(x, y))T∇Th(t(x, y), s(x, y))∇Λ−1(x, y),

and recalling that both the components of the Jacobian of Λ and the compo-
nents of the Jacobian of Th are bounded, we obtain

A(uh,Λ(Rεh \Dεh)) ≤ CL2(Λ(Rεh \Dεh))
h→+∞−→ 0.

- Finally we want to prove that

lim
h→+∞

A(uh,Λ(Dεh)) =

ˆ
D
|∂tΦ ∧ ∂sΦ| dt ds.

We observe that

∂xuh = ∂tφ∂xt+
1

εh
∂sφ∂xs,

∂yuh = ∂tφ∂yt+
1

εh
∂yφ∂xs,

where t and s are evaluated in (x, y) while ∂tφ and ∂sφ in
(
t(x, y), s(x,y)

εh

)
. By

explicit computation we get that

|M(∇(x,y)uh)|2 = 1 + |∂tφ|2|∇(x,y)t|2 +
2

εh
(∂tφ · ∂sφ)(∇(x,y)t · ∇(x,y)s)

+
1

ε2
h

[
|∂sφ|2|∇(x,y)s|2 + (det∇(t,s)φ)2|∇(x,y)t · ∇(x,y)s

⊥|2
]

(A.2)

where again φ and its derivatives are computed in
(
t(x, y), s(x,y)

εh

)
, and we have

explicitly indicate whether the Jacobian is with respect to the variables (x, y)
or (t, s). In what follows we use the symbol ∇ both for ∇(x,y) and ∇(t,s).

We recall that |∇s|2 = |∇d|2 = 1, since d is the signed distance function
from Ju and thus it satisfies the eikonal equation, and that |∇t|2 is uniformly
bounded with respect to h, since Ju is of class C2.
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Notice that if (x, y) ∈ Λ(Dεh) then the vector ∇d⊥(x, y) = ∇d⊥(π(x, y)) is
tangent to Ju at π(x, y)(5), and has unit length. In addition, t is constant
along the normal direction to Ju, so that if (x, y) ∈ Λ(Dεh) then ∇t(x, y) =
∇t(π(x, y)) +O(εh), and ∇t(π(x, y)) is also tangent to Ju, where

|O(ε)| ≤ c‖κ‖L∞(Ju) max
t∈[a,b]

εh(σ+ − σ−),

κ being the curvature of Ju, for a positive constant c independent of εh.

Since α is an arc-length parametrization of Ju, it follows that |∇t| = 1 on Ju.
Therefore ∇t · ∇s⊥ = 1 +O(εh) on Λ(Dεh).

Thus from (A.2) we get, on Λ(Dεh)

|M(∇u)|2 = 1 + |∂tφ|2|∇t|2 +
2

εh
(∂tφ · ∂sφ)(∇t · ∇s)

+
1

ε2
h

[
|∂sφ|2 + (det∇φ)2(1 +O(εh))

]
=

√
G0 +

2

εh
G1 +

1

ε2
h

G2;

The area formula implies that

A(uh,Λ(Dεh)) =

ˆ
Λ(Dεh )

√
G0 +

2

εh
G1 +

1

ε2
h

G2 dx dy

=

ˆ
Dεh

√
Ĝ0 +

2

εh
Ĝ1 +

1

ε2
h

Ĝ2|det(∇Λ)| dt ds,

where Ĝi, i=0,1,2, equals Gi with (x, y) replaced by Λ−1(x, y) = (t, s); in

particular φ is evaluated in
(
t, sεh

)
. Remember also that |det(∇Λ)| = |1−κs|,

κ being the curvature of Ju. Making the change of variable s/εh → s we finally
get

A(uh,Λ(Dεh)) =

ˆ
D

√
O(εh) + |∂sφ|2 + (det∇φ)2(1 +O(εh))|1− εhκs| dt ds

h→+∞−→
ˆ
D
|∂tΦ ∧ ∂sΦ| dt ds.

(5)π denotes the projection on Ju.
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the calculus of variations, I, volume 37 of Ergebnisse Math. Grenzgebiete (III
Ser). Springer, Berlin, 1998.

[22] David Gilbarg and Neil S. Trudinger. Elliptic partial differential equations of
second order. Springer-Verlag, 1983.

[23] Enrico Giusti. Minimal surfaces and functions of bounded variation. Number 80.
Springer Science & Business Media, 1984.

[24] Casper Goffman and James Serrin. Sublinear functions of measures and varia-
tional integrals. Duke Mathematical Journal, 31(1): 159–178, 1964.

[25] Pierre Grisvard. Elliptic problems in nonsmooth domains, volume 69. SIAM,
2011.



Bibliography 99

[26] Robert Gulliver and Frank David Lesley. On boundary branch points of min-
imizing surfaces. Archive for Rational Mechanics and Analysis, 52(1): 20–25,
1973.

[27] David Hoffman and Brian White. Sequences of embedded minimal disks whose
curvatures blow up on a prescribed subset of a line. Communications in Analysis
and Geometry, 19(3): 487–502, 2011.

[28] Robert L. Jerrard and Halil Mete Soner. Functions of bounded higher variation.
Indiana University mathematics journal, 51(3): 645–678, 2002.

[29] Robert L. Jerrard and Halil Mete Soner. The Jacobian and the Ginzburg-
Landau energy. Calculus of Variations and Partial Differential Equations,
14(2): 151–191, 2002.

[30] Hans Lewy. On the boundary behavior of minimal surfaces. Proceedings of the
National Academy of Sciences of the United States of America, 37(2): 103–110,
1951.

[31] Umberto Massari and Mario Miranda. Minimal surfaces of codimension one,
volume 91 of North-Holland Mathematics Studies. North-Holland Publishing
Co., Amsterdam, 1984.

[32] Marston Morse and George Booth Van Schaack. The critical point theory under
general boundary conditions. Annals of Mathematics, pages 545–571, 1934.

[33] Johannes C. Nitsche. Lectures on minimal surfaces: vol. 1. Cambridge univer-
sity press, 1989.

[34] Robert Osserman. A proof of the regularity everywhere of the classical solution
to Plateau’s problem. Annals of Mathematics, pages 550–569, 1970.

[35] Christian Pommerenke. Boundary behaviour of conformal maps, volume 299
of Grundlehren der Mathematischen Wissenschaften. Springer-Verlag, Berlin,
1992.





Ringraziamenti

Ripenso alla prima volta che, alla lavagna, il mio relatore mi ha raccontato il pro-
blema della mia tesi. Col senno di poi posso dire che al momento mi illusi solo di
aver capito e che quattro anni non sono stati sufficienti a trovare risposte per tutto,
ma piuttosto a pensare e formulare nuove domande!! Il mio primo doveroso ringra-
ziamento va dunque a Giovanni: gli sono grata per il modo in cui affronta, medita,
studia un problema, con perseveranza e passione, per avermi proposto l’argomento
di questa tesi e per avermi guidata in questi primi anni di ricerca.
Un Grazie altrettanto grande va ad Elisa, Stefano, Riccardo, Gabriele, Luca e Aleks.
Abbiamo condiviso esami, appunti illeggibili, momenti di scoramento e di euforia.
Abbiamo condiviso cene, pranzi, merende, bagni al mare, feste di compleanno e di
matrimonio. Un Grazie speciale va ad Elisa: Elisa é ben piú della migliore compagna
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