
This article was downloaded by: [SISSA]
On: 09 February 2014, At: 01:27
Publisher: Taylor & Francis
Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House,
37-41 Mortimer Street, London W1T 3JH, UK

Molecular Physics: An International Journal at the
Interface Between Chemistry and Physics
Publication details, including instructions for authors and subscription information:
http://www.tandfonline.com/loi/tmph20

Hamiltonian replica exchange in GROMACS: a flexible
implementation
Giovanni Bussia
a Molecular and Statistical Biophysics, Scuola Internazionale Superiore di Studi Avanzati
(SISSA), Trieste, Italy
Accepted author version posted online: 17 Jul 2013.Published online: 25 Aug 2013.

To cite this article: Giovanni Bussi (2014) Hamiltonian replica exchange in GROMACS: a flexible implementation,
Molecular Physics: An International Journal at the Interface Between Chemistry and Physics, 112:3-4, 379-384, DOI:
10.1080/00268976.2013.824126

To link to this article:  http://dx.doi.org/10.1080/00268976.2013.824126

PLEASE SCROLL DOWN FOR ARTICLE

Taylor & Francis makes every effort to ensure the accuracy of all the information (the “Content”) contained in
the publications on our platform. Taylor & Francis, our agents, and our licensors make no representations or
warranties whatsoever as to the accuracy, completeness, or suitability for any purpose of the Content. Versions
of published Taylor & Francis and Routledge Open articles and Taylor & Francis and Routledge Open Select
articles posted to institutional or subject repositories or any other third-party website are without warranty
from Taylor & Francis of any kind, either expressed or implied, including, but not limited to, warranties of
merchantability, fitness for a particular purpose, or non-infringement. Any opinions and views expressed in this
article are the opinions and views of the authors, and are not the views of or endorsed by Taylor & Francis. The
accuracy of the Content should not be relied upon and should be independently verified with primary sources
of information. Taylor & Francis shall not be liable for any losses, actions, claims, proceedings, demands,
costs, expenses, damages, and other liabilities whatsoever or howsoever caused arising directly or indirectly in
connection with, in relation to or arising out of the use of the Content.

This article may be used for research, teaching, and private study purposes. Any substantial or systematic
reproduction, redistribution, reselling, loan, sub-licensing, systematic supply, or distribution in any
form to anyone is expressly forbidden. Terms & Conditions of access and use can be found at http://
www.tandfonline.com/page/terms-and-conditions

Taylor & Francis and Routledge Open articles are normally published under a Creative Commons Attribution
License http://creativecommons.org/licenses/by/3.0/. However, authors may opt to publish under a Creative
Commons Attribution-Non-Commercial License http://creativecommons.org/licenses/by-nc/3.0/ Taylor & Francis
and Routledge Open Select articles are currently published under a license to publish, which is based upon the
Creative Commons Attribution-Non-Commercial No-Derivatives License, but allows for text and data mining of
work. Authors also have the option of publishing an Open Select article under the Creative Commons Attribution
License http://creativecommons.org/licenses/by/3.0/.
 
It is essential that you check the license status of any given Open and Open Select article to confirm
conditions of access and use.

http://www.tandfonline.com/loi/tmph20
http://www.tandfonline.com/action/showCitFormats?doi=10.1080/00268976.2013.824126
http://dx.doi.org/10.1080/00268976.2013.824126
http://www.tandfonline.com/page/terms-and-conditions
http://www.tandfonline.com/page/terms-and-conditions
http://creativecommons.org/licenses/by/3.0/.
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by/3.0/.


Molecular Physics, 2014
Vol. 112, Nos. 3–4, 379–384, http://dx.doi.org/10.1080/00268976.2013.824126

INVITED ARTICLE

Hamiltonian replica exchange in GROMACS: a flexible implementation

Giovanni Bussi∗
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(Received 30 April 2013; accepted 5 July 2013)

A simple and general implementation of Hamiltonian replica exchange for the popular molecular dynamics software
GROMACS is presented. In this implementation, arbitrarily different Hamiltonians can be used for the different replicas
without incurring in any significant performance penalty. The implementation was validated on a simple toy model – alanine
dipeptide in water – and applied to study the rearrangement of an RNA tetraloop, where it was used to compare recently
proposed force-field corrections.
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1. Introduction

Molecular dynamics (MD) is a powerful tool which can
be used to simulate the time evolution of molecular sys-
tems with great accuracy. However, its application to real-
istic problems suffers from the so-called timescale issue.
Indeed, whereas typical trajectories simulated with empir-
ical force fields are nowadays on the order of 1 μs long,
interesting events such as phase transitions, chemical reac-
tions and conformational changes often need much longer
timescales. In spite of the development of fast and scalable
MD software [1] and ad hoc hardware [2], many interest-
ing problems can be expected to remain unaffordable with
direct MD simulations for several decades. This issue has
pushed the development of many techniques that allow to
effectively accelerate MD so as to be able to study relevant
problems with relatively low computational effort. A class
of methods is based on the idea of choosing, a priori, a small
set of collective variables, which are then biased during the
simulation (e.g. umbrella sampling [3] and metadynamics
[4]). A common problem with these techniques is that their
efficiency and accuracy are determined by the choice of the
collective variables, which is often a difficult task. Another
class of methods is based on the idea of raising temperature
so as to accelerate sampling (e.g. simulated tempering [5]
and parallel tempering [6,7]). In parallel tempering, several
replicas of the same system are simulated at different tem-
peratures, and coordinates are exchanged from time to time
with a Monte Carlo procedure. A very well-known issue of
parallel tempering is that the number of replicas required
to span a preassigned temperature range grows with the
system size. More generally, all these temperature-based
methods suffer from the fact that the entire system under
investigation is accelerated. Thus, while they do not require
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any a-priori knowledge of the investigated events and can be
often used blindly, they also do not allow the user to embed
any knowledge about the problem in the simulation set-up.
Hamiltonian replica exchange (HREX) methods [8], where
different replicas evolve according to different Hamiltoni-
ans, are in a sort of intermediate position among the two
mentioned classes of methods and thus provide an interest-
ing compromise among them. On one hand, they are sim-
pler to use when compared with collective-variable-based
methods. Indeed, dependence of the results on the choice
of the modified Hamiltonian is smaller than dependence
of, say, the umbrella-sampling efficiency on the choice of
the collective variables. On the other hand, they are more
efficient than parallel tempering because the number of re-
quired replicas is typically much less. A wealth of recipes
for HREX has been proposed in the last years (see, among
others, [8–21]).

We here focus on one of the most successful among
these recipes, namely the replica exchange solute tempering
in its REST2 variant [20], and discuss an implementation
of this method in the popular MD software GROMACS [1].
We also discuss a possible extension of REST2 where only
a part of the solute is modulated. The implementation is
validated on alanine dipeptide in water and applied to study
the stability of an RNA tetraloop, comparing two recently
developed force fields [22,23].

2. Methods

2.1. Hamiltonian replica exchange

We consider a system with coordinates r and subject it to
a potential energy U(r). We assume that the potential is
built as a sum of few-body terms as it is conventionally

C© 2013 The Author(s). Published by Taylor & Francis.
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done for the atomistic modeling of biomolecules [24,25],
although the method can be easily generalised to other force
fields. The system is assumed to be coupled with a thermal
bath at temperature T so that the probability of exploring a

configuration is P (r) ∝ e
− U (r)

kB T , where kB is the Boltzmann
constant. Replica exchange methods are generally based
on the idea of sampling one ‘cold’ replica, from which the
unbiased statistics can be extracted, plus a number of ‘hot’
replicas, whose only purpose is that of accelerating sam-
pling. The ‘hottest’ replica should explore the space fast
enough to overcome barriers for the process under inves-
tigation, whereas the intermediate replicas are necessarily
introduced to bring the system smoothly from the ‘hottest’
ensemble to the ‘coldest’ ensemble. Indeed, the number of
needed replicas is actually related to the difference between
the hottest and the coldest ensembles. In plain parallel tem-
pering, ‘hot’ and ‘cold’ refers to physical temperature as
controlled by a thermostat, whereas in the general HREX
‘hot’ replicas can be biased in an arbitrary manner so as
to accelerate sampling. It should be noted that transition
rates for processes which are hindered by entropic barriers
are not necessarily expected to increase with temperature,
so that the efficiency of parallel tempering in those cases
could be lower [26].

In the most general formulation, each replica is simu-
lated at a different temperature and using a different Hamil-
tonian. Calling ri the coordinate of the ith replica and N the
number of replicas, the resulting product ensemble is

P (r1) × · · · × P (rN ) ∝ e
− U1(r1)

kB T1
−···− UN (rN )

kB TN
.

If U1 = U2 = · · · = UN, plain parallel tempering is re-
covered. Since the ensemble probability only depends on
U/(kBT), a double temperature is completely equivalent to
a halved energy. The advantage of scaling the potential en-
ergy instead of the temperature is related to the fact that the
energy is an extensive property, whereas the temperature is
an intensive one. One can thus selectively choose a portion
of the system and specific parts of the Hamiltonian to be
‘heated’. Still, there is some arbitrariness in the scaling of
the coupling terms. In our approach, we split the system
into two regions, H (hot) and C (cold), so that each atom
is statically assigned to either the H or the C region, and
define a parametrised Hamiltonian which depends on λ as
follows.

• The charge of atoms in the H region is scaled by a
factor

√
λ.

• The ε (Lennard-Jones parameter) of atoms in the H
region is scaled by a factor λ.

• The proper dihedral potentials for which the first
and fourth atoms are in the H region is scaled by a
factor λ.

• The proper dihedral potentials for which either the
first or the fourth atom is in the H region is scaled by
a factor

√
λ.

With this choice, only force-field terms contributing to
energy barriers, that is, electrostatic, Lennard-Jones and
proper dihedrals, are scaled in such a manner that:

• interactions inside the H region are kept at an effec-
tive temperature T/λ;

• interactions between the H and the C regions are kept
at an effective intermediate temperature T/

√
λ;

• all interactions inside the C region are kept at tem-
perature T.

We underline that the effective temperature is not induced
by a thermostat and that the simulations as well as the ex-
changes among replicas are performed at thermodynamic
equilibrium. The scaling parameter λ can be chosen to be
any real number between 1, for the reference, unmodified
system, and 0. The latter value corresponds to no interac-
tion in the H region or, equivalently, to infinite temperature.
Albeit the code allows choosing λ = 0 (infinite tempera-
ture), this is usually not an optimal choice because it would
lead to a very low acceptance rate. We also notice that if
the H region has a net charge, the ‘hot’ replicas will also
have a total charge which is different from that of the un-
biased replica. This is not a problem because in periodic
calculations based on Ewald-like methods [27], a neutralis-
ing background is implicitly added. As a final observation,
our choice for the treatment of scaling parameters for dihe-
drals leads to a consistent scaling of dihedral potentials and
corresponding 1–4 interactions.

When used for the entire solute, our implementation ex-
actly reproduces REST2 [20]. Moreover, it was constructed
in such a manner to be used in a partial tempering scheme,
where only a portion of the solute is heated. It is straight-
forward to extend the formulation so as to simulate replicas
at different pressures [28].

2.2. Implementation details

We implemented our replica exchange methodology in
GROMACS 4.6.1 [1] patched with the PLUMED plug-in
[29], version 2.0b0. The combination of GROMACS and
PLUMED was used to allow HREX and enhanced sam-
pling methods based on biasing, a priori, chosen collective
variables to be used simultaneously. To increase the flex-
ibility of the method, we coded it in such a manner that
independent topology files can be used for different repli-
cas. In principle, different PLUMED input files could also
be used, thus adding different bias potentials or restraints on
the different replicas, albeit we did not exploit this feature
here.
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Figure 1. Flowchart of our HREX implementation. After having
performed Ns − 1 molecular dynamics steps, a coordinate swap is
carried out. Then, the energy is recomputed and coordinates are
swapped again. At this point, a further MD step is done and a real
exchange is attempted with a corrected Monte Carlo acceptance
(Equation (1)).

The flow of the modified replica exchange is depicted in
Figure 1. At the beginning of a time step where an exchange
is required, an exchange is unconditionally performed and
the total energy is computed using the local force field
for the coordinates obtained from another processor. This
energy is stored for later usage, and original (unswapped)
coordinates are restored with an extra unconditional ex-
change. At the end of the MD step, when the actual ex-
change is attempted, the previously stored energy is used
to accept/reject the exchange. The acceptance is then com-
puted in the most general manner, which allows replicas
with different bias potential, Hamiltonian and temperature,

α = min

(
1, e

−Ūi(rj )+Ūi (ri )
kB Ti

+ −Ūj (ri )+Ūj (rj )
kB Tj

)
, (1)

where Ū is defined as the sum of the force-field potential and
possibly additional potentials as computed by PLUMED.
Force-field parameters for the ‘hot’ replicas are edited using
simple scripts. In spite of the two extra swaps required at
each attempted exchange, the overhead is rather low. Its
exact value depends on the attempt frequency for replica
exchange, and in our experience never exceeded 10%.

We observe that our implementation differs from the
one proposed in Ref. [19], where the free-energy pertur-
bation method already available in GROMACS has been
exploited. Because of the way interactions for 0 < λ < 1
are treated in GROMACS, strictly speaking, it is not pos-
sible to set up a simulation following REST2 prescriptions
using free-energy perturbation. Moreover, calculation of
non-bonded interactions in the free-energy perturbation is

slower in GROMACS and can introduce significant over-
head even in the plain MD which is performed between
exchanges. On the other hand, the overhead of our im-
plementation is limited to the exchange step. Since the
stride between exchanges is typically on the order of at least
100 steps, this overhead is negligible.

3. Applications

3.1. Solute tempering: alanine dipeptide

As a first test case, we focused on alanine dipeptide, a
standard benchmark for enhanced sampling methods. The
low-energy conformations of this system can be described
using the two dihedral angles of the Ramachandran plot, φ

and ψ . Transitions between conformations C7eq(φ = −80◦,
ψ = 75◦) and C7ax(φ = 75◦, ψ = −75◦) are hindered by
large free-energy barriers. An alanine dipeptide molecule
modeled with Amber99sb force field [30] was solvated in a
box containing approximately 700 TIP3P water molecules
[31]. All bonds were kept rigid [32,33] and equations of
motion were integrated using a time step of 2 fs. Long-
range electrostatics was treated using particle-mesh Ewald
[34] and temperature was controlled by stochastic velocity
rescaling [35].

We performed a REST2 [20] simulation using five repli-
cas with values of λ ranging from 1 to 0.3 following a ge-
ometric distribution. This choice led to an acceptance rate
ranging from 35% to 50%. Exchanges are attempted every
100 steps. In Figure 2, the distributions of ψ and φ angles
explored by the first and last replicas are shown. It can be
seen how the change in the Hamiltonian effectively raises
the temperature of the molecule, thus decreasing the impact
of free-energy barriers. The time series of the φ dihedral
angle in the replica with λ = 1 is shown in Figure 3, to-
gether with a much longer single-replica simulation. At the
price of a factor 5 in the computational cost, the HREX
simulation sampled the phase space much faster. Since sev-
eral transitions between C7eq and C7ax are observed, we

Figure 2. Conformational space explored for alanine dipeptide
by first (λ = 1, left) and last (λ = 0.3, right) replicas. It can be
seen that the conformational space explored by the last replica is
larger.
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382 G. Bussi

Figure 3. Convergence of HREX for alanine dipeptide. The an-
gle φ for (a) replica at λ = 1 and (b) for a longer, serial simulation.
(c) Estimate of the free-energy difference between C7eq and C7ax

as a function of the simulated time per replica, obtained from
analysing the replica at λ = 1. (d) Free-energy landscape as a
function of dihedral angle φ, as obtained from HREX, compared
with a reference metadynamics calculation. Results for HREX are
shown for different simulation lengths (simulated time per replica
equal to 4, 10 and 20 ns, as indicated), whereas metadynamics
profile has been obtained from a single 10-ns simulation.

could compute the relative stability of the two metastable
minima, which converged quickly (Figure 3(c)). The free-
energy profile as a function of the φ dihedral angle was also
computed and compared with a reference free-energy land-
scape obtained using well-tempered metadynamics [36]
(well-tempered factor �T= 2100 K, initial deposition rate
ω = 6.25 kJ/mol/ps, Gaussian width σ = 20◦, simulation
length = 10 ns). Profiles obtained at different stages of the
HREX simulation and reference metadynamics results are
shown in Figure 3(d). For this simple system, metadynam-
ics has the advantage of providing good statistics also on the
free-energy barriers. However, HREX is capable of repro-
ducing the correct free-energy difference between the two
minima and the correct shape of the two free-energy wells
using a minimal information about the simulated system.
This can be an advantage in cases where choosing collec-
tive variables is more difficult, such as the one discussed
below.

3.2. Partial tempering: RNA tetraloop

The second application is the structural characterisation of
a UUCG RNA tetraloop. UUCG tetraloops and small RNA
hairpins have been characterised in vitro and in silico by
several groups [37–41]. Atomistic molecular simulations
of tetraloop folding are difficult because of slow sampling
and the well-known inaccuracies of classical force fields
for RNA [40]. In a recent paper, Kuhrova et al. [41] have
shown the results of a long parallel-tempering simulation

Figure 4. Representation of the RNA tetraloop, hydrogen atoms
not shown. Atoms in the ‘hot’ region (tetraloop) are shown in red.
Atoms in the ‘cold’ region (stem) are shown in blue. Restrained
Watson–Crick hydrogen bonds are also marked. Graphics made
with VMD [42].

of a UUCG tetraloop. In their work, the full hairpin is ini-
tialised in a straight conformation, so as to blindly predict
its folded structure and stability. Our investigation was in-
stead limited to the exploration of the conformational space
available for the tetraloop, without studying the full hairpin
formation.

We started from an experimental structure (residue 31–
38 of PDB 1F7Y [43], sequence GCUUCGGC) solvated in
a box containing approximately 4600 water molecules and
added 14 Na+ and 7 Cl− atoms. All other simulation details
were chosen as in Section 3.1. After equilibration, we re-
strained the six Watson–Crick hydrogen bonds of the stem
(enforced distance 3Å, stiffness 25 kJ/mol/Å2; see Figure 4)
so as to suppress fraying of the first base pair and avoid se-
vere unfolding of the hairpin. We selected as a ‘hot’ region
the four nucleotides corresponding to the tetraloop (see
Figure 4), leaving the Hamiltonian for the stem unbiased
in all the replicas. We simulated 16 replicas using values
of λ ranging from 1 to 0.3 with a geometric distribution,
leading to an acceptance rate which is between 30% and
50%. This protocol allowed us to accelerate the sampling
of different conformations of the tetraloop, without perturb-
ing the stem too much. Simulations were performed using
two recently developed force fields, both based on Am-
ber99 force field [25]: parmbsc0 force field [22] (from now
on, bsc0) and ff99bsc0χOL3 force field [23] (from now on,
bsc0-OL).

In Figure 5, the root-mean-square deviation (RMSD)
of stem and loop from the reference experimental structure
is shown. The simulation performed using the bsc0 force
field quickly interconverted into an artificial ‘ladder-like’
structure [44], for which the RMSD of the stem from the
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Figure 5. RMSD of hairpin stem (bases 1, 2, 7 and 8) and loop
(bases 3, 4, 5 and 6) from the experimental structure, as obtained
from the unbiased replica (λ = 1) as a function of simulation time
per replica. Simulations were performed using bsc0 force field
[stem (a) and loop (b)] and bsc0-OL force field [stem (c) and loop
(d)]. It can be seen that the latter force field better stabilises the
native structure for the stem. Loop stability is also improved with
bsc0-OL, but in this case also non-native, high-RMSD structures
are sampled.

experimental structure is ≈ 4 Å. This is a known problem of
the bsc0 force field and has already been detected by means
of long MD simulations [see 40, and references therein].
Notably, with HREX, this happened in a very short period
of time (≈ 1 ns per replica). The coexistence of a correct
(low RMSD) and artificial (high RMSD) structure in Fig-
ure 5(a) is due to the fact that only the replica at λ = 1
is shown. More precisely, some trajectories switched to the
‘ladder-like’ structure, and other ones did not, resulting in
a mixed ensemble for the λ = 1 replica. The native loop
structure was even less stable. After approximately 10 ns
per replica, the native structure was destroyed in all repli-
cas and completely disappeared from the explored ensemble
(Figure 5(b)). On the other hand, the simulation performed
using the bsc0-OL force field behaved in a qualitatively
better way. The stem was very stable on the same timescale
(Figure 5(c)) and, even if spurious structures were appear-
ing in the loop, the native structure was still populated after
15 ns per replica (Figure 5(d)). This indicates that the ac-
tually explored ensemble and the experimental one are rea-
sonably overlapping.

These results show that HREX, especially in variants
where only a portion of a larger molecule is biased, can
be very effective in accelerating conformational sampling.
In particular, we were able to detect the known problems
of the bsc0 force field in a short computational time. A
deeper investigation of the force-field dependence of the
conformational space available for an RNA tetraloop will
be the subject of further investigations.

4. Conclusions

In conclusion, a flexible implementation of HREX for
GROMACS was discussed. This implementation can be
used to combine replicas at different temperature, pres-
sure and using different force fields. It was validated on
the simple case of alanine dipeptide in water, where results
obtained with a reference well-tempered metadynamics cal-
culation were correctly reproduced. Then, HREX was used
to extensively sample the available conformations in an
RNA tetraloop, comparing two different force fields. Our
software is available upon request and will be distributed
together with the next release of PLUMED.
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Sponer, and M. Otyepka, J. Phys. Chem. B 114 (19), 6642
(2010).

D
ow

nl
oa

de
d 

by
 [

SI
SS

A
] 

at
 0

1:
27

 0
9 

Fe
br

ua
ry

 2
01

4 


	Abstract
	1. Introduction
	2. Methods
	2.1. Hamiltonian replica exchange
	2.2. Implementation details

	3. Applications
	3.1. Solute tempering: alanine dipeptide
	3.2. Partial tempering: RNA tetraloop

	4. Conclusions
	Acknowledgements
	References



