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ABSTRACT

We extend the PARSEC library of stellar evolutionary tracks by computing new models of
massive stars, from 14 to 350 Mg, The input physics is the same used in the PARSEC
W1.1 version, but for the mass-loss rate from considering the most recent updates in the
literature. We focus on low metallicity, Z = 0,001 and £ = 0.004, for which the metal-poor
dwarf irregular star-forming galaxies, Sextans A, the Wolf—Lundmark—Melotte galaxy and
MNGC 6822, provide simple but powerful workbenches., The models reproduce fairly well the
observed colour-magnitude diagrams (CMDs) but the stellar colour distributions indicate that
the predicted blue loop is not hot enough in models with a canonical extent of overshooting.
In the framework of a mild extended mixing during central hydrogen burning, the only way to
reconcile the discrepancy is to enhance the overshooting at the base of the convective envelope
{EO) during the first dredge-up. The mixing scales required to reproduce the observed loops,
EQ = 2Hp or EQO = 4H}p, are definitely larger than those derived from, e.g. the observed
location of the red-giant-branch bump in low mass stars. This effect, if confirmed, would
imply a strong dependence of the mixing scale below the formal Schwarzschild border, on
the stellar mass or luminosity. Reproducing the features of the observed CMDs with standard
values of envelope overshooting would require a metallicity significantly lower than the values
measured in these galaxies. Other quantities, such as the star formation rate and the initial
mass function, are only slightly sensitive to this effect. Future investigations will consider
other metallicities and different mixing schemes.

Key words: stars: evolution— Hertzsprung—Russell and colour-magnitude diagrams— stars:
interiors — stars: massive.

1 INTRODUCTION

The PADOVA database of stellar evolutionary tracks and isochrones
has been continuously updated during recent decades (Girardi et al.
2002; Marigo et al. 2008; Bertelli et al. 2009), except for the
models of the most massive stars (M = 20 Mg, which have
remained untouched for two decades, after Bertelli et al. (1994,
In the most recent major revision, all the basic input physics
was revisited and updated, and additions were introduced, such
as the pre-main-sequence phase and very low mass stellar models
(0.35 = M = 0.1 M) PARSEC (Padova Trieste Stellar Evolution
Codle) is deseribed in detail in Bressan et al. (2012, 20133 and Chen
et al. (2014a). The PADOVA database is one of the most widely
used sources of stellar evolutionary tracks and the PARSEC revi-
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sion 15 not complete without including models of the most massive
stars. With the aim of completing the library of stellar evolutionary
tracks and isochrones computed with PARSEC, we present the cal-
culations of new evolutionary tracks of massive stars, from 14 to
350 M. In this paper, the first of a series devoted to the evolution
of massive stars using PARSEC, we deal with low metallicity ervi-
ronments. We present the new evolutionary tracks, and we perform
preliminary comparisons with the observed colour-magnitnde dia-
grams (CMDs). These tests are fundamental for validating the new
muodels. Models with other values of metallicity are being caleulated
and will be presented in future works,

"The new updated and homozeneous sets of evolutionary tracks, from very
lowr (M = 0.1 M) Lo very massive (M = 350 M) stars, are available at
http:fstev.oapd. inaf.it.
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Understanding the evolution of massive stars at low metallicity is
particularly relevant, as these stars drive the chemical and dynamical
evolution of the swrounding medivm, and are a key ingredient in
modelling galaxy evolution at early times (Woosley & Heger 2012;
Groh et al. 2013). An advantage of studying massive stars at low
metallicity is also that, in the very local Universe, star formation is
sparkling in gas-rich galaxies, which are also metal poor. In recent
decades, the high spatial resolution of the space-borne Hubble Space
Telescope (HST) and the collecting power of 8-m lelescopes on the
ground have provided accurate photometry of individual stars in
these galaxies, and metallicity estimates of young stars and gas from
spectroscopy. Such data enable comparison of observed CMDs with
model simulations at known metallicity, an important test of how
the canonical theory of evolution of massive and intermediate mass
stars performs at low metallicity.

The internal evolution of massive stars is affected by two com-
plex physical phenomena for which there is still a significant lack of
knowledge, The firstis the mass-loss rate, which becomes important
in the domain of the very massive stars (initial mass M = 30 Mg,
depending on metallicity). The second is internal mixing, nsually
from either differential rotation or convective overshooting. Both
effects play an important role in stellar evolution because they may
significantly modify the structure of the stars in an irreversible way
and so their further evolution. Among the ohservational guantities
that are most sensitive to internal mixing are the predicted sur-
face abundance ratios of CNO elements (Martins & Palacios 2013;
Bouret et al. 2013). In massive stars the surface abundances can
be affected by mixing during the hydrogen-burming phases and by
the eventual subsequent first dredge-up, However, the comparison
of mode] predictions with observed surface abundances still shows
significant discrepancies (Maeder et al. 2014). Another interesting
effect of mixing in this mass interval is the location in the CMD and
duration of the blue loops, where the stars spend a fraction of their
central heliurm-burming lifetime. The morphology and star popu-
lation of the blue and red helivm-burning sequences (BHeBS and
RHeBS) may depend on several other parameters, such as the ' Cler,
v 1150 reaction rate (Then 1966; Bertelli, Bressan & Chiosi 1985;
Brunish & Becker 19900, and the ”’N(p, 3120 reaction rate (Xu
& Li 20047 Weiss et al. 2005; Halabi, El Eid & Champagne 2012},
but the most important parameters are the efficiency of mixing in
the convective core (Bertelli et al. 1985) and below the convective
envelope (Alongi et al. 1991; Godart, Noels & Scuflaire 2013).

While the analysis of surface abundances provides a detailed view
of individual stars, the analysis of the stellar distribution across a
CMD provides a complementary view of the duration of evolu-
tionary phases over a broad range of masses. The latler requires
complete, well-studied and populous stellar samples. In this paper
we use published photometry of three star-forming dwarl galaxies
in the Local Group, which have hundreds of thousands of resolved
individual stars down o intermediate mass stars, to build the ob-
served CMDs for comparison with our new models, In Section 2 we
deseribe the new stellar evolutionary tracks of massive stars calcu-
lated with PARSEC, Apart from the inclusion of mass loss, which
had not been considered in stars less massive than M = 12 Mg,
the other parameters are the standard ones in the published tracks
(Bressan et al. 2012), However, having in mind the eomparison
with ohserved CMDs, we present here also models with enhanced
envelope overshooting, which is known o favour more extended
blue loops during central He burning. In Section 3 we hriefly de-
scribe the comparison data used, and estimate the contarmination by
foreground Milky Way (MW ) stars. This is significant only in NGC
65322, which is at low Galactic latitude. The adopted CMD simula-
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tion technique is outlined in Section 4. Attenuation by interstellar
dust is aceounted for using results from the multi-band photom-
etry by Bianchi et al. (2012b). The comparison of the canonical
muode] predictions with the observed CMDs of three selected galax-
ies, Sextans A, the Woll-Lundmark—Melotte galaxy (WLM) and
MNGC 6822, is discussed in Section 5 while those based on models
with enhanced envelope overshooling are shown in Section 6. The
main conclusions drawn from these comparisons are outlined in
Section 7.

2 NEW EVOLUTIONARY TRACKS OF
MASSIVE STARS WITH PARSEC

The largest value of initial mass in the previously published set of
evolutionary tracks computed with PARSEC V1.1 is M = 12 M.
The comresponding hydrogen-burning lifetime is about 15 Myt To
simulate younger and most massive stars we usually resort 1o our
previous database (Bressan et al. 1993; Fagolto et al. 1994a,bc).
Since our stellar evolution code has been deeply revised recently
(Girardi et al. 2000; Bressan et al. 2012, 2013}, we present here
new sets of evolutionary tracks of massive stars computed with
the PARSEC code. The masses range from M = 14 o 350 Mg,
and the evolution is followed from the pre-main-sequence phase
to the beginning of the carbon-burning phase. Together with the
already published stellar evolution tracks, the database now includes
updated and homogeneous sets of evolutionary tracks from very low
(M = 0.1 Mg to very massive (M = 350 M) stars, from pre-
main sequence to the beginning of central carbon burning. Here we
deseribe the models with low metallicity, Z = 0,001 o Z = 0,004,
which will be used in the following sections to build simulated
CMDs for comparison with those of three dwarl irregular galaxies
of similar metallicity, Models for lower and higher metallicity will
be presented and discussed in a forthcoming paper.

2.1 Basic physics Input

The PARSEC code is extensively discussed in Bressan et al. (2012,
20013y and Chen et al. (2014a); here we briefly describe the most im-
portant updates. The equation of state is computed with the Free EOS
code (A, W. Irwin®). Opacities in the high-temperature regime,
4.2 = log (T/K) = 8.7, are obtained from the Opacity Project At
Livermore (Iglesias & Rogers 1996), while in the low-temperature
regime, 3.2 = log (TYK) < 4.1, we use opacities generated with our
ASOPUS code (Marigo & Aringer 2009). Conductive opacities are
ineluded following Ttoh et al. (2008). The nuclear reaction network
consists of the p-p chains, the CNO tri-cyele, the Ne-Na and Mg-4l
chains and the most important e -capture reactions, including the e-
n reactions. The reaction rates and the corresponding @-values are
taken from the recommended rates in the JINA database (Cyburt
et al. 2010). Electron screening Factors For all reactions are from
Dewitt, Graboske & Cooper (1973) and Graboske et al. (1973).
Energy losses by electron neatrinos are taken from Munakata, Ko-
hyama & Itoh (1985), Itoh & Kohyama (1983) and Haft, Raffelt
& Weiss (1994, The outer boundary conditions are discussed in
Chen et al. (2014a). The reference solar partiion of heavy elements
is taken from Caffau et al. (2011}, who revised a few species of
the Grevesse & Sauval (19987 compilation. Aceording to Caffan
et al (2011}, the present-day Sun’s metallicity is 5 = (LO1524,
intermediate between the most recent estimales, e.g. #z = 00141
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of Lodders, Palme & Gail (2009) and Zz, = 010134 of Asplund
et al. (2009), and the previous value of Z5 = 0,017 by Grevesse &
Sauval (1998).

2.2 Convectlon and mixing

Conveclive energy transport is described aceording to the mixing-
length theory of Bihm-Vitense (1958), with the mixing length pa-
rameter oy calibrated on the solar model, owgr = 1.74. The
location of the boundary of the convective core of massive stars
is estimated according to Bressan, Chiosi & Bertelli (1981), tak-
ing into account overshooting from the central unstable region. As
thoroughly described in Bressan et al. (2013}, the main parameter
describing core overshooting is the mean free path of convective el-
ements acress the horder of the unstable region, expressed in units
of pressure scale height, [, = A Hp. The overshooting parameter
used in the core, A, = 0.5, is the result of the calibration obtained by
the analysis of intermediate age clusters (Girardi, Rubele & Kerber
200597 as well as individual stars (Kamath et al. 2010; Deheavels
et al. 2010; Torres et al. 2014, Note that the overshooting region
obtained with this formalizm extends over about (.51, above the
unstable region. Instability against convection is tested with the
Schwarzschild eriterion. An alternative criterion is that of Ledoux,
which takes into account also the effects of the gradient in the
mean molecular weight. Without overshooting, using the Ledoux
criterion instead of the Schwarzschild one leads o significant dif-
ferences in the structure of the models and in their evolution, mainly
becanse the size of the semi-convective regions above the unstable
core depends on the adopted eriterion (Chiosi & Sumrma 19700, On
the other hand, with sizable comvective overshooting, the difference
between models computed with the two different eriteria is signif-
icantly reduced. In the present work we opt for the Schwarzschild
criterion, which is more appropriate for accounting for the effects
of thermal dissipation, aceording to Kato (1966).

Overshooting at the base of the convective envelope (EO) can
also give rise to sizable extra mixing. In the past, two important
observational effects have been related to this phenomenon, the
location of the bump in the red giant branch (RGB) of low mass
stars (the RGR bump seen in the CMD of globular clusters and
old open clusters) and the extent of the blue loops of intermediate
mass stars (Alongi et al. 1991). Both features have been found to
be best explained by a moderate amount of overshooting below
the barder of the wnstable region, for about EO = 0.25-1.0, in
units of Hp. More recently a similar mechanism has been invoked
Lo improve the agreement with the physical state of matter in the
comvective—radiative transition region derived from solar oscillation
data (Christensen-Dalsgaard et al. 2011). The standard value For
intermediate and massive stars used in PARSEC V1.1 15 EQO = 0.7Hp.
However, a5 we will see later, with this value it twrns out o be
difficult to reproduce the extended blue loops seen in the metal-
poor dwarl galaxies, therefore we have computed two additional
sels of models increasing EO to match the observed extended blue
loops. We adopted EOQ = 2Hp and BO = 4Hp. These additional sets
will be discussed in Section 2.5,

2.3 Mass-loss rates

Mass loss is not considered for masses below 12 Mz in the PARSEC
V1.1 tracks, but it cannot be neglected for larger masses. In this
seetion we describe the algorithm used for the new sets of massive
star models, ohtained by combining several prescriptions found in
the literature for the different spectral types.

Low metallicity massive stars with PARSEC 4289

For the blue supergiant phases (T.q = 12 000 K), we adopt
the relations provided by Vink, de Koter & Lamers (2000, 2001},
This formulation, which we name Ryqp, has an overall depen-
dence of the mass-loss rate on the metallicity of the kind M o
(277 5 Mz yr!, For red supergiant stars (T.p < 12 000 K),
we adopt the relations provided by de Jager, Nieuwenhuijzen &
van der Hucht (1988), Ry. We assume the same dependence on
the surface metallicity as in Ry, In the Woll-Rayet phases,
we use the Nugis & Lamers (2000) formalism, with its own de-
pendence on the stellar metallicity (fy ).

A relevant aspect for the more massive stars concerns the tran-
sition from the O-type phase to the luminous blue variable and red
supergiant phases and finally to the Wolf-Rayet phase and, equally
irmportant, the dependence of this transition upon the surface metal-
licity of the star. In Bressan etal. (1993, as anexample of the Padova
models, but generally also in evolutionary computations made by
other groups, the transition to the super-wind phase cormespond-
ing to the luminous blue variable stage is artificially set when the
models eross the Humphreys & Davidson (1979) instability limit in
the Hertzsprung-Russell (HR) diagram. During this phase, at solar
metallicity, the mass-loss rates reach values of M =~ 107 Mg yr b
In the previous Padova models this limit is set independently from
the metallicity of the galaxy, though the mass-loss rates themselves
do depend on the abundance of heavy elements as indicated above,
More recently, however, the bebaviour of the mass-loss rates around
this transition has been thoroughly analysed by Grifener & Hamann
(2008) and by Vink et al. (2011). They find that the mass-loss rates
are strongly enhanced when the stars approach the Eddington limit,

kL

T = =1 1
4wl M )

where the symbols have their usual meaning. We have thos incloded
in our formalism the explicit dependence of the mass-loss rates on
the ratio of the star luminosity o the corresponding Eddington
luminosity, T, as described by Vink et al. (2011) for solar metallic-
ity. It is worth noticing that, by including this dependence on the
mass-loss rates, we are able to reproduce the observed Humphreys—
Davidson transition limit at solar metallicity (Chen et al. 2014b, in
preparation). However, to extend this behaviour to different galac-
lic environments, we need o know how the metallicity affects the
mass-loss rate near the Eddington limit. This has been thoroughly
analysed by Grafener & Hamann (2008) in a broad metallicity range,
L0~ #m = Z = 2 7 but only for Wolf-Rayet stars, and by Muijres
etal. (20123, who investigated the dependence of mass-loss rate on
the €M abundances. The analysis of Grifener & Hamann (2008)
shows that the dependence of the mass-loss rate on the metallicity is
also a strong function of T, While at low valoes of T the mass-loss
rate oheys the relation M o (2,75 0™ Mo vr !, at increasing T
the metallicity dependence becomes weaker, and it disappears as T
approaches 1. In the absence of a more comprehensive analysis of
the dependence of the mass-loss rates on the surface metallicity and
I, we have adopted the results of Grifener & Hamann (2008). In
brief, we assume that the mass-loss rates scale with the metallicity
as

M o (Z/Z)", (2

with the coefficient & determnined from a [t to the published rela-
tionships by Grifener & Hamann (2008

o = [LB5

o =245 -24 =

(T = 2/3)
(2/3=<T =< 1) (3
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In surnmary, our algorithm for the mass-loss rates in different evolu-
tionary phases and metallicities is the following. Besides the already
specified mass-loss rate formulation fyg , we compute also the de-
pendence on T, using the tables provided by Vink et al. (2011,
R However, we scale B with the metallicity, using equations (2)
and (3.

During the phases for blue supergiants, luminous blue variables
and red supergiants, we adopt the maximum of By, By and By,
When the stars enter the Woll-Rayet phase, which we assume to
begin when the surface hydrogen fraction falls below X = 0.3 and the
effective temperature Ter = 30 000 K, we consider also the Mugis &
Lamers {20007 formulation and we adopt the maximuam M of R,
Ryy, By and Ry, after scaling each rate with the metallicity using
the appropriate scaling law. In this way, we also obtain a smooth
transition between the mass-loss rates in the different evolutionary
phases.

2.4 The evolutlon across the HR diagram

In Figs 1 and 2 we plot the HR diagrams of our new evolotion-
ary tracks of massive stars together with those of intermediate
mass stars, for two different values of the chemical composition,
Z=00001 and Z = 0.004, In each Agure, the three panels from top to
bottorn, are for three different values of the envelope overshooting,
EO = 0.7Hpithe standard PARSEC V1.1 value), EOQ = 2Hpand
EQ = 4Hp, respectively. For each evolutionary track, the central
hydrogen-burning phase is coloured in bloe, the central helium-
burning phase in green and the contraction phases in red while, for
clarity, the pre-main-sequence phase is not reproduced.

The black lines at the highest luminosities show the Humphreys
& Davidson (1979) limit. This limit marks the region of the HR
diagram where, at near solar metallicity, there are no observed
supergiant stars. The lack of supergiant stars in this region is in-
terpreted as a signature of the effects of enhanced mass-loss rates
when a star enter this region. This interpretation is supported by the
presence, around this limit, of luminous blue variable stars, which
are known to be characterized by high mass-loss rates. Indeed, the
Humphreys & Davidson (1979) limit is well reproduced by our new
models at near-solar metallicity, due o the boosting of mass-loss
rates near the Eddington limit (Chen et al. 2014hb, in preparation).
However, at the metallicities investigated in this paper, Z = 0.001
and Z = 0L004, the boosting is mitigated by the reduction factor
introduced by equations (2) and (3). At Z = 0,001, the upper main
sequence widens significantly and the more massive stars, because
of their very large convective cores, evolve in the forbidden region
even during the H-burning phase. They also ignite and burn central
helium as red supergiant stars. Motice that the most massive stars
begin the main sequence already within the forbidden region. At
larger metallicity, Z = 0.004, the widening of the upper main se-
quence begins at lower lurninosity because of the larger opacities of
the external layers but, at the same tme, the effects of the mass-loss
enhancement near the Eddington limit are more relevant. For both
metallicities, in the most massive stars the mass-loss rates are high
enough to peel off a significant fraction of the hydrogen-rich enve-
lope and the stars exhaust central hydrogen near the Humphreys &
Davidson (1979) limit. Mevertheless, after central He ignition, the
stars still move towards the red supergiant phase, until mass loss
peels off the entire emvelope and the stars evolve back, towards the
Woll-Rayel phase. This effect is more evident at higher metallicity.

Al lower lurninosities the intensity of mass-loss is lower and it
can no longer affect the surface evolution of the stars. There is an
intermediate region in the HR diagram where stars ignite helivm
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F EO=2 Hp

5.0

Log(L/Lg)
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5.0 4.5 4.0
Log(Teff)
Figure 1. Mew PARSEC evolutionary tracks of massive stars together with
already published tracks of ntermediate mass stars for £ = 0,001, The

three panels reler o the dilferent values of emvelope overshooting (EO), as
indicated in the labels. The black lines indicate the observed Humphreys
& Davidson (1979 transition limit at solar metallicity, As i the previ-
ous figure, the mass range shown s between aboul 3 and 350 M5, Blue,
green and red highhght the central H-burning, central He-burning and ex-
pansion/contraction phases, respectively. A few tracks are labelled with the
imtial mass.
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Figure 2. Same as Fig. 1 but for # = (0.004,
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burning near the main sequence and then evolve towards the red su-
pergiant phase. At decreasing initial mass, central He ignition shifts
towards the red supergiant phase and the path of the stars in the HR
diagram becomes similar to that of intermediate mass stars, with
the presence of blue loops during the central heliurm-burning phase.
In general, the blue loops are wider for higher initial mass, indi-
cating the existence of a bifurcation in the central helium-burning
sequences that begins at intermediate mass stars and persists up to
the massive stars. Together with the main sequence, these sequences
are the most distinct features in the CMDs of star-forming galax-
ies and constitute the anchors of any study based on the simulated
CMID. On simple grounds they can be explained by considering
equilibrium structures made by a helium core and a non-negligible
outer hydrogen-rich envelope. In the HR diagram these equilibrium
structures are expected to lie between the main sequence and the
Hayashi line (Lauterborn, Refsdal & Weigert 19713, They lie near
the main sequence when the helinm core is negligible, and near
the Hayashi line when the virial temperature of the helium core,
e = My /Re with M and K- being the mass and radius of the
helivm core, is larger than a eritical threshold. The latter depends on
the mass of the star, the chemical composition, some reaction rates
and possibly other input physics such as internal mixing, render-
ing the morphology of the loops quite dependent on several details
of stellar evolution (Then 1966; Brunish & Becker 1990; Xu & Li
2004; Weiss et al. 2005; Halahi et al. 2012, Such complex depen-
dence makes the theoretical predictions quite difficult, especially at
increasing metallicity. For example at Z = 0.001 with canonical en-
velope overshooting (top panel of Fig. 1), at increasing lurninosity
the loops become initially quite extended but then their extent de-
creases and thereafler increases again. This behaviour is even more
marked at Z = 0.004 (upper panel of Fig. 2). The loops initially
become more extended at increasing mass, but above M = 6.4 M,
their extent decreases, and they even disappear for M = 10 and
11 M. Above these masses, they fully develop again until the
beginning of central He burning shifts in the yellow/hlue side of the
HR diagram.

2.5 Blue loops: the role of envelope overshooting

The reason for the presence or absence of extended blue loops
during the central helium-burning phase has been thoroughly in-
vestigated in the past. Among the effects that limit the extent or
inhibit the appearance of blue loops, the most important one is cer-
tainly extended mixing from the core during the hydrogen-burning
phase, either doe 1o overshooting (Bertelli et al. 19857 or o differ-
ential rotation (Heger & Langer 2000; Georgy et al. 20137, This
effect can be understood by considering that it is more difficult
for a star with a larger He core o decrease @ below the critical
value needed to begin the loop, because @ increases with the core
mass in a virialized structure, for which the radius increases with a
power (~(.5) of the mass. On the other hand, it is well known that
the presence of extended mixing below the bottom of the convec-
tive ervelope Favours the development of an extended loop (Alongi
et al. 19917, To clarify this point better, we show in Fig. 3 the evo-
lution of the internal structore doring the central heliuvm-burning
phase, of a model with M = 11 M and Z = 0,004, computed with
canonical core overshooting and three different values of the en-
velope overshooting: BEO = O0.THp (PARSEC V1.1), EQ = 2Hpand
EQ = 4. The models begin helium burning with the same internal
structure, apart from the larger inward penetration of the envelope
convection due to the different efficiency of the overshooting dur-
ing the first dredge-up episode, which changes the location of the

MMNEAS 445, 42874305 (2014
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Figure 3% Kippenhahn diagrams of central helivm-burning model stars for M = 11 Mg and # = 0004 computed with different envelope overshooting,
EO = 0.7Hp, EO = 2Hp and EO = 48, from lelt to fght. The insets show the comesponding evolutionary tracks in the HE diagram.

R EEEEs s e e PR

) Ly/L
@
——

i
@

Log(#y,). Log(Ty,). Logloy,
=
=

i
I

Log(Teft) e ~J.“,.-’L+?- ~J°°

".1',2'....|....|....|....|....|.':'.'.'.3_4
7.325 T7.530 7.335 7.340 7.345

Log{age/yr)

Figure 4. Evolution of the effective temperature, the H-shell luminosity
and other quantities evaluated at the border of the He core, for the models
of Fig. 3 with envelope overshooting values EO = 0,78 (dashed hnes) and
EO = 4 (solid lines). See text for more details,

hydrogenthelivm discontinuity {indicated in the figure by the brown
horizontal line at M/ M, ~ 0.35), Comparing the three models, the
only noticeable internal difference is the size of the mass pocket
between the H-burning shell and the H-He discontinuity left by the
first dredge-up episode. Only the models with enhanced envelope
overshooling (EC = 2Hp and EO = 4Hp) perform an extended blue
loop, The loop begins when the central hydrogen shell approaches
the H-He discontinuity, in a way that reminds us of what hap-
pens to a red giant star when its internal hydrogen shell reaches
the hydrogen discontinuity, Because of the high temperature de-
pendence of the CNO reaction rates, when a discontinuity in the
hydrogen profile is encountered, the structure readjusts on a ther-
mal timescale towards a slightly lower luminosity and a higher
effective temperature. Aflerwards, the star continues climbing the
RGE on the nueclear timescale, giving rise o the well-known bump
in the luminosity function. What happens in the interiors of the
different models of M = 11 Mz, can be seen in Fig. 4, where we
compare several quantities as a function of the evolutionary time
during central helium burning. The dashed lines in the figure refer
to the standard PARSEC V1.1 model (EQ = 0.7H ) while the solid
lines 1o the model with BO = 45y (see also Fig, 3). While helivm
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burning proceeds, the temperature and the density at the border of
the He core continuously decrease. Once the H-burning shell ap-
proaches the H discontinuity (brown horizontal line in Fig. 3) in
the model with large EC, the density decreases and the temperature
increases on a thermal dmescale. At the same time, the H luminos-
ity increases from 50 o 60 per cent while the star shifts towards the
main sequence, in the hlue loop, Notice that < has a deep during
this transition.

With the models for M = 10 and 11 Mg for Z = 0,04, with
canonical core and envelope overshooting (PARSEC V1.1), we also
analyse the importance of changing other parameters, such as the
mixing length, the " Cle, 1)'%0 reaction rate (Then 1966; Bertelli
et al. 1985; Brunish & Becker 19900 and the “Nip, 3)'*0 reaction
rate (Xu & Li 2004; Weiss et al. 2005; Halabi et al. 20123, be-
cause these parameters are known to affect the extent of the loops,
We find that by modifying these parameters within a suitable range
the above models are not able to perform extended blue loops in the
HR diagram. We thus conclude that the most critical parameter for
the morphology of the He blue loop is the size of the mass pocket
between the advancing H-burning shell and the H discontinuity left
by the previous first convective dredge-up (Alongi et al. 1991; Go-
dart et al. 20133, The earlier the shell approaches this discontinuity,
the earlier the loop begins and the larger is its extent.

For this reason and in view of the comparison of the new models
with the observations that will be performed in the next sections,
we compute additional sets of models with an increased amount
of envelope overshooting, Le. with EO = 2Hp and EOQ = 48y, The
stellar evolutionary tracks with increased envelope overshooting are
shown in the middle and lower panels of Figs | and 2 for Z = 0.001
and Z = .00, respectively, As expected, after including a larger
mixing at the base of the convective envelope, the blue loops become
more extended, though at the lower metallicity the effect isnot large.
In this case, only by assuming a large mixing scale (EO = 4Hp)
dioes the effect becomes significant. It is worth noticing that, though
large, values of EO between 2Hp and 45y are not uncommon. For
example, they are used to enhance the efficiency of the carbon
dredge-up during the thermally pulsing asymptotic giant branch
phase (Kamath, Karakas & Wood 2012).

3 DATA

3.1 Photometric data

To compare our models with observations, we use photometry from
Bianchi etal. (2012by's HET treasury survey HST-GO-11079, which
imaged star-forming regions in six Local Group dwarl galaxies,
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Phoenix, Pegasus, Sextans A, Sextans B, WLM and NGC 6822, and
in M31 and M33. Multi-band imaging with WFPC2 includes six
filters from the Far-UV 1o near-TR: F170W, F255W, FA36W, F439W,
F555W and F8 14W.* The Bianchi et al. (2012h) survey focused on
the massive stars in these galaxies, therefore the exposures were
tuned o provide complete Glter coverage with high signal-to-noise
(5/M) For the hottest stars, while cooler stars have progressively
lower S/ in the UV filters. We refer the reader to Bianchi et al.
(2012b) for details of the data reduction and photometric quality; for
the purpose of this work it is sufficient to recall that incompletencss
reaches 20 percent at mag = 21.0, 22,8, 22,9 and 22.0 in FA36W,
F439W, F355W and FR14W, respectively.

After careful examination of the CMDs, we conclude that the
three best galaxies suitable for the analysis of their star formation
history (SFH) to check the performance of the new PARSEC V1.1
models of massive stars at low metallicity are WLM, NGC 63822
and Sextans A, The other three galaxies, Phoenix, Pegasus and
Sextans B, are less populated by massive stars and therefore less
suitable for our purpose. Furthermore, deeper photometry in the
F355W and FE14W filters is available for Sextans A (HST-GO-
10915, Daleanton et al. 2009), which we use for comparison with
simulated CMDs. The CMDs of Sextans A, WLM and NGC 6822
are shown in the upper panels of Figs 8, 9 and 10, respectively.

3.2 Metalllclty of the sample galaxles

To select the appropriate metallicity of the models, we examined the
literature for existing measurements of abundances in our sample
galaxies.

321 The metallicity af Sextans A

An oxygen nebular abundance of 12 + log (O/H) = 7.49 for Sex-
tans A, was obtained by Skillman, Kennicott & Hodge (19893 by
optical spectrophotometry of H 1 regions, Comparing synthetic and
observed CMDs, Dolphin et al. (2003b) obtained a mean metallic-
ity of [M/H] = —1.45 £ 0.2 throughout the measured history of
the galaxy. Analysis of three isolated A-type supergiants by Kaofer
et al. (2004 yielded a present-day stellar abundance of the e ele-
ment Mg as ([eiMg)/H]} = —1.09 £ 0,02, Finally, Kniazev et al.
(2005) presented spectroscopic observations of three H 1 regions
and a planetary nebula in Sextans A. They derived an average oxy-
gen abundance of 12 + log (O/H) = 7.54 &£ (0L06 in the H i regions,
which agrees well with data from Kaufer et al. (2004). However, the
oxygen abundance of the planetary nebula is significantly higher,
12+ log (O/H) = 8.02 £ (L03, and it is explained as self-pollution
by the planetary nebula progenitor. Adopting the oxygen solar abun-
dance of 12 + log (0/H) = &.66 based on the 3D mode] (Asplund
et al. 2004) and the corresponding total metallicity (2 ~ 0.014),
we obtain for the young populations of Sextans A a metallicity of
Z ~ 0.001. For this galaxy we will use PARSEC V1.1 models with
£ =0.001.

3.2.2 The metallicity of WLM

For WLM, Skillman, Terlevich & Melnick (1989) and Hodge
& Miller (1995) measured oxygen nebular abundances of
12 + log (OyH) = 7.74 and 7.77, respectively, Venn et al. (2003)
found a significant discrepancy between nebular abundance
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([O/H] = —0.897 and stellar abundance ([OVH] = —0.21 + 0.10).
From a study of nine H 1 regions, Lee, Skillman & WVenn
(2005) obtained & mean nebular oxygen abundance of
12 + log (OyH) = 7.83 £ (.06, corresponding to [(WH] = —0.83
when  adopting  the  solar  oxygen  abundance  of
12 + log (O/H) = B.66 (Asplund et al. 2004). This is in ex-
cellent agreement with the measurement of Bresolin et al. (2006),
who carried out a quantitative analysis of three early B supergiants
and derived an average of 12 + log (O/H) = 7.83 £ (.12, Finally,
Urbaneja et al. (2008) obtained a weighted mean metallicity
[#/H] = —0.87 &+ 0.06 for several B and A supergiants, a result
consistent with the previous measurements. The metallicity of the
young populations is thus [O/H] ~ —0.9, which corresponds to
Z ~ (L0017, Even though this value is larger than that of Sextans
A, in the following analysis we will make nse of the same models
adopted for Sextans A, so that the models with Z = 0,001 are
compared with two bracketing samples of observational data.

3.2.3 The metallicity of NGC 6822

The nebular abundance of NGC 6822 was found to be
12 + log (OyH) = 825 £ 0.07 from a spectroscopic analysis of
seven H o regions (Pagel, Edrmunds & Smith 19807, This result is
supported by Richer & MeCall (19953, who observed two planetary
nebulae, and deduced oxygen abundances 12 + log (O/H) = 8,10
and 2.01, respectively. From a spectral study of A-type super-
giants, Venn et al. (2001) derived an average oxygen abundance
of 12 + log(O/H) = 836 + 0.19 and [Fe/H] = —0.49 + 0.22
for the young star population, suggesting also the presence of a
gradient in [(WH]. Tolstoy et al. (2001 measured the Ca n triplet
in RGB stars and estimated the mean metallicity of the old stars
to be [FefH] = —1 £ 0.5, with values of individual stars ranging
from —2.0 to —0.5. This average value agrees well with Davidge
(2003), who obtained the same valoe from the slope of the RGR.
Using the ratio between C type and M type asymptotic giant branch
stars, Cioni & Habing (2005) derived a spread of the metallicity
AlFefH] = 1.56 dex, and Kang etal. (2006) found A[Fe/H] = 0.07-
009 dex in the bar. Moreover, Sibbons et al. (2012) obtained
[Fe/H] = —1.29 £ 0.07. The metallicity of NGC 6822 is definitely
higher than that of Sextans A and WLM and therefore we need
to use higher metallicity models to analyse its CMD. To favour
models with extended blue loops and thus o avoid any possible
problem due to the adoption of a too high metallicity, we will adopt
the lowest value compatible with observations of the young popu-
lations, Both the lowest values of [OvH] by Pagel et al. (19807 and
Venn et al. (2001) are compatible with Z ~ 0.0045, again using
12 + log (O/H) = 8.66 and Z = 0,014 for the Sun. The simulation
of MGC 65822 will thus be performed using models with Z = QU004

33 Contamination by foreground stars

The contamination of the ohserved CMDs by foreground Galactic
stars was estimated using the TRILEGAL code (Girardi et al. 2005)
via its web-based interface.” The four Galactic components taken
into account in TRILEGAL are the thin disc, the thick disc, the
halo and the bulge, for which we assume the default values of the
peometrical and constitutive parameters [star formation rate (SFR),
metallicity, initial mass function (IMF) and extinction], as specified
in the web interface and in the references quoted there. In particular,
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the IMF is assumed to be represented by a log-normal function
(Chabrier 2001} for all the components. Extinction is applied to
individual stars in the Galaxy, assuming a dust disc described by a
double-exponential decay,

Ay coexpl—|z| /by am) % expl— R/ hy g i)

with default values of scale height kb, g = 110 pe, scale
length A gy = 100 kpe and total absorption at infinity
Avioo) = 00378 mag. To caleulate the absorption in each HST
filter, we use the Galactic extinction curve with By = 3.1 (Cardelli,
Clayton & Mathis 1989), We also take into account the effects of
unresolved binary systems, assuming the default values, Le. a frac-
tion of 30 per cent and mass ratios uniformly distriboted between
0.7 and 1. We performed TRILEGAL simulations in the direction
of the three galaxies used in our analysis, and scaled the resulting
number of stars to the areas covered by the HST survey, given in
table 1 of Bianchi et al. (2012b). We extended the TRILEGAL MW
model caleulations to a lirniting magnitude of 25 mag in FA39W. The
TRILEGAL simulations indicate that only for NGC 6822 is there
significant contarination, as expected because of its low Galactic
latitude. Fig. 7 shows the simulated MW foreground stars on the
CMID of NGC 6822, The contamination has the shape of a plume
around mpygy — mpsssw ~ 10, which oceopies the region between
the blue and the red sequences of NGC 6822, likely true members
of the galaxy. To guantify the contaminaticn, we counted the simu-
lated =tars that fall within the box (L5 = mpyaow — mpssse < L and
18 < mpaaow < 22.5, in the CMDL In this region we count 336 stars
in the chserved CMD while the simulation predicts there would be
93 stars in the thin dise (blue crosses), 118 in the thick disc (green
crosses), 39 in the halo (red crosses) and four bulge stars (cyan
crosses). In total, we find that there could be 178 possible MW
stars in the selected box, indicating that, for NGC 6822, the MW
contamination above mpyzw — Mgy = 0.5 18 severe and nust be
taken into account in the comparison of the simulated and observed
CMDs { Section 4 helow).
For Sextans A and WLM, the contamination is negligible.

4 SIMULATED COLOUR MAGNITUDE
DIAGRAMS

To obtain the simulations of the observed CMDz, we modified the
code that computes the PARSEC isochrones, allowing the selection
of a distribution of stars with suitable SFH and IMF

Since our analysis is limited to the youngest stars, we do not take
intoaccount an age metallicity relation but instead we fix the abun-
dance to the most likely value of the burst, taken from the literature
as discussed in Section 3. The SFR is specified as a simple function
of time {SFH). For the IME, we assume a simple two-power-laws
representation, a Kennicutt IMF (Kennicutt 19987, however, with
parametrized exponent above | Mg, The SFH and, to a lesser
degree, the shape of the IMF are tuned to reprodoce the stellar
number counts as deseribed below, To convert lominosity, effective
temperature and gravity into magnitude and colours, we adopt the
bolometric correction tables as in Marigo et al. (2008), These tables
are obtained by convolving large libraries of stellar spectra with
the filters”™ transmission curves being considered, as deseribed in
Giirardi et al. (2002). In the ranges of effective termperature, surface
gravity and metallicity relevant to this work, we use the spectra
derived from the ATLAS? model aimospheres (Castelli & Kurocz
20033, which are well calibrated against observations. In the more
advanced phases (red supergiants and Wolf-Rayet stars) and for the
highest masses, where the effects of mass loss may be significant,
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some discrepancies may somewhat affect the transition to differ-
ent spectral libraries, but these differences do not alter our results
because these stars are only a minority in the analysed CMDs,

To avoid simulating unnecessarily large numbers of stars, we
define a suitable absolute limiting magnitude by taking into account
the distance modulus of the galaxies and the faintest magnitude at
which the incompleteness reaches 20 per cent in each filter, which
is =23 mag for F4A39W and F555W (Bianchi et al. 2012b). For
the simulations of WLM and NGC 6822, we thus select a limiting
apparent magnitude of F439W = 23.5 mag. We adopt the same
magnitude limit, F355W = 23.5 mag, also for Sextans A, to avoid
the inclusion of less massive stars in the simulation, even if the
same incompleteness level is reached at fainter magnitudes in the
Dalcanton et al. (2009 data.

The cutcorme of this procedure is a clean absolule CMIDY that
must be translated into the observational plane by adopting the
proper distance modulus and assigning suitable values of error and
extinetion o each star, as described below, With this procedure
we generate, for each form of SFH and IMFE, simulated catalogues
containing many more stars than those in the observed CMIDs,
The simulated CMDs are thus drawn from subsets of these large
catalogues, and this proceduore is repeated 100 times to obtain the
best-fitting luminosity function and its standard deviation, for the
selected input parameters.

4.1 Slmulated errors

The simulated photometric errors have been derived from the dis-
tribution of the chservational errors as a function of the apparent
magnitude {Daleanton et al. 2009; Bianchi et al. 20120}, as follows,
For WLM and NGC 6822, we select sources with HSTphot type = 1
and |sharpness| < (0.3 and we plot errors versus apparent magnitude.
These figures are sirnilar o those shown in Bianchi et al. (2012h)
and are not reproduced here. To estimate individual errors for the
simulated stars in a given filter, we re-bin the error distribution in
0.1 magnitude bins and, within each magnitude bin, we evaluate
the median error. Then, the error assigned to each model star of &
given apparent magnitude is randomly drawn from a Gaussian dis-
tributicn with a standard deviation derived from the median value
corresponding o its magnitude. An example of the simolated error
for the F439W filter for WLM is shown in Fig. 5. For Sextans A,
the errors are determnined in the same way, but using the data from
Dalcanton et al. (2009,

4.2 Accounting for extinction

In the analysis of the CMDs of stellar systems, extinction is gener-
ally treated as a constant free parameter that must be derived from a
fitting procedure, In this respect, a key feature of this investigation is
that we may exploit the information carried by the multi-band pho-
tometric coverage of the observations because our galaxies were
ohserved in six 5T bands by Bianchi et al. (2012b). For many
of the observed stars, the photometry spectral epergy distributions
(SEDs) can be modelled to obtain extinetion, effective temperature
and bolometric lominosity at once. We use such results o define
the attenuation on a star-by-star basis, in a statistical way.

We use extinction results from Bianchietal. (2012by's SED fitting
of the multi-band HST photometry with theoretical spectral libraries
of different metallicities, Z = 00002, Z = 0,002 and Z = 0,02, and
different extinetion curves, average MW with £, = 3.1 (Carndelli
et al. 19893, Large Magellanic Cloud 2 (LMC2) (Misselt, Clayton
& Gordon 19993 or Small Magellanic Cloud (SMC) (Gordon &
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Clayton 19983 We restricted this analysis o sources with photo-
metric acceuracy betler than 0,25, 0.20, 0.25, 0,10 or 0,10, for the
filters F170W, F225W, F336W, F439W and F355W respectively,
and applied no error cut-off for FE14W. Such sample restriction to
stars detected in at least five filters, with small photometric errors in
the optical bands, ensures that enough measurements are available
foreach star for deriving concurrently two fTee parameters (T and
E(B — V), and hiases the analysis sample towards the hottest, most
lurninous stars, because we require detection even For the far-UW
filter. Results from this survey and similar ones show that the hottest
stars are usually found in regions of high intersiellar extinetion (see
e.2. Bianchi et al. 2012b, fig. 12}, as we shall discuss later. The re-
sulting extinetion depends significantly on the adopted attenuation
curve (see also Bianchi et al. 2012b) but much less on the adopted
metallicity of the theoretical spectra.

As an example, we show in Fig. 6 the extinetion derived for the
stars in WLM by Bianchi et al. (2012b). The two panels show two
different cases obtained with the same spectral library, Z = 0L002,
and two different extinction laws, the Galactic one (8 = 3.1) in the
left panel and the SMC one, in the right panel. For each star, E(E — V)
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Figure 7. Estimated MW contamination in the I of NGO 6222, Black
dots are the observed stars while coloured dots are the predicted contami-
nation by the four Galactic components as indicated in the labels,

is plotted against the stellar bolometric luminosity, which is also
derived from the best fit of the observed SED, assuming the dis-
tance of the galaxy. The vertical error bars depict the uncertain-
ties, derived in the SED-fitting process. In addition to the formal
uncertainties, there may be a slight bias due to poor calibration
of the WFPC2 UV fillers (Charge Transfer Efficiency [CTE] cor-
rections) as discussed by Bianchi et al. (2012a). Fig. 6 shows a
trend of increasing E(F — V) at increasing luminosity, The line
shown in the fgure is a simple best fit to the data obtained af-
ter selecting only those with a relative ermor <0.2 and excluding
the outliers jusing the LADFIT IDL procedure). The lines in the
panels show a clear positive slope with the stellar intrinsic lomi-
nosity, The slope obtained with the Galactic extinction law (left
panel) is about 50 per cent larger than that obtained with the SMC
extinction law. We also observe a significant dispersion at all lu-
minosities and, in general, the more luminous stars have smaller
uncertainties.

Of course the derived extinetion includes the contribution arising
from the MW, which should be almost constant in a given field
though we notice that, at the lower luminosities, there are values
that are even less than the contribution of the Galaxy, However,
within the uncertainties, they are compatible with the foreground
value, which is significant only for NGC 6822, Instead we suppose
that the dependence of the additional attenuation with the intrinsic
luminosity is a clear signature that the internal extinction is age-
selective (Silva et al. 1998). In this case, the trend arises because
younger stars are embedded in 8 more opagque interstellar mediom,
independently of their mass and luminosity, while older stars, which
are generally less massive and of lower luminosity, may be less at-
tenuated. Another noticeable feature is that in the higher luminosity
bins, the errors are small and the observed values indicate that there
can be significant star-to-star variation in the extinetion. There are
also a few stars with small error bars and significantly higher than
average extinction, These are generally stars cooler than the main
sequence ones and a likely explanation for their large extinction
is that they could be affected by dost produced by their own cir-
cumstellar envelopes, Since there are only a small number of such
stars, they are excluded from the fits shown in Fig. 6, but this point
could deserve further investigation because it could be an evidence
of pristine dust production in low metallicity galaxies, In surmmary,
there is evidence that in our galaxies extinction may grow with
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intrinsic luminosity for the hot stars, and may have a significant
star-to-star variation. To account for these effects in the simulated
CMD, we randomly distribute the extinction values as a function of
the (known) intrinsic luminosity of our model] stars, by reproducing
the best-fit relation and the observed dispersion with a Gaussian
model. This effect introduces a further dispersion in the simulated
CMDs, which adds to that of the photometric errors and possibly
a tilt in the modelled stellar sequences. Because we modelled the
extinetion distribution on a sample of hot stars, which are mostly as-
sociated with regions of high extinetion, we should keep in mind in
the following discussion that if cooler stars outside the star-forming
regions are included in the catalogue, the model extinetion distri-
bution may be overestimated for them; this is not the case For the
Bianchi et al. (2012b) survey, which mostly targeted conspicuous
star-forming regions.

For Sextans A, we fit the star-to-star attenuation model derived
from the multi-band data by Bianchi et al. (2012h), and apply it
to the FS55W and FRI4W deeper data by Daleanton et al. (2009),
using the selected extinetion law. Since in the considered range of
magnitudes the errors are negligible in the Daleanton et al. (2009)
photometry, the variable extinetion is practically the only source of
star-to-star dispersion in the simulated CMD of Sextans A.

5 RESULTS WITH CANONICAL MODELS

As already anticipated in Section 2, the simulations of the CMDs
of the three galaxies are based on stellar evolution models that
use different values of the envelope overshooting, We begin by
discussing the results obtained by using the standard value adopted
in PARSEC V1.1, i.e. an envelope overshooting of EO = 0L,7Hp.

5.1 Sextans A

5.1 The colour magnitude diagram

The observed CMD of Sextans A, reproduced in the upper panel
of Fig. &, shows the following noticeable features. There is a well-
defined main sequence with stars brighter than F355W = 23.5 (our
selected magnitude limit) and bluer than F5355W — FR14W = —0.1.
The sequence appears to become broader and redder at brighter
magnitudes. This effect is unusual becanse, in general, the sequence
becomes bluer and narrower at brighter magnitudes, due to the
smaller photometric errors, A parallel sequence, redder by about
0.2-0.3 mag, is also visible and likely corresponds to the stars that
are burning helium in the blue loops. This may not be the case for
the brightest stars that, as shown in the HR diagrams, may ignite
central helivm before reaching the red supergiant phase. A red
sequence, starting at F355W — FR14W ~ 1, indicates the presence
of red giant/supergiant stars in the red phase before the loop, Only
a scarce number of stars populate the region between the RHeRS
and BHeRS, as expected because of the short crossing timescales of
the Hertzsprung gap. The stars found in this gap are likely yellow
supergiants, since the MW contamination that mainly affects this
region of the CWI is low for this galaxy. The RGB and Asymptotic
Giiant Branch (AGR) phases of low and intermediate mass make up
the sequences at even redder colours (F355W — Fa14W = 1.2,
For the simulations of Sextans A, we adopt a distance modulus
(m — My = 25.61 (Dolphin et al. 2003a). The best simulation ob-
tained with PARSEC V1.1 models is shown in the middle panel of
Fig. & This simulation has been selected from 100 stochastic realiza-
tions made with the same parameters, using a merit function based
on the differences between the observed and simulated luminosity
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Table 1. Parameters of the CMID simulations of Sextans A.

E Ty [yr] Ty [wr] T [wr] Xpar (SR [Mizy yrot
07 1= 100 1= 10 2w 10 235 I [
2 Pw 100 1w 10 —2 = 10" 235 29w 10
4 Px 100 110 —1 = 10" 235 32w 107

functions. Stars of different ages are shown with different colours in
the simulated CMID, as indicated in the corresponding labels. The
metallicity adopted for the simulation is Z = 0.001. The simulated
CMD reproduces qualitatively all the main features of the observed
diagram, except For the stars redder than FS55W — FR14W = 1.2
and the sequences that depart from there, This is because we impose
a cut-off in the simulation at masses below 1.9 M, since we are
interested in the recent SFH of the galaxy. For the same reason we
discarded from the analysis below all stars in the observed diagram
redder than the line F555W — FE 14W = (31.2 — F355W)/7, which
should correspond to the old population.

5.1.2 The star formation rate

Since our simulated CMID catalogue is constructed by imposing a
total number of living stars brighter than a given threshold luminos-
ity, a few steps are needed 1o derive the normalization of the SFR
that corresponds to the parameters given in Table L. In particular
we have to take into aceount that our model catalogue is a superset
of the observed CMD, to which it should be matched. So, we first
need to obtain the SFR normalization of the parent catalogue and
then scale this normalization to the number of stars in the ohserved
CMI. For the frst step, we selected a small mass interval for which
the stellar evolutionary times are larger than the oldest age of our
simulation. Since all such stars are still alive, they must all be in the
catalogue and they can be easily counted. On the other hand, their
number must correspond o the double integral, over the full time
interval and the selected mass interval, of the produet of the SFR and
the IMF. From the comparison between the counted stars and the
analytical result of the double integral, we derive the normalization
of the model SFR used to generate the large catalogue. To obtain the
real SFR from the observed CMD, we simply scale the model SFR
by imposing that the model contains the same number of stars as the
observed CMID, in the magnitude range between 23 and 21.5. We
use this magnitude interval to limit the stochastic effects introdoced
by the brightest stars. Nevertheless, since the normalization is made
after the simulated magnitudes have been assigned attenuation and
errors, the SFR so derived may slightly change between different
models, even if the underlying parameters are the same. It is worth
noting that the normalization obtained in this way may also be af-
fected by all those effects that may modify the luminosity function
in a given pass-band. One such effect, as we will see, is the varia-
tiom of the lifetime of stars in the blue and red sides of the loops.
This effect may change the number of stars in the magnitude bins
and so the resulting luminosity function. Another possible effect
is that of the unresolved hinary stars (even if not physical), which
artificially increase the number of stars in the brighter magnitude
bins. In this respect, HSTIWEFPC2's resolution (0.1 arcsec spatial
scale, Le. less than half a parsec in WLM and Sextans A, and about
one-fourth of a parsec projected on the sky, at the distance of NGC
65322y offers a critical advantage with respect to ground-based ob-
servations with typical seeing of =1 arcsec. Quantification of the
gain afforded by H5T imaging in resolving individual stars in these
galaxies can be seen, for example, in fig. 3 of Bianchi et al. (2012h).

Low metallicity massive stars with PARSEC 4297

This is particularly relevant for studies of hot stars, which are found
incrowded regions because of their young age, the OR associations
having not yet dissolved. The very bright stars are rare, but at B
and V magnitudes fainter than =20, the effect of unresolved stars
in ground-based catalogues and the gain from HST become very
significant. We finally note that for random superposition (along
the line of sight) the combined photometry of two likely different
types of stars will result in an SED hard to fit with a single star, and
the source may be discarded from the analysis with quality cuts.

We find that the SFR increases towards recent dmes (v = (0,
Table 1) with a characteristic tmescale |z] = 2 = L0F yr. The
average SFR in the last 100 Myris 2.5 » 107" M yr~ !, asindicated
in Table 1. The maximum mass obtained from the simulation is
M ~ B0 M. However, with F555W ~ 20.5 mag, this is not the
brightest star, which instead is an evolved star with M ~ 30 Mg,
and F355W ~ 8.8 mag.

5.1.3 The colour distribution

To make the comparison between the observed and simulated CMDs
more guantitative, we plot in the lower panel of Fig. & the colour
distribution of the stars in different hins of F5355W magnitude:
[5-20, 20-21, 21-21.5, 21.5-22, 22-22.5 and 22.5-23. The black
histograms refer to the observed CMDs while the red histograms
are for the simulated CMDs, On the right side of each histogram,
we show the corresponding magnitude interval, the number of stars
ohserved in the interval (@7 and the ohserved ratio (8/B) of stars
redder and bluer than a given threshold colour. On the left side of
the histogram, we show the same guantities, number of stars and
nurmber ratios (M and B/E), as predicted by the simuolations. For
Sextans A, we adopted a threshold value of FS55W — FEL4W = 0.6
and, as already specified, we did not consider stars redder than the
line F355W — FRI4W = (31.2 — F5355W),/7, which are more likely
to belong to older populations,

The colours and in particular the width of the simulated main se-
quence match Fairly well those of the observed cne, in all the magni-
tude bins. Two points are worth discussing. First we note that, since
we are using a single metallicity, the observed width of the main
sequence should be ascribed mainly to photometric errors, because
the intrinsic width at 22 mag is S(F555W — FR14W), < 0.07 mag.
But the photometric errors of the observations are very small at these
magnitudes. Second, the simulated main sequence is almost vertical
inthe diagram while, as already said, we would expect this sequence
to be inclined towards bluer colours at brighter magnitudes. Both
effects are due o the extinction. The extinction was evaluated for
individual stars from simultaneous fits for [Ter, E(5 — V)] of multi-
band photometry (Bianchi et al. 2012h) using snitably attenuated
spectral models, As discussed in Section 4.2, Bianchi et al. (2012h)
find that EiE — V), besides showing a significant dispersion, is
higher for the hot young stars. The dispersion in the atlenuation is
intrinsic and due o region-to-region variation. Instead, its rise with
luminosity is likely caused by the following bias. All stars are born
in a region of relatively higher attenuation and as time elapses, the
parent clouds dissolve and the attenuation decreases (Silva et al,
1998). It is well known that the emnission lines (signature of young
massive stars) in starbursts show an attenuation that is about twice
that of the optical continuum (mostly from older, lower mass stars)
(Calzetti, Kinney & Storchi-Bergrmann 1994, For continuous star
formation, it is thus expected that hot massive stars (which have
been recently formed) are the more attenuated, while stars of lower
luminosity (whose ages can span the full starburst period) can have
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any attenuation. Thus age-dependent attenuation provides at once
the dispersion and the trend with luminosity that are at the basis of
the observed spread and tilt of the main sequence.

The observed BHeBS is also fairly well reproduced by the simu-
lation. However, we notice that significant discrepancies remain in
the colour distribution. In the three most populated hins, at magni-
tudes fainter than F355W ~ 21.5, the model distribution is clearly
bimodal. All the simulated diagrams show a gap between the main
sequence and the BHeBS, which instead is much less evident (if
present) in the observed CMID. This gap cannot be filled by invoking
errors or by varying the attenuation. The presence of the gap is an
indication the models are not able o produce extended loops during
the helivm-burning phase.

The sequence of red stars is also fairly well reprodoced becanse
the trend is that the attenuation is larger at larger luminosities, ie.
its slope is partially due to varying reddening across the sample.

For the number distribution between red and blue stars (/B
ratio), we notice significant discrepancies between the simulated
and the ohserved ratios. Apart from the highest bin where no red
stars are observed, the B/ ratio is underestimated by the model
below F5355W = 22, while it is largely overestimated at fainter
magnitudes.

In summary, while the morphology of the simulated CMID is very
similar to that of the observed one, inspection of the colour distri-
bution shows that there are some important discrepancies, mainly
concerning the evolution during the central heliom-burning phase.

5.2 WLM

The CMD of WLM, depicted in the upper panel of Fig. 9, shows a
broad main sequence with a quite sharp blue edge and a smoother
decline in the red edge. The red sequence of WLM is poorly defined.

For WLM, we adopt a distance modolus (m — Mo = 24.95
(Gieren et al. 2008). The best simulatdon obtained with canonical
PARSEC V1.1 models is shown in the middle panel of the fgure. In
this panel we use different colours for different ages and this helps
us Lo interpret the main features of the CMID. The main sequence
of WILM appears to span more than five magnitudes in F439W but
actually, at F439W < 21, it is mainly composed of blue heliom-
burning stars. This is very clear by looking at stars in different age
ranges. In the age interval between 50 and 100 Myt (red dots), the
main sequence ends at F439W ~ 22.5 and the blue loop sequence
is at least one magnitude brighter. At ages between 10 and 50 Myr
idark green) the main sequence ends at F439W ~ 21 mag in the
simulations. Brighter stars near the main sequence in this age inter-
val are also burning central heliom in the blue loop. The brightest
star in the simulation is an evolved star of initial mass M = 40 Mg,
age 3.3 Myr, luminosity log (L/Lg) = 5.77 and effective temper-
ature log(Tg) = 4.24. This lumninous supergiant star is not in the
blue side of the loop as its fainter counterparts becaose, at such
initial masses, helium ignition occurs just afler the main sequence.
Afterwards the star slowly moves towards the red supergiant phase
while burning central helium (see Fig. 1), MNotice that this star is
brighter than the brightest star in the observed CMID but this is
due 1o the stochastic nature of the stellar birth-rate process at these
large masses. Indeed this is not the most massive star in the sim-
ulation, which is instead a main sequence star with initial mass
M = 108 M, and age 1.77 Myr, about 1.3 mag fainter. In any case,
it appears clearly from the simulation that the right side of the main
sequence is actually blue heliom-burning stars.

Also for WLM, the global luminosity function of this principal
sequence 15 well reproduced with a SFR that increases towards
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Table 2. Parameters of the CMID simulations of WILK.

E Ty [yr] Ty [wr] T [wr] Xpar (SR [Mizy yrot
07 1= 100 1= 10 -5 = 10" 2465 ERCE [
2 Pw 100 110 —5 =108 235 A [
4 Pw 100 1w 10 —2 = 10" 235 29w 10

recent tmes (see Table 2). The average SFR in the last 100 Myr is
(SFR} =37 % 1077 Mg, yr ',

While the global luminosity function of the observed CMD of
WLM is guite well reproduced by the simulation, inspection of the
colour histograms drawn in the lower panel of Fig. 9 shows that
the simuolated colour distribution across the main sequence does
not match the observed one. There is a clear excess of stars along
the red side of the main sequence and a lack of very blue stars,
which makes the simulated main sequence too broad, especially in
the magnitude interval 20 < F439W = 22, Note that the models
adopted for WLM have the same metallicity (£ = (0L001) as those
used For the simulation of Sextans A. In the CMD of Sextans A, the
main sequence and the blue loop sequence were clearly separated,
while for WLM, this separation is not so evident becanse of the
larger errors associated with the observations. The apparent excess
of red stars is due to the BHeBS, therefore we conclude that also
for WLM there is a discrepancy concerning these stars.

5.3 NGC 6822

The ohserved CMD of NGC 6822 is shown in the upper panel of
Fig. 10. With a distance modulus (m — M) = 23.31 (Gieren et al,
20067, NGC 6822 is the nearest of the three palaxies analysed here
and its observed blue sequence spans more than seven magnitudes.
In the CMD, we recognize also a yellow sequence, around F439W-
F555W ~ (L8/0.9, and another redder sequence. It is important to
clarify the crigin of the yellow sequence, because the metallicity of
NGC 6822, Z ~ 0.0, is definitely higher than that of the other
twor galaxies, and this sequence could trace the position of the blue
loops of relatively metal-rich galaxies. However, our TRILEGAL
simulations, and comparison of the CMD among different galaxies,
indicate a large contribution from MW foreground stars near the
position of the middle sequence. Actually there is some mismatch
between the predicted position of the MW stars and the observed
CMI The predicted MW foreground stars not only populate the
region of the observed yellow sequence (mainly thin disc stars)
but also a region a few tenths of magnitude bluer. Furthermore,
there is significant contamination by thin disc stars brighter than
the observed F439W = 18 mag, where only a few stars are scen in
the CMI. Thus, due to the significant contamination by MW stars,
we exclude the yellow sequence from our analysis. Taking into
account that many predicted foreground stars are slightly bluer than
the observed yellow sequence, we exclude from further analysis all
stars with observed colour redder than FA39W — FS55W = (.6,
Below this threshold the contamination becomes negligible and we
may safely use the well-populated blue sequence of NGC 6822 to
check the models.

The best simulation obtained with cancnical PARSEC V1.1 mod-
els is shown in the middle panel of Fig. 10, The parameters of the
stellar birth rate for this simuolation are shown in Table 3. The SFR
inereases towarnds more recent tmes with an average value in the
last 100 Myr of (SFR) = 3.5 x 1077 Mg, yr~'. Note that the ob-
served CMID includes seven HST fields, which cover a fraction of
the galaxy (~0.73 kpe®, see Bianchi et al. 2012b, table | and fig. 1).
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Figure 10, Upper panel: Observed CMID For NGO 6822, Middle panel: The
best miexde] obtained with PARSEC V1.1, Lower panel: Comparison ol the
ohzerved and modelled colour distributions.
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Table 3. Parameters of the CMD simulations of NGO 6822,

B Ty [yr] T7 [v1] T |wr] Xpar (SR [Mizy yrot
07 1100 1w 1 -2 108 ER I [
2 Pw 100 1w 107 —2s 108 2 ERE [
4 Px 100 110 —2x 10" 235 43 = 1077

Because star formation is very patchy in NGC 6822, and on the
other hand the 5T pointings used here targeted star-forming sites,
this SFR cannot be simply scaled to the whole galaxy (the two most
conspicuous star-forming regions, including Hubble W and Hubble
X, and an outer older region, were observed by Bianchi et al. 2001
and Hianchi & Efremova 20067,

We first notice that, from the PARSEC simulation, very few stars
are expected to lie in the region oceupied by the yellow sequence,
corroborating the idea that this sequence is due Lo strong contamina-
tiom by MW foreground stars, The maximuam mass in the simuolation
is M = 73 Mg at an age of 2.1 Myr, while the brightest star has
an initial mass M = 72 Mz, and an age of 3.6 Myr. The simulation
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suggests the presence of a sequence of blue helium-burning stars
running parallel to the main sequence. However, in the simulated
diagram this sequence appears clearly detached from the main se-
quence while in the observed CMID it appears a continuation of the
main sequence. This appears more clearly in the comparison of the
colour distributions in the lower panel of Fig. 10. Unlike the ob-
served distributions, the predicted ones in the range of magnitudes
between 19 = F435W =< 21.5 are himodal.

6 RESULTS WITH ENHANCED ENVELOPE
OVERSHOOTING MODELS

The above comparisons indicate that the adopted stellar evolution-
ary models cannot reproduce well the ohserved CMID: even ac-
counting for errors and reddening, which tend to smear out the
colour distribution, there remains a visible gap between the main
sequence and the blue loop helivm-burning sequence. This gap is
not observed or much less evident in the data and, at the same time,
the colour distribution of the models is wider than that observed.
It is worth noticing that by adopting a lower metal content we
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Figure 11. Upper panels: The best simulated CRID of Sextans A (lefty and the corresponding star colour distribution (right), obtained with PARSEC aller
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could remove the discrepancy between the modelled and observed
CMDs, but this would require a metallicity value guite discrepant
from the one determined from spectroscopic observations. More-
over, the value adopted in the simulations of WLM and Sextans A,
Z = 0,001, lies between the ones derived observationally for the
two galaxies, indicating that the origin of the discrepancy is not
due to the adoption of a too high metallicity. Given the inability
of reproducing the observed blue loops using models with canon-
ical emvelope overshooting, we repeated the simulations adopting
models with enhanced envelope overshooting.

The best simulations of Sextans A obtained with models with
enhanced envelope overshooting are shown in the upper and lower
panels of Fig. 11 for BQ = 2Hpand EOQ = 4H;, respectively. As
already discussed in Section 2.5, models with enhanced envelope
overshooling produce more extended bloe loops and this is visible
in the eorresponding simulations, Adopting BO = 2Hp produces a
reasonahbly good fit o the observed CMD of Sextans A. The hi-
modal behaviour noticed in Fig. 8 at fainter magnitudes disappears
and the excess of stars in the red side of the main sequence becomes
significantly less pronounced. With BEO = 4Hp, the loops are even
more extended and the predicted main sequence becomes even nar-
rower than the observed one. The SFR is not significantly different
from the one derived with the standard PARSEC V1.1 models. Tt
inereases by about 16 per cent using the models with EQ = 2Hp and
by another 10 percent if one consider the models with EO = 4Hp.
The latter increase is in part doe to the decrease of the star formation
timescale adopted for the best fit (Table 1.

The ohserved CMD of Sextans A is so well populated along
the different sequences that we may gain some insight into the
properties of the different mixing models by analysing the num-
ber ratios between red [F355W — FRI4W = (0.6 and F355W —
FEI4W < (312 — F355W)/7] and blue stars (F555W —
FE14W = (0.6}, The observed number ratios are plotted against the
apparent magnitude in Fig. 12 with large filled dots. The number
ratios predicted by adopting the different values of the overshoot-
ing scale are plotted with different symbols and colours and are
labelled with the adopted overshooting scale. The size of the enve-
lope overshooting affects not only the extension of the loop but also
the relative lifetimes in the blue and red sides. In the models with
larger emvelope overshooting, the loops begin at earlier imes during
central helium burning (Fig. 3), and the relative number of red to
blue stars decreases. The observed number ratios of stars in the red
and blue sides of the loops have been already used to check the
performance of stellar evolotion models, becanse they concemn post
main-sequence phases, hence they depend almostexclusively on the
lifetime ratios of the stars in the comresponding phases (e.g. Dohm-
Palmer & Skillman 2002). We cannot perform the same comparison
here because we cannot disentangle the bloe side of the loop and
the main sequence. Indeed, in Fig. 12 we plot the ratios between the
number of red stars and blue stars including also the main sequence
stars, Thus, these ratios are not strictly related to the above lifetime
ratios not only because they include the main sequence phase but
also because, by selecting thern in bins of constant magnitode, we
are including stars with different masses, Nevertheless, the exer-
cise is meaningful because we are simuolating the real evolution of
these stars in the CMD. Indeed the figure shows that, for higher en-
velope overshooting, the /B ratio decreases significantly, because
the red side of the loops becomes less and less populated.

The best simulation of WLM obtained with these new models is
shown in Fig. 13 for EQ = 2Hp and EO = 4Hp. Again for WLM,
the simulations performed with enhanced emvelope overshooting
models better agree with the observations, The relative excess of
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stars in the red side of the main sequence decreases significantly
with EO = 2Hp and almost disappears with EO = 4Hp, Compared
with the standard case of EO = 0.7Hy, the average SFR in the new
best-match models is about 30 per cent lower, This is due to the
different IMF slope adopted in the first case, x = 2,65, with respect
to the one adopted in the latter cases x = 2.35,

For NGC 6822, the best simulations obtained with models with
enhanced envelope overshooling are shown in the upper and lower
panels of Fig. 14, for BO = 2Hp and EOQ = 4Hp, respectively, Even in
this case, the morphology of the blue sequence is better reproduced.

7T CONCLUSIONS

With the aim of extending the new library of stellar evolutionary
tracks and isochrones computed with PARSEC, we begin the cal-
culation of new evolutionary tracks of massive stars. We adopt the
same input physics used in the PARSEC V1.1 published version of
low and intermediate mass stars, the only difference being that for
masses M = 14 M we include mass loss. The new caleulations
supersede the old stellar evolution tracks of massive stars (Bertelli
etal. 19947, so that we now provide updated and homogeneous sets
of evolutionary tracks from very low (M = (0.1 M) Lo very massive
(M = 350 M) stars, from the pre-main sequence to the beginning
of central carbon burning.,

In this paper, we presented new evolutionary tracks of low metal-
licity, Z = 0.001 and Z = 0,004, We also compared the new tracks
with observed CMDs of star-forming regions in three selected
nearby metal-poor dwarf irregular galaxies, Sextans A, WLM and
NGC 6822, These galaxies are dominated by the last ongoing star-
burst and the existing H5T CMDs are a uselul workbench for testing
the owverall performance of stellar evolution tracks in the domain of
intermediate and massive stars, The contamination by MW dwarl
stars, estimated with TRILEGAL simulations, is negligible in Sex-
tans A and WILM, while for NGC 6822 it is significant at colours
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F439W — F355W = (L6 for this galaxy we used cnly bloer stars,
which include the main sequence and the BHeBS,

Since the new massive star tracks have not yet been implemented
in the popular CMID simulators (e.g. TRILEGAL) we built our own
CMID sirnulator, where we specify the IMF and SFR laws, the metal-
licity, the photometric errors, attenuation and binary effects. In the
simulations, we fix the metallicity to the value that is the nearest to
that found in literature for the youngest populations of the galaxy,
either stars or gas. This is important because our aim is to check the
model results using the morphology of the CMD, in particular of the
BHeBS, which is known to depend significantly on the metallicity.
The photometric errors are taken from the published photometry
catalogues and are reproduced statistically as a function of the ap-
parent magnitude. As for the attenuation by interstellar dust, we
exploit the advantage that it has been individually derived for a
large sub-sample of stars, using a star-by-star multi-band spectro-
photometric analysis (Bianchi et al. 2012hy, In all three galaxies,
the attenuation is characterized by an average value that rises with
the intrinsic luminosity for the hot stars and by a significant disper-
sion, which is consistent with an age-selective extinction together
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with local variations of the dust content. Only by including such a
dispersion and trend with luminosity, could we reprodoce the mor-
phology of the different sequences seen in the CMIDY, without a real
need touse any dispersion of the metallicity. This is especially true
for Sextans A, where the photometric errors are very small, while
for NGC 6822, there is still room for dispersion of the metallicity,
which indeed has been observed in this galaxy, and is not surprising
given its patchy star-formation episodes. We check also the effects
of non-physical binaries and find that they are not very significant
so that we do not discuss them in the paper.

For Sextans A and WLM, we adopted a metallicity Z = 0.001,
which is an upper limit for the former and a lower limit for the
latter. In both galaxies the location of the main sequence is well
reproduced by the new tracks. Sextans A shows a well-populated
red sequence, which is also Fairly well reproduced by the new mod-
els. For Sextans A, the main sequence and BHeBS form two par-
allel vertical sequences while in WLM they form a broad blue
sequence. All models generally reproduce these sequences but a
quantitative comparison of the colour distribution in different mag-
nitude bins shows that, for models with canonical overshooting, the
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Figure 14, Upper panels: The best stimulated CRID of MOGC 6522 (lel and the comesponding star colour distribution (nght), obtainesd with PARSEC aller
nereasing the emvelope overshooting to EO = 2H e, Lower panels: The same as in the vpper panels but for a larger envelope overshooting, EO = 4.

simulated distributions are broader than the observed ones and gen-
erally skewed towards redder colours, in both galaxies. A lower
metallicity, which would render the blue loops more extended,
would be discrepant with measured valoes, therefore we interpret
this mismatch as evidence that the BHeBSs predicted by the models
are not hot enough.,

For NGC 6822, we adopt a metallicity of Z = 0,004, As for
the previous galaxies, the Gt of the main sequence is fairly good,
but at this metallicity the problem of the blue loops is even more
exacerbated. The models computed with PARSEC V1.1 {canonical
overshooling) show a shortening of the loops above log (L/Lg, ~3.5
(Fig. 2) and the comesponding simulation shows a blue sequence
with bimodal colour distribution, which is not evident in the ob-
servied CMD. This corroborates the notion that even at Z = 0,004
the BHeBSs predicted by the models are not hot enough and that, to
reproduce the ohserved morphology of the CMD with the PARSEC
V1.1 prescriptions, a metallicity much lower than the measured
values would be required.

We show that this discrepancy is overcome by exlending the
overshooling at the base of the comvective envelope. The simulations

made with the enhanced EOQ models better reproduce the observed
CMDs for all three galaxies. For Sextans A, the comparison can
be extended to the number ratios between stars in the red side of
the loop and blue stars (incluoding also main sequence stars), The
comparison with the observed ratios strongly support the largest
value, EO = 4Hp. Thus there is evidence that an EO larger than
that adopted in PARSEC V1.1 should be preferred. Apart from the
muorphology (and comresponding luminosity funetion) of the loops,
there are no other significant differences between models computed
with different EC scales. The SFR, estimated from the best-match
model ineach case, increases by less than ~ 15 per cent at increasing
EO mixing, and so it is not significantly affected by the choice of
this parameter. We also find that a Salpeter slope for intermediate
and massive stars is, in general, the preferred choice o reprodoce
the observed luminosity function,

Motice that the mixing scales required o reproduce the ohserved
loops, EQ = 2Hp or BEO = 4Hp, are definitely larger than the max-
irmum values compatible with, e.g. the location of the RGB bump
in evolved low mass stars, which can be well reproduced by an en-
velope overshooting not exceeding EOQ = 0.7Hy, the value adopted
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in PARSEC V1.1 for intermediate mass stars. Thus the results sug-
gest a strong dependence of the mixing scale below the formal
Schwarzschild border of the outer envelope on the mass or lomi-
nosity of the star. & possible mechanism For such enhanced mixing
could be the large discontinuity in angular momentum that devel-
ops between the outer envelope and the inner core during the first
dredge-up, when stellar rotation is included. The shear generated
by this discontinuity could give rise to the required enhancement.
However, it is interesting o note that current models that consis-
tently include rotational mixing in the whole star interiors, do not
show larger loops (Heger & Langer 2000; Georgy et al. 2013), and
thus would face the same difficulty. More extended loops could be
possibly obtained by adopting the Ledoux criterion instead of the
Schwarzschild one, because the former is known o favour the de-
velopment of loops, at leastin the domain of massive stars (Chiosi &
Summa 1970). Though disfavoured by the analysis of Kato (1966),
the Ledoux eriterion has recently received some observational sup-
port (Georgy, Saio & Meynet 2014, and its consequences are worth
exploring systematically, All this renders the problem of the blue
loops and the origin of such enbanced mixing quite challenging.
Our simulations support the possibility that, with a mild efficiency
of comvective core overshooting, the mixing by the first dredge-up
becomes more efficient at increasing luminosity, and could reach a
few pressure scale heights below the formal Schwarzschild border,
in the domain of intermediate and massive stars. In the future we
will perform the same comparison with galaxies of different metal-
licity, a work that is already in progress. Furthermore, it is worth
testing models that use different schemes, such as rotational mixing
andfor a diffusive approach o overshooting, to see if other mixing
schemes are able to produce internal chemical H profiles that allow
the development of more extended loops.
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