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Abstract

This thesis conducts an investigation of four dimensional conformal field theories (CFT). With the
application of the bootstrap techniques in mind, we set out to compute the conformal partial waves
(CPW) needed to bootstrap a generic four-point function in a 4D CFT. These CPW can correspond to
the exchange of a bosonic or fermionic operator, in an irreducible representation (¢, ) of the Lorentz
group. Utilizing the embedding formalism in twistor space, we introduce a basis of differential operators
that can relate any CPW to a “seed” CPW with the same exchanged operator. We compute in a closed
analytic form the seed CPW. We solve the Casimir equations by using an educated ansatz and reduce
the problem to an algebraic linear system. Many of the properties of the ansatz are deduced using the
shadow formalism.The seed CPW depends on the representation of the exchanged operator, particularly
on the value of p = |¢ — /| and its complexity grows with p. As an application of our results, we write
the bootstrap equations for a four-point function of two scalar and two spin-1/2 fermions. We solve
the equations in the light-cone limit and compute the anomalous dimensions of double-twist operators
as an expansion in 1/spin in the large spin limit.
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Figure 1.1: One can think of UV complete QFT as a flow between UV fixed point to an IR fixed point.

1. Introduction

1.1 Conformal Field Theory

The study of Quantum field theories (QFT) can be seen as a study of RG (Renormalization Group)
flow. Usually we start with a QFT in the UV and compute how it behaves as we change the energy
scale. At large distances the theory generally becomes scale invariant, i.e. arrives at an IR fixed point
in the space of theories.

Scale invariance implies the invariance under the larger conformal symmetry group®. Conformal symme-
try group consists of transformations that looks locally as scaling and rotations. This extra symmetry
puts strong constraints on the theory and might facilitate the search for its solutions. So RG fixed
points are described by conformal field theories (CFT). Studying CFTs will let us map out the possible
endpoints of RG flows, and thus understand the space of QFTs.

Many physical systems flow to IR fixed points that are described by a CFT, for example 3d Ising model,
water at the critical point of its phase diagram and uni-axial magnets at the critical temperature.
Actually these three examples are described by the same CFT, which also arises at the Wilson-Fisher
fixed point in the IR of ¢* theory. This phenomenon is called critical universality: that in the continuum
limit microscopic details of the Lagrangian don't matter and all theories with the same symmetry look
the same (up to identification of couplings).

CFTs play another fundamental role: they can help us by means of the AdS/CFT correspondence, in
shedding light on various aspects of quantum gravity and string theory.

The conformal bootstrap program [3, 4] aims to study CFTs without referring to any Lagrangian or
microscopic description, by making full use of the symmetry and imposing consistency conditions to
solve the theory. This non-perturbative approach was resurrected in [5], and it was since followed by
impressive improvements to the current understanding of the space of CFTs.

1.1.1 Why 4D CFT ?

This is hardly a legitimate question, understanding the space of 4D QFT is a long-time dream of
theorists. Studying 4D CFTs serve as a starting point. The conformal bootstrap could help explore 4D
fixed points, for example in QCD conformal window [6] and as the bootstrap techniques evolve, one
might move from a non-perturbative CFT to a non-perturbative QFT.

The 4D conformal bootstrap also has phenomenological importance, relevant to model building beyond
the standard model. For example partially composite Higgs model, with a strongly coupled conformal

1The statement scale invariance implies conformal invariance is supported by examples, it has been proven in d = 2
and d = 4 for Lorentz-invariant unitary theories [1, 2]. The required conditions in other dimensions are not known yet.
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sector, the bootstrap could be used to check whether a CFT leading to a phenomenologically viable
composite Higgs model exist [7].

To achieve these goals, we need to be able to get as much constraints as possible from the bootstrap.
This was not always possible, the seminal paper [5] and many after used the 4D conformal bootstrap of
only scalars. The reason is that some technical pieces, basically what is called conformal blocks, were
missing. Our aim in this is to present these previously missing pieces and provide a manual to use the
bootstrap program in 4D CFT. First we will start by reviewing the basics of CFT andwhat the conformal
bootstrap entails .

1.2 Conformal Symmetry

1.2.1 The Conformal Algebra

On a Minkowski flat space of dimension d, whose metric is 7),,,,, infinitesimal conformal transformations
are defined as the coordinate transformations

at — xt + e (z), (1.1)

that leaves the metric invariant up to a (local) scale factor

59/,“/ = (8u6u + 8u6u) = C(x)n,uzu (1'2)
where = 0,....d — 1. In dimensions d > 2 the equation above has four classes of solutions
e =a translation, ¢(z) = 0.
= wh g, rotations, ¢(z) = 0, (13)
e = Aot dilatations, c(z) = 2\ '
e =2(b-x)z" — 2?b*  special conformal transformation, ¢(x) = 4( x),

where a and ) are constants, b is a constant vector and w(**! is a constant antisymmetric tensor. The
first two classes ¢(x) = 0 are just Poincaré tansformations generated by

Pt =40", MW =i(zld” — x¥o"), (1.4)
while the dilatations are generated by
D =iz"0, (1.5)
and special conformal transformations by
KF =i(2ztx -0 — z20M). (1.6)

The operators generates form an algebra, the conformal algebra

P =—iPy, [Py Myl =1 0wl —nuPy)
Kyl =iKy, [Ku Ml =inuwkKy,—nu,Ky)
K., P)| = —2i (nuD + M")

M;wa pol = 1 (MupMyus — NupMyp — p <> o),

D,
L. w7)
| |
|
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and the rest of possible commutations are zero.

The conformal algebra is isomorphic to SO(d, 2), the algebra of Lorentz transformations in R%? space.
This can be seen as follows. Consider in the latter space the coordinates

X0 ., x4 x (1.8)

and the metric nap = diag(—1,1,...,1,—1) , where A = p,d,...d+1. We will also use the light-cone
coordinates
Xt=xd4 x4t x— = x4 x4t (1.9)

The Lorentz generators are given by

. 0 0
Lag =i <XA8XB - XBC?XA> ) (1-10)
and they satisfy the SO(d, 2)
[Lag,Lep) =i (nBeLap —nacLlep — nepLac +napLpe) (1.11)

The conformal algebra generators will be identified with the SO(d,2) generators as follows

My,=L,, P,=L,, K,=L, , D=L _. (1.12)
This identification will be very useful later, for one the conformal quadratic casimir is defined as L4z LA5.
Also the action of SO(d,2) on R%2 is linear unlike the complicated action of the conformal group on
RA=11. This identification inspired the idea to embed the CFT in d 4 2 space (chapter 2).

1.2.2 Conformal Transformations of Fields

Now that we have defined the symmetry generators, we can classify the operators in the CFT into
representation (rep) of this symmetry. Let's define the conformal conserved charges as Pu, MW, D and
Ku 2 . Since [D, M,,] = 0, we can classify operators into scale+Lorentz rep. Local operators at the
origin transform in the irreducible rep of the Lorentz group

(M, 0%(0)] = i (S)*0"(0), (1.13)

where S, are matrices that satisfy the same algebra as M,,,, and a and b are indices of the Lorentz
rep of O% We can simultaneously diagonalize the action of D at the origin

[D,0%(0)] = —i A O(0), (1.14)
A is the scaling dimension of O . Noting that K, acts as a lowering operator for the scaling dimension

1D, (R, 0*(0)]] = —i (A — D[R, 0“(0)]. (1.15)

The dimensions are bounded from bellow for any physically sensible theory, there should exist operators
such that

2 Here and in what follows we use a hat to denote an operator in the Hilbert space and to distinguish it from its explicit
form in terms of differential operators, where no hat appears.
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(K, 0(0)] = 0. (1.16)

Operators that satisfy (1.13) ,(1.14) and (1.16) are called primary operators. We can construct operators
with higher dimensions A + n, which are called the descendants of O?, by acting with P,

N

Pui,l- o [Pun, O40)]...| Descendants, (1.17)

and primary O operator and its descendants make up a conformal multiplet.

The action of the conserved charges on a primary local operators away from the origin can be deduced

from the definition o o R
O(@) = "= PO©) ™, [P,0()] = —i8,0(x), (1.18)

combined with (1.13) ,(1.14), (1.16) and the algebra (1.7) to be

[D,0%x)] = —i (A+xz - ) 0%x),
(M, O%x)] = —i (2,0, — £,0,)O0%(x) + i(S) % O° (), (1.19)
(K, 0%x)] = —i (2Az, + 22,2 - 0 — 220) O%(x) + 2i 2% (Sy) %, O ().

1.2.3 Correlation Functions in CFT

A CFT does not admit a particle interpretation, but we can compute correlation functions. The confor-
mal symmetry strongly constrains the correlation function. Two and three-point functions of primary
operators are fixed up to constants. We can see this through a scalar primary example. Lets consider
two-point correlation functions of scalar primary operators ¢ and ¢5 with a conformal invariant vacuum
|0).The Lorentz and translation invariance require that the correlator depends on the norm of position
difference

(0l¢p1 (1) pa(22)]0) = f(zTy) (1.20)
where here and henceforth we use the notation
x ' =al —af, z? = zhz,. (1.21)

We can see the implication of scale invariance by requiring that the simultaneous action of D on the
two operators vanishes

0= (0| [f),qsl@} 10) = (0] [D,d)l} P2+ P1 [f)ﬂbz} 0)

(1.22)
= —i (x1- 01 + A1y + 2 - 02 + A2) (0]d142]0),
which, with a simple algebra, implies that
constant
f(afy) = (1.23)

() (8182

The implication of special conformal invariance can be determined in a similar fashion
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0= (0 |:IA(M,¢)1¢2i| |0), requires Aj; = As. (1.24)
The two point function is fixed up to a constant ¢ and a delta function da, A,

COAL,A,
2 \i(A14+AS) T
(23,)2(A1FA2)

(0] (1) P2 (22)]0) = (1.25)

It is possible to diagonalize the two point functions so that only two identical operators® have a non-zero
correlator.

We can find the implication of conformal symmetry on n—point function following the same steps, that
is, within a correlation function the action of a conformal charge should vanish (0|[Q, O; ... 0,]|0) = 0.
We find that three-point function of scalar primary operators is fixed up to a constant

(g1 d2s)
= , 1.26

<¢1($1)¢2($2)¢3($3)> ($%2)A123 ($%3)A312 ($%3)A231 ( )
where Ay ¢,4,) 1S @ constant, which we cannot scale away after diagonalizing the 2-point functions,
and we define

We can keep doing this for higher n—point functions and work out the conformal invariant correlators.
However starting at n = 4, one can define conformal invariant functions of z1,z2,...x,. Forn =14
there are two such conformal invariant ratios

2 .2 2 .2

_ T1aT34 _ T14%23 (1.28)

ox2.22,] ox2.22,] '
13724 13124

and thus a 4-point function can be fixed up to an arbitrary function of u and v, for example a correlator
of four identical scalar primary operators

(6(1)o(e2)d(e3)o(1)) = M (1.29)

For n > 4 even more conformal invariant ratios can be defined.

Here we have restricted ourselves to scalar operators, for other Lorentz rep applying the same arguments
is possible in principle but complicated in practice. We will use a different formalism to find the form
of general two and three point functions of other Lorentz reps, they will be also fixed up to a set of
constants ( usually more than one).

1.3 Operator Product Expansion (OPE)

In any QFT it is possible to expand the product of two local operators O1(z)O2(0) , as z — 0, as a
sum of local operators at 0

3|dentical real scalars and tensors, for complex reps the two operators have to be complex conjugate of each other.
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O ( X 02 20121 ) (130)

In a general QFT, this sum is asymptotic. However in a CFT the OPE is actually convergent* and
applies at finite separation. This is the result of state-operator correspondence in CFT, that any state
|O) defines a local operator O(0) and vice versa. So in a CFT the OPE (1.30) is equivalent to the
expansion of a state in the complete basis of states |U;)

O1(2)02(0)[0) = > c12:|Ws) - (1.31)

In a CFT the sum (1.30) can be taken over primary operators. The coefficients C'2;(x, 0;), thus encodes
the descendants. Furthermore in a CFT, the functions C1o; are fixed by the conformal symmetry, as can
be seen by using the OPE in a three-point function, for simplicity we consider scalar primary operators

i

(@1 (1) da(w2)d3(x3)) = Y Cho(®12, Oy ) (O (w2)d3(w3)) = Chras (w12, Oayy ) (@3 (w2) b3 (23)),
k
(1.32)

and since 2- and 3-point functions are fixed by conformal symmetry up to a constant Ay, 4,4,), SO is the
function Cla3 o< A(g,4,45)- That is why the constants A4, 4,4,) Which appear in three-point functions
are called OPE coefficients.

The OPE is an important tool. If used in an n—point functions, it reduces the n—point function to a
sum over (n — 1)—point functions, after n — 2 steps we arrive at a 2-point function. So, in principle, all
correlation functions in a CFT can be computed in terms of the OPE coefficients. A CFT is completely
defined by its spectrum of primary operators and the set of OPE Coefficients, together called “local
CFT data”.

CFT Data = {0 : A, \io,0,0,)} (1.33)

1.4 Conformal Bootstrap

Lets consider an arbitrary CFT data, in order for this data to define a good CFT it has to satisfy
consistency conditions. The conformal bootstrap is the procedure of applying consistency conditions to
a data and solving for a consistent CFT.

The main consistency condition a CFT has to satisfy is the crossing symmetry of all 4-point functions.
Namely all possible ways to use OPE to reduce the 4-point function to a 2-point function should be
equal. An OPE takes two operators and gives a sum, there are three ways to make pairs out of four
operators:

(12)(34) called the s—channel, (14)(23) called the t—channel, (13)(24) called the u—channel.

4As long as O; is closer to Oz than any other operator.
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The s—channel expansion of scalar correlator look as the following

[ [
(010,0304) = Z N 010:0) N 00304 C120 (712, 0212) C340 (34, Oz34) (O(12) O(24)), (1.34)
o

and we define kinematic function

Wi0,0,0)(0050,) = C120(212, 0212) C340 (T34, Or34) (O(22)O(74) (1.35)

which is fixed by conformal symmetry, we call such function Conformal Partial Waves (CPW). A CPW
incorporates the contribution of a conformal multiplet ( a primary and its descendants) to the 4-point
function. If the CPW's are known, the unknowns are only the CFT data. The the bootstrap equations

— —— ]
(01050504) = (O1 Oy O3 O) = (O3 Oy O3 O) (1.36)

will put constraints on the CFT data.

Determining the CPW's is essential for the bootstrap. Even though the idea of the bootstrap was
suggested in the ‘70s by [3, 4], the breakthrough for d > 2 CFT came in 2008 [5] only after the CPW
relevant for a scalar correlator was computed in a compact form in refs.[8, 9]. Many concrete results
from the bootstrap followed, among which is the recent most precise calculation of critical exponents
of the 3d Ising Model [10, 11, 12, 13, 14].

Meanwhile, several efficient techniques for determining CPW for correlators with spins have been de-
veloped over the last decade, including index-free embedding formalism [15, 16, 17, 18, 19, 20], the
shadow formalism in the embedding space [18], “differential bases” for three-point functions [17, 15],
and recursion relations [21, 22, 23]. These developments for spinning operators lead,for example, to the
universal numerical bounds on wide classes of CFTs [15, 22] and the analytic proofs of the conformal
collider bounds [24, 25, 26, 27] and the average null energy condition [28].

One expect that more advanced understanding for operators with spin will lead to new sophisticated
bootstrap results.

1.5 Thesis Structure

Our aim from this thesis is to provide the main ingredients needed to bootstrap all possible correlators in
4D CFT. Namely, to calculate the CPW incorporating the contribution of a general conformal multiplet
to a general four-point function. We start in chapter 2 by embedding the theory in 6D space, where the
conformal symmetry acts linearly and it is easier to impose the symmetry on the correlation functions.
In particular we find the complete kinematic basis to write any three-point function. In chapter 3 we
construct a completer differential basis that relates any three-point function to a “seed” correlator.
Because of the relation between OPE and three-point function (1.32), this basis effectively allows us
to relate any CPW to a seed CPW W;eed, where p = 0,1,... and there are infinite seed CPW. We
proceed to determine W;‘eed by solving the Casimr equations in chapter 4, we make use of the shadow
formalism to reduce the second order casimir differential equations to algebraic equations and manage
to find solutions in analytic closed form.

In the last chapter 5, we use the results of the previous chapters to write the bootstrap equations for a
(scalar-spin 1/2) four-point function and we solve the equations in the light-cone limit.
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The material presented in this thesis is based on published work [29, 30, 31] and soon to be published
work [32].



2. Embedding Formalism in 6D Twistor Space

As we have seen in section 1.2, conformal symmetry puts a lot of constrains on correlation functions.
However the symmetry acts non linearly and working out these constrains is not straightforward and it
gets harder when considering higher point functions or operators with spin.

However the implication of conformal symmetry are easier to understand if we go from the normal space
to the embedding space. The conformal group in d- dimensional space is isomorphic to SO(2, d) which
is the Lorentz group in d + 2 dimensional space. One can embed the d dimensional CFT in d+ 2 space,
the non-linear action of the conformal group is induced from the Lorentz linear action. This was first
suggested by Dirac [33].

We will start by embedding d dimensional CFT in d+ 2 space in section 2.1 . A primary tensor operator
in d space will be embedded in a tensor field on the d+2 space. The latter has extra d.o.f, and one needs
to use gauge conditions to account for that. The question of writing a conformal invariant correlators
will reduce to writing d+2 Lorentz invariants. This formalism is good for considering primary symmetric
traceless tensor operators.

For our case of interest d = 4, the group SO(2,4) is locally isomorphic to the group SU(2,2). The
latter group has spinor and dual-spinor reps, these reps are called twistors. It is then possible to embed
4D spinors (and by extension any 4D Lorentz rep) in 6D twisor fields. In section 2.2 we how the 4D
fields are embedded in twistor fields and the gauge conditions needed to account for the extra degrees
of freedom. We also contract introduce an index free notation, where open indices are contracted by
auxiliary twistors. Subsequently, the problem of writing conformal invariant correlators reduces to a
problem of identifying SU(2,2) invariants, we identify all possible invariants relevant for 2- , 3- and 4-
point function in section 2.3, and then we proceed to classify general 3-point functions in 4D CFT in
section 2.5. We also study their properties under parity (section 2.7) and their projection to 4D (section
2.6) and formulate the conservation condition in 6D formalism (section 2.8). Extra details about our
notation is provided in appendices A and B.

2.1 Embedding Formalism : Vector Notation

What we need is to embed our d space within this d+ 2 space in a way such that it inherits these linear
transformations. The Lorentz invariant condition

X2 =0, (2.1)

defines a subspace of d4+1 dimensions, null cone .We get a d dimensional space by quotienting the null
cone by the rescaling
X ~AX, XeR (2.2)

Since both conditions respect Lorentz rotations, they define a subspace (projective null cone) that
naturally inherits the actions of SO(2,d). The standard R"?~! coordinates z* should not depend on X

and are defined as
XH

=57
It can be shown that conformal transformations acting on z* are mapped to Lorentz transformations
acting on the null-cone.

a (2.3)
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We identify this projective null cone with R1:¥~! by “gauge fixing" the rescaling (2.2). For example by
setting X = 1, where this gauge slice is called the Poincaré section. Lorentz transformations acting
on X have to be followed by a rescaling to keep it within the Poincaré section. On this section the
coordinates takes the form X = (1, —22, ) and the inner product of two null vectors

Xij=-2X; Xj=u;} (2.4)

Primary operators on R1?~1 can be lifted to homogeneous, conformally-covariant fields on the null-cone.
For a primary scalar ¢(z) whose scaling dimension is A, we can define a field over all X as

(X) = (XT)2¢ (XH/XT), (2.5)

this field transforms simply under conformal transformations ®(X) — ®(X'). Its degree of homogeneity
depends on the scaling dimension of ¢,

P(AX) = \"2D(X) (2.6)

Imposing conformal symmetry on correlation functions in this space boils down to respecting Lorentz
invariance, homogeneity of the fields and the null condition XZ-2 = 0. For example, the two point function
of ®;(X;) that satisfy these conditions can only be

(®1(X1)P2(X2)) = ¢ 6a,,0,/X 13, (2.7)
To get d space correlator, we need to restrict X to the Poincaré section.
(rb(x) = (I)(X)’Poincaré (28)

From (2.7) one easily recovers the two point function of two scalar primaries (1.25).

This embedding formalism can be extended to traceless tensor ¢, .. ., () whose Lorentz representations
are specified by some pattern of symmetries in their indices. Such field can be uplifted to d 4+ 2 homo-
geneous fields @z, a7, (X). This tensor embedding was first introduced in [34] and further developed
in [16, 35], where it was determined that for the tensor field ® to be a consistent uplift of the tensor ¢,
it has to satisfy particular properties

1. defined on the null cone X2 = 0,

2. traceless and posses the same index symmetries as ¢, ., (),

3. defined module tensors proportional to X,

Poary.vgy ~ Parynvty + X Vg vre oy (2.9)

for an arbitrary tensor Var,. the hat on the index M; means it is missing.

]\;IZM['

4. transverse,
XMi®ps g, =0, (2.10)

5. homogeneous of degree —A in X.
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The extra conditions (3) and (4) are needed to insure that the two fields have the same number of
degrees of freedom. One can recover the d field ¢ from the embedding space tensor by projecting it

OxXM  gx M

Pririe = g+ gy MMy (2.11)

There is further simplification to work with index-free formalism. The indecies are contracted by auxiliary
vectors. For example we will consider a symmetric traceless tensor, so that the field ¢, . ,, transform
in a spin £ rep. of the Lorentz group. We introduce an auxiliary vectors ZM

(X, Z) = gy, (X) ZM0 - ZMe (2.12)

which is a homogeneous polynomial of degree ¢ in Z. So that under rescaling

DNX, uZ) = \2ufe(X, 2) (2.13)
The components of @7, a7, can be recovered by taking derivatives with respect to Z,

1 0 0
=37 8ZM"(I)<X7 Z) — traces (2.14)

(I)Ml---MZ (X)

Each property of @, a7, should be reflected by those of ®(X, Z). We can restrict ®(X, Z) to the null
cone Z2 = 0 (because of the tracelessness) and to the plane Z - X = 0 (because of gauge equivalence

(2.9)).

The advantage of index-free notation is that complicated conformally-covariant tensors can become sim-
ple algebraic expressions in terms of conformal invariants. Correlators of symmetric tensors ®(X;, Z;)
must be gauge- and conformally-invariant functions of X; and Z; with the correct homogeneity proper-
ties. In two- and three-point correlators, such functions can be constructed as polynomials in the basic
Invariants

X X; Zi- Z;— Xi - Z; X - Z;
X, X;

X; - Zi Xp-Zi
X, X,

H;; , Vi = (2.15)

This embedding formalism has successfully been used in ordinary space to study correlation functions
of traceless symmetric tensors [3, 35, 16, 17].

While this form of embedding applies in any dimension d > 2, it does not accommodate fermionic
operators. From now on we will consider only d = 4 conformal theories. In d = 4 however, a little twist
to this embedding can achieve a formalism where its simpler to workout the conformal constrains and
applies equally to fermions and bosons.

2.2 The 6D Embedding in Twistor Space

There is local isomorphism between the 4D conformal group SO(4,2) and SU(2,2). This means we
can use rep. of SU(2,2) group to embed fields of 4D CFT. Conformal transformations are then induced
form linear unitary transformations of fundamental and anti-fundamental reps.
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An object transforming in the fundamental (anti-fundamental ) rep of SU (2, 2) is a 4-component object,
Ya ~(Zb) and it is called a twistor (dual twistor). These twistors will be used to embed 4D spinors 1,

(x®) and consequently any possible rep of 4D Lorentz group. since arbitrary 4D Lorentz representation
can be built from products of spinors.

In our notation we reserve Latin letters a,b,... for SU(2,2) indices and Greek letters, dotted and
undotted, «, (3, ... for 4D spinor indices. For extra details on our notations see please appendix A.

This form of embedding formalism in twistor space has been used sporadically in the literature, mainly
in the context of super conformal field theories (see e.g. refs.[36, 37, 38, 39]), and it has been applied
in ref.[18, 29] to study correlation functions in 4D CFTs.

2.2.1 Embedding of 1/2 spin Fields

Let us now consider spin 1/2 primary fermions 1, () and ¢%(x), with scaling dimension A. As shown
in ref.[35], such fields are uplifted to 6D homogeneous twistors ¥, (X) and ®%(X), with degree n =
A—1/2. A transversality condition is imposed on the 6D fields, in order to match the number of degrees
of freedom:

X,(X) =0,

(X)X =0, (2.16)

where X and X are twistor space-time coordinates, defined in terms of the antisymmetric chiral gamma

matrices ¥ and ¥ as b Mab
Xop = XuZM | XY = x, M (2.17)

ab

our convention for the gamma matrices is given in Appendix A. By solving eq.(2.16), we get

Wo(X) = (XF)7A1/2 <_(xu§5>(°‘¥xﬂ)wﬁ<w)> |

) ' 2.18
B9(X) = (X*) B2 (%XWWQ) - (218)
Pa(z)

As discussed in ref.[18], it is more convenient to embed v, () and ¢%(z) to twistors ¥¢(X) and ®,(X),
respectively, with degree n = A 4+ 1/2. In this way, we essentially trade the transversality condition for
a gauge redundancy. A generic solution of eq.(2.16) is given by

U, = Xpl® and 3 = §,X ", (2.19)
for some ¥ and ®, since on the cone
X, X" = XX . = 0. (2.20)

We can then equivalently associate 1, () to a twistor ¥%(X), and ¢%(z) to a twistor ®,(X) as follows:

wa(-r) = Xaa@a(X”Poincaré 5

- o (2.21)
¢a($) =X q)a(X)|Poincaré7
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where X" = emfﬁb. The twistors U(X) and ®(X) are subject to an equivalence relation,

B(X) ~ T(X)+ XV,

i (2.22)
(X)) ~ &(X) + XW,

with V and W generic twistors.

2.2.2 Embedding of General Fields

We are now ready to consider a 4D primary spinor-tensor in an arbitrary irreducible representation of
the Lorentz group, with scaling dimension A:

D), (2.23)
where dotted and undotted indices are symmetrized. We will denote such a representation as

(¢,1),

namely by the number of undotted and dotted indices that appear. Hence, a spin 1/2 Weyl fermion will
be in the (1,0) or (0,1), a vector in the (1,1), an antisymmetric tensor in the (2,0) & (0,2) and so on.

Generalizing eq.(2.21), we encode fﬁ};;;ﬁg’ in a 6D multi-twistor field F,fll.::;fl as follows:
3.5 <B1b < B7br
Oﬁqlgi (.CU) = Xalal LR Xalalxﬁl ! ot Xﬁl lFI;lllb(;l (X)|Poincaré . (224)
F is homogeneous function of X with degree n = —A + (1 +1)/2
Fitit (AX) = A~ (D72 oo x) (2.25)

Given the gauge redundancy (2.22) in each index, the 4D field f is uplifted to an equivalence class of
6D fields F'. Any two fields varying by a term proportional to X or X are equivalent uplifts of f

F~F+XV~F+XW, (2.26)

for some multi twistors V' and W because of eq.(2.20). There is yet another equivalence class, due
again to eq.(2.20). Twistors of the form [} = §;1 Z;>"" give a vanishing contribution in eq. (2.24).
Hence, without loss of generality, we can take as uplift of f a multi-twistor F' with vanishing trace,
namely:

5Z§F;{;;;lfl(X) -0, Vi=1,...,1¥j=1,...,1. (2.27)
It is very useful to use an index-free notation by defining
f(z,s,8) = 5;:_’55@)#‘1 ...80455

(2.28)

... 8;
1 Br’

where s* and 55 are auxiliary (commuting and independent) spinors. Similarly, we define
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F(X,8,8) = Fy' "3 "(X) Sa; - Sq S §hr (2.29)

in terms of auxiliary (again commuting and independent) twistors S, and S%. We can define a projection
operation that takes 6D fields to 4D ones

f(xa 875) = F(X7 57 S)‘Poincarév (230)

where X is constrained to the Poincaré section and

Sa‘Poincaré = SaXaa’X:(l,—x2,xﬂ) ) ga|Poincaré = EBX/BG‘X:(L—aﬂ,mu) . (231)

The gauge redundancies (2.27) and (2.26) are easy to see from the projection (2.31), they also permit

us to restrict to b B _
XS, = 5"Xpq = 550 =0, (2.32)

consistently with the gauge redundancies we have in choosing F'. Given a 6D multi-twistor field F', the
corresponding 4D field f is explicitly given by

b= L 0 0 0 0O
aj...qp l'l' asal o asozl agﬁl “ e agﬁi

F (X, sX, 52) ‘X:(17—$2,.’E“) . (233)

It is useful to compare the index-free notation introduced here with the one introduced in ref.[16] and
reviewed in the last section 2.1 for symmetric traceless tensors in terms of polynomials in auxiliary
variables z# and ZM . In vector notation, a 4D symmetric traceless tensor tuy..., can be embedded in
a 6D tensor T, ..a1, - The 4D and 6D fields can be encoded in the polynomials

H,2) = by 2

2.34
T(X,Z) = Tay.a0, ZM ... ZM0 (2:34)
where in Minkowski space z, is a light-cone vector, z,2# = 0. A null vector can always be written as a
product of two spinors:

nw_ p oazf
M=o st (2.35)
Given the relation (B.6) between symmetric traceless tensors written in vector and spinor notation, the
spinors s® and 5% appearing in eq.(2.35) are exactly the ones defined in eq.(2.28). On the contrary,

there is not a simple relation between the 6D coordinates Z4 and the 6D twistors S, and S°.

2.3 Ingredients of Correlation Functions

Let us denote by F; = F;(X;, S;, S;) the index-free 6D multi tensor field corresponding to some (I;,1;)
4D tensor field f;. Homogeneity properties of F; are

FZ(AXZ, ,U,SZ', VSZ) = Aiﬂilugil/ziFi(Xi Si, SZ), (236)
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where we have defined

b+ ¢
A correlator involving F; would be a function of X;, S;, S; that is
1. invariant under SU(2,2) transformations,
2. satisfies the homogeneity properties (2.36) for each field and
3. gauge redundancy at every point X? = X;S; = 5;,X; = S;S;
We deduce that an m-point correlator involving F; fields will have the following form
Nm
(F1Fy ... Fp) = Kn(X1,..., Xm) szﬁ(xl,sl,sl, o X, S Sin). (2.38)
s=1

Here the tensor structures T, are SU(2,2) invariant homogeneous functions with degree 0 VX, and
degree £; (¢;) in each S; (S;). The index s runs over all the possible different independent tensor
structures compatible with conformal invariance. While IC,,, is a kinematic factor which is a homogeneous
function with degree —x; in each X; and )\ are either constants (for m < 4) or functions of conformal
invariant cross-ratios (for m > 4). For m = 4, the conformal invariant cross ratios (1.28) are uplifted

to 6D cross-ratios

X10X X4 X
U= X12ds , _ A4 23’ (2.39)
X13X24 X13X24
where we used a 6D short-hand notation
2.3.1 Kinematic Factor
We will start by the kinematic factor, for (m = 2)-point functions
Ko = X136y vy (2.41)
for (m = 3)-point functions
Ky = X1%2(53—/{1—Hz)Xlég(ng—ng—m)XQ%(ﬁl—/-12—/@3)7 (242)

and for (m = 4)-point functions, the homogeneity condition does not fully determine K4 since we can
multiply it by arbitrary powers of U and V/, we choose

1 1
*l(/ﬁﬁfz) *l(/f3+l€4) Xl4 E(mim) X13 E(Mim))
=X,,° X2 — — . 2.4
K4 12 34 < X24> X14 (2.43)

Finding the tensor structures 7 is a much less trivial problem. Any 7T, will be a product of some
fundamental SU (2, 2) invariant building blocks that are to be determined.
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2.3.2 Invariant Building Blocks

The fundamental group-theoretical objects carrying SU(2,2) indices, which should eventually be com-
bined with the auxiliary twistors S, and S? to form SU(2,2) invariants, are obtained as products of

b

6[?7 Eabed s sadea Xab7 XG‘ . (244)

Let us first focus on the ¢ tensors. Their contraction with any other object in eq.(2.44) does not give
any new structures, because they reduce to a sum of already existing elements in eq.(2.44), for example:

e o g = 600508 — 60656G — 640207 + 04856 + 8658 — 828502, (2.45)
gabchae _ _62X6d + 52de o 5gibc’ (246)

Actually, the e-symbols drop from the discussion completely. It can be seen using the index-free formal-
ism where € is encoded into gabcdeS]l?SgSﬁ, which vanishes unless ¢ # j # k # [, such structure is still
related to other elements because of the gauge redundancy condition (see section 2.4).

The fundamental group-theoretical objects can be grouped into three sets

{53, X,X;].0, [Xinkal]ab,...},{[Xi]“b, [Xixjik}ab,...},{[xi]ab, [Xiijxk}ab,...}. (2.47)

Multiplying these objects by auxiliary twistors S and S will give us the SU(2,2) invariant building blocks
needed to characterize the m-point function. They are not all independent, given the relations (2.20),
(2.32) and (A.13).

2.3.3 Tensor Structures of 2- and 3-point Functions
Let us first determine the general form of two-point functions (F} F5). It is clear in this case that the

only non-vanishing independent SU(2,2) invariant is obtained by contracting one twistor S; with So or
viceversa. The form of the two-point function is uniquely determined:

(FL(X1, 51, 81) Fa(Xa, S, 82)) = X5 (PPN (1) 6, 1,611, 001,00 + (2.48)

where ¢ is a normalization factor and we have defined the SU(2,2) invariant

I =§,S;. (2.49)

For three-point functions three more invariants arise:

K% = N; j1.8;X; S}, (2.50)
~_jk _ _
K, = NijxS;XiS, (2.51)
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The normalization factors

X (2.53)

N. ;
Xij Xik

ik

1
X Nijk =
j
are introduced to make the SU(2,2) invariants in egs.(2.49)-(2.52) dimensionless and well-defined on
the 6D light-cone.® Notice that in egs. (2.50)-(2.52) i # j # k and indices are not summed. The
invariants (2.50)-(2.52) are anti-symmetric in some indices:

. . ~jk ~kj A s
O O A 25

due to the anti-symmetry of X, X and the relations (2.32), (A.13).

Every other SU(2,2) invariant object obtained from eq.(2.47) can be written in terms of different
noaa gk
combinations of [¥, ka, K,

; and j;k, Using egs.(2.49)-(2.52), the most general tensor structure can
be written as follows:

3 N RN S AN AN
T.= ][] (f”) v (K]k) (K ) (j;.k) 1 (2.55)
it k=1

where m;;, k;j, ki; and j; are a set of non-negative integers. Demanding that 7, is homogeneous
function of degree ¢; in each S; and degree #; in each .S; gives us six constraints:

l; = Ji + Z(mm + kn) ) l_z =Ji+ Z(mm + En) Vi, (2'56)
It is useful to define
Al =101+ by + b3 — (Zl + 0y —I—l%). (2.57)

Using the system (2.56), we immediately get

Al = 2(ky + ko + ks — k1 — ko — k3), (2.58)
ki+ko+ ks < min(ﬁl + 0o, 1y + 3,0 + 53) , ]_61 + 12‘2 + 12‘3 < mm(gl + Zg,gl —I—Eg,gg +l73) ,

and hence
— 2min(l71 + ZQ, gl +Z3, ZQ + Zg) <AL 2min(£1 + by, b1 + 3, by + 53) . (2.59)

These are the conditions for the 4D three-point function (f; faf3) to be non-vanishing. They exactly
match the findings of ref.[41]. Indeed, in that paper it was found that the 3-point function (fi fafs),
with f; primary fields in the (I;,1;) representations of SL(2,C), is non-vanishing if the decomposition
of the tensor product (I1,11) ® (l2,12) ® (I3,13) contains a traceless-symmetric representation (I,1).

This would have completed the classification of the three-point functions if the tensor structures 7T, were
all linearly independent, but they are not, and hence a more refined analysis is necessary.

!Notice the different normalization and slight different index notation in the definition of the invariants I, K, K and J
with respect to the ones defined in ref.[18]. The notation here matches the recent paper [40] with the most comprehensive
presentation yet of 4D CFT.
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2.3.4 Tensor Structures of 4-Point Functions

The tensor structures 7T are formed from the three-point invariants (2.49) and (2.50)-(2.52) (where
i,J,k now run from 1 to 4) and the following new ones:

L] = Nu 5%, XS5, (2.60)
Liy = Nju $X; X, X055 , (2.61)
Ljm = Njw SiX; X, X0S; (2.62)

A )
where i £ j £k #1=1,2,3,4, L%, and Ly, are totally anti-symmetric in the last three indices and

the normalization factor is given by
1

Nipy = ————. (2.63)
! VX X Xy
The invariants f,?l satisfy the relation
Ij=-1]+ 1% (2.64)

Any four-point function can be expressed as a sum of products of the invariants (2.49)-(2.52) and
(2.60)-(2.62). However, not every product is independent, due to many relations between them.

2.4 Relations between Invariants

The dependence of the structures (2.55) has its roots in a set of identities among the twistors .S; and
the coordinates X;, when i = j. Combining the guage redundancy condition (2.32) and (2.20) with

EadeXcd = —QXab, _2Xab = EabchCd, (265)

lead to the identities
SaXbc + Scha + Schb = 0) (266)
Xachd + Xcade + Xchad =0. (267)

Analogous relations apply for the dual twistors S and X. We have not found identities involving more
S's or X's that do not boil down to eqgs.(2.66) and (2.67).

Now we can explain why we dropped the € symbol when we constructed the invariants, using the identity
(2.66) we see

— 2Xij5abcd5gg?52gld = SZ'X]‘SZ S]ngk — SjXZ‘Sl SZXJSk (2.68)

2.4.1 Relations between Three-Point Function Invariants

Applying eqgs.(2.66) and (2.67) (actually it is enough to use only eq.(2.66)) to bi-products of invariants
we get the following relations (no sum over indices):
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~ o~ gk .

KFK; =1Fpr — ' Jf (2.69)
RIK, = JiJi - 17, (2.70)
JLKP = -T'KI" + PR (2.71)
JLK; =-1"K; —IVEK, . (2.72)

We have verified that higher order relations involving more than two invariants always arise as the
composition of the relations (2.69)-(2.72). This is expected, since the fundamental identities (2.66) and
(2.67) involve only two tensors. A particularly useful third-order relation is

j2].3j123j'i32 — 1'21[13132 . 1'12[31[23 + I23]32j213 . Il3]31j123 + 1'121'21jf27 (273)
which is obtained by applying, in order, egs.(2.70), (2.72) and (2.69). The relations (2.69)-(2.73) have

been originally obtained in ref.[18], though it was not clear there whether additional relations were
possible.

2.4.2 Relations between Four-Point Function Invariants

When we consider the basis of invariants (2.49)-(2.52) and (2.60)-(2.62), the eqgs.(2.66) and (2.67) will
lead to much more relations. Case in point, we get a linear relation

Ji = nigadiy + mgrdly (2.74)
where we have defined XX
Nijkl = XU Xkl (275)

And of-course more bi-product relations. For example the product KK have seven relations

NPT 1 . .

KVER, = J3 gk — PR (2.76)

KRR = i (nageP* I = magu i Jty — PRIV (2.77)

ng ﬁ; _ Iijjik:j 4 kR (2.78)
N oo lk AN AN

KPR = Jaga (I’ij; n IlJJ{;> , (2.79)

KR = — (Iijf;j“ + Iikjg) , (2.80)
k2 ij 7k ik 7l

KRR 149 jik 4 ji ik 2.82
i K = —vma (171 + Tl ) (2.82)

compared to just two relations (2.69) and (2.70) in the three point function case. In both cases the
relations will allow us to eliminate the all product of the KK. Another relation is

ik = 4(1“13"“ Y Lo L nﬂjkfﬁll’f) + 2naji (I”f;f _ Ijkf,ig.). (2.83)
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Much more relations can be found and classifying them is a very laborious task. Having a general
classification of 4-point tensor structures is crucial to to bootstrap a four-point function with non-zero
external spins. When we equate correlators in different channels, we have to identify all the factors in
front of the same tensor structure, thus it is important to have a common basis of independent tensor
structures. It seems impractical to classify structures of 4-point function in twistor formalism, in [40]
they showed that this problem is better addressed in non-covariant way by going to the conformal frame.

2.5 Three-Point Function Classification

The application of therelations in subsection 2.4.1 depend on the value of A/ defined in (2.57). Lets

first consider the case A¢ = 0: Combining eqgs.(2.69) and (2.70), we see that a product of any K and
K can be reduced to a combination of I's and .J's and thus

AM=0 = ki=k;=0 Vi (2.84)

We can also apply eq.(2.73) successively. At each step the tensor structure splits into five ones, each
time with a reduced number of J's. We keep applying eq.(2.73) until the initial tensor structure is
written as a sum of tensor structures where all have at least one value of j1, j2, or j3 equal to zero.

Al=0 = j;=0 or j,=0 or js=0. (2.85)

Next we consider the case A¢ > 0: the combined application of egs.(2.69) and (2.70) remove all the K

Al>0 = k=0 Vi (2.86)

Then we apply eq.(2.72) so that products of the form szl can be rewritten using only K's of a different
type. It is not difficult to convince oneself that this boils down to the following further constraints on
eq.(2.55):
/61 =0 or j1 =0
A>0 — ko =0 or jo=20 (2.87)
]{33 =0 or jg =0

The last case of A¢ < 0 is equivalent to the case A¢ > 0 replacing K; with ?Z The result of this

analysis is that the most general three-point function (I FbF3) can be written as’
N3
(FIEFs) = Ny (FL IR E3)s (2.88)
s=1
where
3
(FiReFy)s = K [T (19)™ ) C145C53,C5% (2.89)
ij=1

The index s runs over all the independent tensor structures parametrized by the integers m;; and n;,
each multiplied by a constant OPE coefficient A,. The invariants Cj j, equal to one of the three-index
invariants (2.50)-(2.52), depending on the value of A/ defined in (2.57) for the external fields.

°The points X1, X2 and X3 are assumed to be distinct.
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Three-point functions are non-vanishing only when A/ is an even integer and satisfy the condition (2.59)
[41]. We have

o Al=0: Cy i, = jj’k and the power of J's satisfy the constraint (2.85)

o Al >0: Cyjp = jj’k or f(fk
~. ~ gk
o Al <0: Cyjp = i or K .

The number of tensor structures is given by all the possible allowed choices of nonnegative integers m;;
and n; in eq.(2.88) subject to the above constraints and the ones coming from matching the correct
powers of S; and S; for each field (2.56). The latter requirement gives in total six constraints.

2.6 6D to 4D Dictionary

The transition from the 6D index-free form to the 4D one is extremely easy. Given a 6D three-point
function, we just need to rewrite the invariants I, K, K, J in 4D form. We have

fij‘Poincaré = gid(XZX])a ?‘Poincaré = gid(xij ’ O'E)g 8?7 (290)
KZ]‘Poincaré = Ng 4 S f(X XkX )aﬁ‘Pomcare
I%;qpomca,—e = EM@&;- (( 53 + 22 L —a: ) aB + 4xh T (T e)® B) , (2.91)
2 Jagllage] %98 Wik T R
. o — ; k: k
i lpoincare = Nij Sa(XiXiX; X)a 57 [Poincars = — szj 5t (Zrsj - 0€)ashas  (292)
ij
where "
i

_ T Tkj
]/;72] = TZ — T’ ZII:LJU = — Z,jl (293)

Tik  Tik

Explicit 4D correlation functions with indices are obtained by removing the auxiliary spinors s; and §;
through derivatives, as described in eq.(2.33).

2.7 Transformations under 4D Parity

Under the 4D parity transformation (

Lorentz group is mapped to a field in the complex conjugate representation (I,

transformation as follows:

Br..

ai...

z’,

0

Sy >

) — (2%, —&), a 4D field in the (I,1) representation of the

l). We parametrize the

n(=)' g (),

(2.94)

where 7 is the intrinsic parity of the field and Z is the parity transformed coordinate. Applying parity

twice gives

nne(—)t =1,

(2.95)
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where 7). is the intrinsic parity of the conjugate field. We then see that nn. = +1 for bosonic operators
and nn. = —1 for fermionic ones. Under parity, in particular, we have

(z- 06)5 < —(x- 5’6)%, €aB <> —ew, 2"y (0u€)ap < —x“y”(&uye)df}. (2.96)

We can see how parity acts on the 6D invariants (2.49)-(2.52) by using their 4D expressions (2.90)-(2.92)
on the null cone and egs.(2.96). We get
IV — — [t

5 ik _~_jk
K’i - +K1 )
~ gk .

K, — +K*,

=+

(2.97)

In general, parity maps correlators of fields into correlators of their complex conjugate fields. Imposing
parity in a CFT implies that for each primary field (I,1) there must exist its conjugate one (,1), and
the constants entering in their correlators are related. Of course, we can also have correlators that are
mapped to themselves under parity. Since Al — —Al under parity, where Al is defined in eq.(2.57),
such correlators should have Al = 0. Due to egs.(2.59) and (2.84), the structures K and K cannot
enter in correlators with Al = 0, which depend only on the invariants I/ and jj’k For correlators that
are mapped to themselves under parity, one has to take linear combinations of the tensor structures
appearing in eq.(2.88) that are even or odd under parity, according to the transformation rules for I's and
J's in eq.(2.97). Depending on the intrinsic parity of the product of the fields entering the correlator,
the coefficients multiplying the parity even or parity odd structures should then be set to zero if parity
is conserved.

A particular relevant class of correlators that are mapped to themselves under parity are those involving
symmetric traceless tensors only. In this case we have verified that egs.(2.97) lead to the correct number
of parity even and parity odd structures as separately computed in ref.[16].

2.8 Conserved Operators

Primary tensor fields whose scaling dimension A saturates the unitarity bound [42, 43]
I+1 _
A>T—|—2 l#0 and [#0, (2.98)

are conserved. Three-point functions with conserved operators are subject to further constraints which
will be analyzed in this section. Given a conserved spinor-tensor primary field in the (,[) representation
of the Lorentz group, with scaling dimension A, we define

(0 @) = (o)) Bl () = 0. (2.99)

Let us see how the 4D current conservation (2.99) can be uplifted to 6D as a constraint on the field
B a’. This will allow us to work directly with the 6D invariants (2.49)-(2.52), providing a great
S|mpI|f|cat|on The analysis that follows is essentially a generalization to arbitrary conserved currents of
the one made in ref.[16], where only symmetric traceless currents were considered. From eq. (2.24), w
get

(4T <Ba2b b —ar...a
(a f)oz2 Oq( ) = (X+)A (l+l)/28,u»<(eu>abllxa2a2 .. -XazazXBQ ’ Xﬂl lFb11 by Z(X)> ) (2-100)
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where _

() = ~Xaaleo™)?, X = (M4, (2.101)
in terms of the tensor

MMN = 2(xMeN xP — xNeM xP). (2.102)
Applying the derivative to each term gives

oxM
Al )a

@ PR = (X H)A-ED2X X X X ((aueu)fIIXQQGQX@”Q +

. —2b2 .
00X aoao \ == — 0X ~ 0 ai...a
((z - 1)( 2a2 )XBQbQ + (- 1)( )Xam + Xa2a2X52b2)>Fbll.::i)ll :

oxM oxM oxM
(2.103)
After some algebraic manipulations, eq.(2.103) can be recast in the form
(9 flagoh = (XHA 22X o X X2 X R (2.104)
where
0 b 1 I+1
Ryt = 2< - (XMEMNW)QI +o(a--- 2)XM(ZM+);’11)F£1_J)‘;1 . (2.105)

In writing eq.(2.105), we used the fact that F' is a homogeneous function of degree A + (I +1)/2 and
the following two identities hold:

0 b 0 b1_g,p
<<XJ\/IEMN aXN)al Xazaz) Fl;lll...b(;l = <<XMEMN aXN)al X ’ 2>FI;111...b?l = Oa (2'106)

since F' is symmetric in its indices and satisfies eq. (2.27).

Analogously to what found in ref.[16] for symmetric traceless operators, we see here what is special
about operators that saturate the unitarity bound (2.98). They are the only ones for which the 6D
uplifted tensor R is SO(4,2) covariant. In our index-free notation, current conservation in 6D takes an
extremely simple form:

0 f(x.5,5) = (0 f(x))a2 s .. s%55, .55 = D F(X,5.8) =0, (2.107)
where? )
D=—*“  (XySMNoy) o0 2.108
Wity K w)o O’ (2.108)
where
9o = — L geg
b rrr+1m
5 o 5 s\ g2 (2.109)
=(44+85-09+8-03) =—=——— (S 54— _
(4+5:05+505) 555 (”asa+ asb> 9503

3the operator we computed in [29] was wrong and was corrected by the authors of [40]
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2.9 Examples

In this section we show some examples on how to use the formalism presented in section 2.5. We will
consider here correlation functions where two of the three primary operators are either scalars (0,0) or
spin 1/2 Weyl fermions in reps (1,0) and (0,1). We consider these particular correlators because they
are very simple and also because they are relevant for later discussions in this thesis.

2.9.1 Scalar - Scalar - Tensor Correlator

Two scalars with scaling dimensions Ay and Ago and tensor O in rep (¢, /) and scaling dimension Ap.
For this correlator A/ defined in (2.57) should satisfy the condition (2.59)

Al =/(—/(, satisfies 0<AL<O0 (2.110)

So only symmetric traceless operators O in rep (¢,¢) have a non-vanishing 3-point functions with two
scalars. Using 6D embedding formalism

_ ~ l
(P1(X1)P2(X2)O(X3, 53, 53)) = Ks(Ke1, Kp2, K0)A(4,4,0) (Jf’z) : (2.111)

where A4, 4,0y is the OPE coefficient and K3 is defined in eq.(4.39). This correlator can be projected

to 4D using (2.90)-(2.92) and Xj;|poincars = ar?j

(¢1(z1) P2 (z2)O(z3, 53, 53)) = (P1(X1)P2(X2)O(X3, S, 5))|Poincars (2.112)

Furthermore, if needed, we can get open indices by taking derivatives of s3 and S5 as in (2.33)

agi 0 (<<I>1 (X1)®2(X2)0(X3,8,5)) ’Poincaré) (2.113)

¢

w 1

B1-.-Be -
(P1(21)d2(22)Oa; ) (¥3)) = 717 Zl;[l 55T D5y,
If O is a conserved tensor ¢ > 0, its dimension fixed to Ap = 2 + £. Taking the divergence (2.108) of

(2.111) and using egs. (2.32) and (A.13) gives

A
D3(®1(X1)Pa(X2)O(X3, S3,83)) = Ka(kg1, gz, 50) L+ 1)%(Aga — Dp1)Xipy600) (J§2> =0,
(2.114)
where the subscript 3 in D indicates that derivatives are taken with respect to X3, S3 and S3. Eq.
(2.114) has the form of scalar-scalar-spin (¢ — 1) correlator as it should. This implies that the correlator
(2.111) with a conserved O vanishes unless Ay = Ay .

2.9.2 Scalar - Fermion - Tensor Correlator

A scalar ¢ and spin-1/2 1), primary operators with scaling dimensions A, and Ay, and a primary operator
in rep (¢,¢). For this correlator A/ defined in (2.57) should be an even number and satisfy the condition
(2.59)

Al=0—7+1, satisfies 0<Al<2, (2.115)

so the third operator has to be in the rep (1+¢,¢) or (¢,1+/) , where £ is clearly a non-negative integer.
Using 6D embedding formalism, A is a primary operator in rep (¢,1 + ¢) with scaling dimension A 4

_ N Y
(®(X1)U(X2,92)A(Xs, S5, 85)) = Ka(kg, ki, £.4)Agpa > (J132) ; (2.116)
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while B is a primary operator in rep (1 + ¢,¢) with scaling dimension Ag
(®(X1)U(Xs, S2)B(X3, s, 55)) = K (K, i, 58) N gz K§ (J12) , (2.117)

where A(4y.4) and A4y are the corresponding OPE coefficients and again K3 is defined in eq.(4.39).

2.9.3 Fermion - Fermion - Tensor Correlator

We will determine all the three-point functions involving two fermion fields 14, ¢§ and a general
primary operator O. According to eq.(2.59), the only non-vanishing 3-point function occurs when O is
in one of the following three Lorentz representations: (,1), (I +2,1) and (1,1 + 2), with [ > 0. We will
determine the form of the correlators in two cases: with non-conserved and conserved operator O.

Non-conserved Tensor

Let us start by considering the (I,1) representations. According to eq. (2.89), for [ = 0 there is only
one possible structure to this correlator,

(00O (X)W (Xy, S9)Ws(X3, S3)) = Ks(ko, Kapls Kyp2) )\%011,11;,2)[327 (2.118)

with )‘%Owuﬁﬂ a complex parameter. For [ > 1, two independent structures are present,

(O(X1, 81, 51) 1 (X2, S2)T2(X3, S3))

NS (2.119)
= Ks(ro, k1, y2) </\<o¢1w2>132 (st> + Noprwn 1T (J213) ) , 1=1,
where A<0w 1) Ar€ two complex parameters and K3 is defined in eq.(4.39).
Using egs.(2.33) and (2.90) we find
Ob1-b 5 K _ 1
(O (1)1 a(x2)y (23)) = K3(ko, Ky1, Ky2) |Poincaré WX
2
~ x
()\%Olﬁlllfz)(xw 0'6) (Zl 23 - 0‘6) B . (Z1 23 - 0'6) By + 27232 (2'120)

L1273

5\%(9%1#2)(?612 06) P (w31 - 06) (Z1 23 0€) o (Zigs 0€)a, by pefmS)

In eq.(2.120), S\%Ow ) and )\<O¢ ) 2T€ proportional to )‘<@w ) and /\<Ow1w2> in eq.(2.119) respectively
with the same proportionality factor, Z4' 3 Is defined in eq.(2.93) and perms. refer to the (I')2 —1 terms
obtained by permuting the «; and B; indices.

When 5 is the complex conjugate of 1, namely wgﬂ = &'B = (wm)T and the symmetric traceless tensor

components are real, the OPE coefficients )\< are either purely real or purely imaginary, depending

OvY1h2)
on l. When z 9.3 are space-like separated, causality implies that the operators commute between each

other [5]. Taking 8 = a and f3; = «;, we then have

(Oar el (@1)v1a(z2)df (23))" = —(OG1 76! (21)¥1a(@3)V (22)) (2.121)
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Since 21723 = —21732 we get

71 * B /31 ~g % B )oo
()\(Owuﬁﬂ) = (=D"Nop) - (Nowl@) = (=1 Nop ) - (2.122)

Let us now consider the parity transformations of eq.(2.120). Parity maps the three-point function
(o ($1)wla($2)wg(x3)> to the complex conjugate three-point function (O3 (Z1)05 (Z2)h25(T3)).
When s = 11, and a; = [5;, the three-point function is mapped to itself, provided the exchange
x9 > x3 and « <> B. The two structures appearing in eq.(2.120) have the same parity transformations.
If we impose parity conservation in the CFT and we choose a negative intrinsic parity for the traceless
. _ _ . . . .11 B — 12 B —

sym.n.1etr.|c tfans.or, 7](? = -1, the.n the three .p0|-nt fu.nctlon must van|.sh. A<ow1¢1> . >‘<O¢1¢1> 0. For
positive intrinsic parity no = 1, instead, parity invariance does not give any constraint.

Let us next consider the (¢ 4 2, /) representations. According to eq. (2.89), there is only one possible
structure to this correlator, for any ¢:

_ _ N A 14
<O(X1, 51, Sl)\I/l(Xg, SQ)\IIQ(X:g, Sg)) = Kg(lﬁo, Rl R¢2>)‘<Ow1¢2>131K§2 (J213> y (2.123)

that gives rise to the 4D correlator

. » by Onrp sth1 s )
<Ogi‘.::§lg+2 (1?1)7/’104(132)1/125@3» =Ks3(ko, ky1, ’%2)|Poincaréw <(x31 ) JE)CXBLH X

((5'3%3 + x%l - x%l)eaal+2 + 4$53$§1(Uuu€)aaz+z) X (2.124)

(21,23 . 0'6)(511 ce (21723 . O'E)O'il + perms.) R

where 5\<@w1w2> is proportional to A(oy, y,) in €q.(2.123).
A similar analysis applies to the complex conjugate (I, + 2) representations. The only possible 6D
structure is

_ _ ~ 13 ¢
(O(X1, 81, 51)W1(X2, S2)Wa(Xs, S3)) = K3(ko, ky1, ky2)Nowipnd "Ky (J33) (2.125)

and gives
o . . x O )
<Ogi§i+2 (371)1/1104(372)1/15(%3)) :ICS(H(Qa Ky, Hz/)Q)‘PoincaréW ((1’12 . O'E)QBH'I X
((w§3 + 22, — ad))e 4 4x§2xgl(awe)5@+z) x (2.126)

(Z123-06) 01 .. (Z103 - 0e) 2t + perms.> .

If 1o = 1)1, as expected, eq.(2.126) is mapped to eq.(2.124) under parity transformation. In particular,
in a parity invariant CFT, we should have the same number of (I,1 4 2) and conjugate (I + 2,1) fields,
with

>‘<0(2+e,4)¢1’¢2> = 770)‘<O(e,2+1z)¢1¢2> : (2.127)
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Conserved Tensor

Let us start by considering (¢,¢) representations. The scaling dimension of O is now fixed to be
Ap = £+ 2. Taking the divergence (2.108) of eq. (2.119) and using egs. (2.32) and (A.13) gives

D1{O(X1, S1,51)¥1(X2, S2) Vs (X3, S3)) = Ks(ko, fip1, ky2) (€ + 1) Ay — Aya)

)’ ) (2.128)
</\%O¢1w2>(€ +2)(1- E)IHISI (J%S) + ()‘%Ol/mﬁﬁ -+ 1)>‘%(91/)11/12>)I32 (J213) >

where the subscript 1 in D indicates that derivatives are taken with respect to X3, S3 and S3. Eq.(2.128)
has the correct form for a Fermion-Fermion-spin (I — 1) symmetric tensor, as it should, and is automat-
ically satisfied if Ay = Aya. For Ay # Ayo we have

)\2
2 _ 1 _ TH{OY192)
/\<0¢1w2)(£ + 2)(1 - e) - 07 )\<(91/11¢2> - m . (2.129)

For £ = 1 we get one independent structure in eq.(2.119) with A%Owupz) = QA%O%TM. For ¢ > 1
eq.(2.129) admits only the trivial solution

(OGL 0 (@) bra(@2)dy (22)) =0, £>1, Ayr # Aya. (2.130)
Let us next consider the (£+2, ) representations, where O(*+2) is 3 conserved tensor with Ap = £+ 3,
¢ > 0. The divergence (2.108) of eq.(2.123) gives now

A Oy (€ +2) (£ + 3)
Ks(ko, kg1, Ky2)

N A /—1
(Aya—Ay — 1)KL (J213) .

(2.131)
For Aya = Ay1+1 eq.(2.131) is automatically satisfied. When Ay # Ay +1, there are no non-trivial
solutions of eq.(2.131) for £ > 0:

D1(O(X1, S1,51)¥1(Xa, S2)Wa(X3, S3)) =

(OB (21)bra(e2)dh (2s)) =0, £>0, Ayy# Ay +1. (2.132)

Qi...042

A similar result applies for conserved @4+2) operators replacing Ay < Ayo.



3. Deconstructing Conformal Partial Waves

In this chapter we make use of 6D embedding formalism to find relations between CPW. We will see
how three-point functions of spinors/tensors can be related to three-point functions of lower spin fields
by means of differential operators. We explicitly construct a basis of differential operators that allows
one to express any three-point function of two traceless symmetric and an arbitrary bosonic operator
O with [ # 1, in terms of “seed” three-point functions, that admit a unique tensor structure.This
would allow to express all the CPW entering a four-point function of traceless symmetric correlators in
terms of a few CPW seeds. These seeds will be computed in chapter 4.

We first start by seeing how a relation between three-point functions leads to a relation between CPW.We
introduce a basis of differential operators for three point functions. We will construct an explicit basis
of differential operators for external symmetric traceless operators, where the exchanged operator is
traceless symmetric and then pass to the more involved case of mixed tensor exchange. We also propose
a set of seed CPW needed to get CPW associated with the exchange of a bosonic operator O%!. As an
example a four correlation function of two scalars two fermions is deconstructed.

3.1 Relation between CPW
Let us consider for instance the 4-point function of four primary tensor operators:

Ny
(O1! (21) 0% (22) O5* (x3) O3 (z4)) = K ) g, v) T 2157 (). (3.1)

n=1
In eq.(3.1) we have schematically denoted by I; the Lorentz indices of the operators O;(x;),

k1—k2 K3 —kq

:L'Q 2 1’2 2 _E +kK _kE +K.
Ky = () () ()~ 5 (a2 (3.2)

Lig L3

is a kinematical factor, the 4D equivalent of (2.43), k; are defined in (2.37), u and v are the conformally
invariant cross ratios (1.28).

T,11l20314(3:,) are tensor structures. These are functions of the z;'s and can be kinematically determined.

Their total number N4 depends on the Lorentz properties of the external primaries. For correlators
involving scalars only, one has Ny = 1, but in general Ny > 1 and rapidly grows with the spin of the
external fields.

All the non-trivial dynamical information of the 4-point function is encoded in the Ny functions gy, (u,v).
As we mentioned, a bootstrap analysis requires to rewrite the 4-point function (3.1) in terms of the
operators exchanged in any channel. In the s-channel (12-34), for instance, we have

I I I I . i i (3,9) 11121314
(01 (21) 05 (22) O3 (23) Oy (24)) = Z Z A%%OQOT)‘@;(93@4W01020304,or (i), (3:3)
5,5 Or
where 7 and j run over the possible independent tensor structures associated to the three point functions
(01020,) and (Oz0304), whose total number is N?}f and Ng;l respectively,! the \'s being their
corresponding structure constants, and finally Wéﬁ’gjé?éiu (u,v) are the associated CPWs.

IStrictly speaking these numbers depend also on @,., particularly on its spin. When the latter is large enough, however,
Ni2 and N2% are only functions of the external operators.

28
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The CPWs depend on the external as well as the exchanged operator scaling dimension and spin,
dependence we omitted in order not to clutter further the notation.?

The sum over the exchanged primary operators O, includes a sum over all possible representations

(¢,7) that can appear in the 4-point function and, for each representation, a sum over all the possible
primaries, i.e. a sum over all possible scaling dimensions Ao, . It is useful to define § = |¢ — /| and
rearrange the sum over (£, /) in a sum over, say, £ and 6. There is an important difference between
these two sums. For any 4-point function, the sum over [ extends up to infinity, while the sum over §

is always finite. More precisely, we have

6=0,2,...,p—2,p, O, bosonic (3.4)
0=13,....,p—2,p, O, fermionic. '
In both cases, the integer p is defined to be
p=min(l; + 0 + lo + lo, b3 + b3 + Ly + L4), (3.5)

and is automatically an even or odd integer when O, is a boson or a fermion operator.

By comparing egs.(3.1) and (3.3) one can infer that the number of allowed tensor structures in three
and four-point functions is related:3

Ny =) _ N3’N3t. (3.6)

There are several CPW for each exchanged primary operator O,., depending on the number of allowed
3-point function structures. They encode the contribution of all the descendant operators associated
to the primary O,. Contrary to the functions g, (u,v) in eq.(3.1), the CPW do not carry dynamical
information, being determined by conformal symmetry alone. They admit a parametrization like the
4-point function itself,

Ny
(6:5) 11 T2 131 (4, 1EVEYEY)
W(;I%ij(gijlov" (xl) = ,C4 Zg(g’brjy')n(u7v)7;ll 2 4('%.2) ? (37)
n=1
where ggle(u,v) are the CBs, scalar functions of u and v that depend on the dimensions and spins of
the external and exchanged operators.

Once the CPW are determined, by comparing egs.(3.1) and (3.3) we can express g, (u,v) in terms of
the OPE coefficients of the exchanged operators. This procedure can be done in other channels as well,
(13—24) and (14 — 23). Imposing crossing symmetry, requiring the equality of different channels, gives
us the bootstrap equations.

The computation of CPW of tensor correlators is possible, but technically is not easy. In particular it
is desirable to have a relation between different CPW, so that it is enough to compute a small subset
of them, which determines all the others. In order to understand how this reduction process works, it is
very use the embedding formalism in the 6D twistor space with index-free notation explained in chapter
2.

2For further simplicity, in what follows we will often omit the subscript indicating the external operators associated to
the CPW.

3We do not have a formal proof of eq.(3.6), although the agreement found in ref.[29] using eq.(3.6) in different channels
is a strong indication that it should be correct.
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It is useful to consider the parametrization of CPW in the shadow formalism [44, 45, 46, 47]. It has
been shown in ref.[18] that a generic CPW can be written in 6D as

W 05010, (Xi) o / XYY (0, (X1)0a(X2)Or (X, 5, §)),G{O-(Y, T, T)Os(X3)0a(X4))s .

(3.8)
In eq.(3.8)
OZ(XZ) = Oi(XZ‘, Si, S,),

are the index-free 6D fields associated to the 4D fields O;(x;), O,(X,S,S) and Oz(Y,T,T) are the
exchanged operator and its conjugate, G is a sort of “propagator”, function of X, Y and of the twistor
derivatives 9/9S, 0/0T, 9/0S and 9/9T, and the subscripts p and ¢ label the three-point function
tensor structures. Finally, in order to remove unwanted contributions, the transformation X1 — et Xy
should be performed and the integral should be projected to the suitable eigenvector under the above
monodromy.

Suppose one is able to find a relation between three-point functions of this form:
(01(X1)02(X2)0r(X, S, 8))p = Dpp (X2, 51,2, 512)(01(X1)05(X2)0,(X, S, ), (3.9)

where D, is some operator that depends on X12,S172,5’172 and their derivatives, but is crucially
independent of X, S, and S, and O}(X;) are some other, possibly simpler, tensor operators. As long
as the operator Dy, (X2, 51,2, 51,2) does not change the monodromy properties of the integral, one
can use eq.(3.9) in both three-point functions entering eq.(3.8) and move the operator Dy, outside the
integral. In this way we get, with obvious notation,
(p,9) N P12 134 ) ]

W6,0,0504.0, (X;) = Dpp’qu’Wo’logogog,Or (X5). (3.10)
Using the embedding formalism in vector notation, ref.[17] has shown how to reduce, in any space-time
dimension, CPW associated to a correlator of traceless symmetric operators which exchange a traceless
symmetric operator to the known CPW of scalar correlators [3, 9].

Focusing on 4D CFTs and using the embedding formalism in twistor space, we will see how the reduction
of CPW can be generalized for arbitrary external and exchanged operators.

3.2 Differential Representation of Three-Point Functions

We look for an explicit expression of the operator D,,, defined in eq.(3.9) as a linear combination of
products of simpler operators. They must raise (or more generically change) the degree in S} and
have to respect the gauge redundancy we have in the choice of O. As we explained in section 2.5,
multitwistors of the form

O~0+0(58X)G+0O(XSG, O0~0+0(XH)G, (3.11)

where G and G’ are some other multi-twistors fields, are equivalent uplifts of the same 4D tensor field.
Eq.(3.9) is gauge invariant with respect to the equivalence classes (3.11) only if we demand

Dy O(X;X;, X 8;, 8 X4, X7, 8:8;) = O(Xi X, XS, S$iXi, X2, 8:8;), i=1,2. (3.12)

It is useful to classify the building block operators according to their value of Al, as defined in eq.(2.57).
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At zero order in derivatives, we have three possible operators, with Al = 0:

VX9, 112, 1% (3.13)

At first order in derivatives (in X and ), four operators are possible with Al = 0:

1— =N 0 )
Dy = =S ¥M37 8 (Xon— — Xon—+ ),
1=59°1 1( 2M8va 2N8Xf”>

1~ =N 0 0
Dy = =5,3ME" S ( Xipp—v — Xin—nr
2 2 2 2( 1M3X5V 1N8Xé]\4)7
D1 =51XX' S 21°° 81— —21I*" S| —;,
1 182 18Xév+ lagg 155"
Dy = 5:X1X S 217" Soq—— — 217 S5g— .
2 22X 2<9va+ 20550 2851

The extra two terms in the last two lines of eq.(3.14) are needed to satisfy the condition (3.12). The
SU(2,2) symmetry forbids any operator at first order in derivatives with Al = +1.

When Al = 2, we have the two operators

0 0

1 2 1851 2 1 2832 (3.15)
and their conjugates with Al = —2:
_ 0 - 0
=5X]— =51 Xo—. 3.16
dy = S 195, dy = 51 235, (3.16)

The operator v/X2 just decreases the dimensions at both points 1 and 2 by one half. The operator I'?
increases by one the spin [ and by one l. The operator D; increases by one the spin [; and by one [,
increases by one the dimension at point 1 and decreases by one the dimension at point 2. The operator
Dy increases by one the spin [; and by one the spin [ and it does not change the dimension of both
points 1 and 2. The operator d; increases by one the spin Iy and decreases by one [, decreases by one
the dimension at point 1 and does not change the dimension at point 2. The action of the remaining
operators is trivially obtained by 1 <+ 2 exchange or by conjugation.

Two more operators with Al = 2 are possible:

~ =M 0 —ab O
dl = XlgSlE S28XN - 11251aX2 R
~ M 81 bagl (3.17)
dy = X1299% 81— — 189, X] —,
oxy ) g

together with their conjugates with Al = —2. We will shortly see that the operators (3.17) are redundant
and can be neglected.
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The above operators satisfy the commutation relations

(Di, Dj) = [di dj] = [di, dj] = [di, dj) = [ds, dj] = [do, dj] = [dr, dj] =0, .5 =1,2,

[DI,DQ]:41'121'21< xi_9 +XML>,

oxM oxM
o~ ) 0 o - 0 o _ 0
Dy, Do) = 4121% ( xM - XM S S— — 8 — So——
(D1, Dol (x oxXM ~ 2 oxI T 7as, 705, T 720s, 2852>’
~ = 0 ) 9 0
di,do] = 2X 121212 — XM xM — S —+S5
] = 2021 (- X axy T axyT T 7'as 2852)

o _ 0 B (3.18)

[dzadj] - 2X12<S] 853 - Szasz>(1 5@,]) v,) = 1327
[di, Dj] = —26; ;d;, 1,5 =1,2,
[dy, Dy] = 2dy , [do, D1] =0,
[di,D1] =0, [d2, D1] = —21"21%dy
[%751]:2112121d27 [J2751]:05
[d1,d1] = —X12Ds, [d1,ds) = X12Ds .

Some other commutators are trivially obtained by exchanging 1 and 2 and by the parity transformation
(3.24). The operators v/ X 12, I'2 and I?! commute with all the differential operators. Acting on the
whole correlator, we have

0 = 0 7

Siaisi =1, S

ki, (3.19)

and hence the above differential operators, together with X152 and I'2I%!, form a closed algebra when
acting on three-point correlators. Useful information on conformal blocks can already be obtained by
considering the rather trivial operator v/ X12. For any three point function tensor structure, we have

(010203)s = (v/ X12)" (02 02 O3)5, (3.20)
where a is an integer and the superscript indicates a shift in dimension. If A(O) = Ap, then A(0%) =
Ap + a. Using egs.(3.20) and (3.10), we get for any 4D CPW and pair of integers a and b:

W((Dzi?9)203(94 o, = x12$34W((9pa[(19)aobob o, (3.21)

In terms of the conformal blocks defined in eq.(3.7) one has

GHD (u,v) = G0 (u,v), (3.22)

T

where the superscripts indicate the shifts in dimension in the four external operators. Equation (3.22)
significantly constrains the dependence of g on the external operator dimensions A;. The conformal
blocks can be periodic functions of Ay, As and Ag Ay, but can arbitrarily depend on A1 —As, Ag—Ay.
This is in agreement with the known form of scalar conformal blocks. Since we are mostly concerned in
deconstructing tensor structures, we will neglect in the following the operator v/X7s.

The set of differential operators is redundant, namely there is generally more than 1 combination of
products of operators that lead from one three-point function structure to another one. In particular,
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without any loss of generality we can forget about the operators (3.17), since their action is equivalent
to commutators of d; and D;.

On the other hand, it is not difficult to argue that the above operators do not allow to connect any
three-point function structure to any other one. For instance, it is straightforward to verify that there is
no way to connect a three-point correlator with one (I, 1) field to another correlator with a (I +1,1F 1)
field, with the other fields left unchanged. This is not an academic observation because, as we will see,
connections of this kind will turn out to be useful in order to simplify the structure of the CPW seeds.
The problem is solved by adding to the above list of operators the following second-order operator with
Al = 0: o . )

vy, = KiXe) ﬂf) (3.23)

Xi2 9510852

and its conjugate V1. The above operators transform as follows under 4D parity:

Dl‘ — Di, 5, — ﬁi, di — —Ei, LZ <~ Ei, (Z = 1,2), V12 — —V21 . (3.24)

It is clear that all the operators above are invariant under the monodromy X5 — e*™ X15. The addition
of V12 and Va1 makes the operator basis even more redundant. It is clear that the paths connecting
two different three-point correlators that make use of the least number of these operators are preferred,
in particular those that also avoid (if possible) the action of the second order operators V2 and V.
We will not attempt here to explicitly construct a minimal differential basis connecting two arbitrary
three-point correlators. Such an analysis is in general complicated and perhaps not really necessary,
since in most applications we are interested in CPW involving external fields with spin up to two. Given
their particular relevance, we will instead focus in the next section on three-point correlators of two
traceless symmetric operators with an arbitrary field O

3.3 Differential Basis for Traceless Symmetric Operators

In this section we show how three-point correlators of two traceless symmetric operators with an arbitrary
field O3:13) can be reduced to seed correlators, with one tensor structure only. We first consider the
case I3 = I3, and then go on with I3 # 3.

3.3.1 Traceless Symmetric Exchanged Operators

The reduction of traceless symmetric correlators to lower spin traceless symmetric correlators has been
successfully addressed in ref.[17]. In this subsection we essentially reformulate the results of ref.[17] in
our formalism. This will turn out to be crucial to address the more complicated case of antisymmetric
operator exchange. Whenever possible, we will use a notation as close as possible to that of ref.[17], in
order to make any comparison more transparent to the reader.

Three-point correlators of traceless symmetric operators can be expressed only in terms of the SU (2, 2)
invariants I/ and j;k defined in eqs.(2.49)-(2.50), since Al defined in eq.(2.57) vanishes. It is useful to
consider separately parity even and parity odd tensor structures. Given the action of parity, eq.(2.97),
the most general parity even tensor structure is given by products of the following invariants:

(121113132 _ 112131123)’ (112121)’ (113131)7 (123132)’ j2137 j321’ ij . (325)

These structures are not all independent, because of the identity (2.73).
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While in chapter 2, eq.(2.73) has been used to define an independent basis where no tensor structure
contains the three SU(2,2) invariants Ji;, J3,, J3, at the same time. A more symmetric and convenient
basis is obtained by using eq.(2.73) to get rid of the first factor in eq.(3.25).

We define the most general parity even tensor structure of traceless symmetric tensor correlator as

A1 Ay Ag S
o by I3 | = Ka(IPPPY)™2 (1P ™8 (128 152)728 (g ) (J3))2 ()7 (3.26)
ma3 MmM13 M12

where [; and A; are the spins and scaling dimensions of the fields, the kinematical factor K3 is defined
in eq.(2.42) and
=0l —mi2—m3 >0,
Jo =1l —mia —mo3 >0, (3.27)
J3 =13 —miz —ma3 > 0.

Notice the similarity of eq.(3.26) with eq.(3.15) of ref.[17], with (I?/[7%) — H,; and jJZk — Vijk- The
structures (3.26) can be related to a seed scalar-scalar-tensor correlator. Schematically

Ay Ay Az A7 Ay Ag
lh Iy I3 [ =D 0 0 I3 |, (3.28)
m23 M13 M12 0 0 O

where D is a sum of products of the operators introduced in section 3.2. Since symmetric traceless
correlators have Al = 0, it is natural to expect that only the operators with Al = 0 defined in egs.(3.13)
and (3.14) will enter in D.

Starting from the seed, we now show how one can iteratively construct all tensor structures by means of
recursion relations. The analysis will be very similar to the one presented in ref.[17] in vector notation.
We first construct tensor structures with my3 = m3s = 0 forjmy [1 and Iy by iteratively using the
relation (analogue of eq.(3.27) in ref.[17], with D1 — Dj2 and D; — D1;)

A1 Ag+1 Ag ~ A1 +1 Ay Ag
D1 —-1 lo I3 +D1 | 1 =1 1y I3 =
0 0 m 0 0 m
12 12 (3.29)
Al AQ Ag Al A2 A3
(2 +2mig — U1 — I — A3) i lo I3 — 8(l2 — mlz) i 1o I3
0 0 mqg 0 0 mpg+1

The analogous equation with Dy and Dy is obtained from eq.(3.29) by exchanging 1 <» 2 and changing
sign of the coefficients in the right hand side of the equation. The sign change arises from the fact that
Jis < —J2 and J3, — —J3, under 1 <> 2. Hence structures that differ by one spin get a sign change.

This observation applies also to eq.(3.31) below. Structures with m2 > 0 are deduced using (analogue
of eq(3.28) in ref.[17])

A1 Ay Aj A1+1A+1  Ag
ol I3 | =1PY | -1 la—1 I3 : (3.30)
mag M13 M12 mo3 M1z miz — 1
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Structures with non-vanishing mi3 (ma3) are obtained by acting with the operator D; (D3):

A1 JAD) Ag A1 As+1 Ag
4(l3 — my3 — ma3) 1 lo I3 =D | L—-1 I I3
mo3 mi13 + 1 mio Moz M3 M2
Ay Ay Ag
+4(12 — mi2 — m23) 1 s I3 — (331)

mag mi3 miz + 1
Ap Ay Az
T242mi —2mis+ Ao — A1 —As—li—l+B) | b b I3 |,
Ma3 M13 M2

and is the analogue of eq (3.29) in ref.[17]. In this way all parity even tensor structures can be constructed
starting from the seed correlator.

Let us now turn to parity odd structures. The most general parity odd structure is given by

A Ay Az Ar+1A+1A3+1
Il I3 =PSB PRI | -1 -1 I3-1 . (3.32)

m23 mM13 M12 ma3 mi3 mi2

odd
Since the parity odd combination (112[23131 + 121[32113) commutes with D1 2 and 51,2, the recursion
relations found for parity even structures straightforwardly apply to the parity odd ones. One could
define a “parity odd seed”

A1 Az Ag o A1 +2A+2 A3
1603505 —1) | 1 1 13| = (dodi —dod)DiD2| 0 0 Iy (3.33)
00 0] 0 0 0

and from here construct all the parity odd structures. Notice that the parity odd seed cannot be obtained
by applying only combinations of D1 2, D12 and (I'2121), because these operators are all invariant under
parity, see eq.(3.24). This explains the appearance of the operators d; and d; in eq.(3.33). The counting
of parity even and odd structures manifestly agrees with that performed in ref.[16].

Once proved that all tensor structures can be reached by acting with operators on the seed correlator,
one might define a differential basis which is essentially identical to that defined in eq.(3.31) of ref. [17]:

Ay Ay Aj o TAT AL Ag
Lol Iy p o= IRrPYymepmsprspipll o 0 I |, (3.34)
M2z M1z Mi2 ), 0 0 O

where Al = Ay + 11 + ma3 — mqy3, Ay, = Ag + ls + my3 — ma3. The recursion relations found above
have shown that the differential basis (3.34) is complete: all parity even tensor structures can be written
as linear combinations of eq.(3.34). The dimensionality of the differential basis matches the one of
the ordinary basis for any spin [y, I3 and l3. Since both bases are complete, the transformation matrix
relating them is ensured to have maximal rank. Its determinant, however, is a function of the scaling
dimensions A; and the spins [; of the fields and one should check that it does not vanish for some
specific values of A; and ;. We have explicitly checked up to Iy = Iy = 2 that for I3 > [1 + I3 the
rank of the transformation matrix depends only on Ag and I3 and never vanishes, for any value of Ag
allowed by the unitarity bound [42]. On the other hand, a problem can arise when I3 < [; + l2, because
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in this case a dependence on the values of A7 and Ay arises and the determinant vanishes for specific
values (depending on the I;'s) of A; — Ay and As, even when they are within the unitarity bounds.*

This issue is easily solved by replacing 51,2 — (5172 + D1 ) in eq.(3.34), as suggested by the recursion
relation (3.29), and by defining an improved differential basis

Al Ag Ag J1 . . J2 . . All A/Q Ag

Lol :(112121)7"1217;”131)31232(21)D{LlD{l‘”lZ(f)DQ?D@?‘"Q 0 0 I

Mag M13 M2 m=0 1 na=0" 2 0 0 0
(3.35)

where A} = A1+ 11 +mae3 — myz + ng — nq, Alz = Ag + lo + my3 — mog +n1 — no. A similar basis
for parity odd structures is given by

Ay Ay Ag o A1+2 Ay +2 Aj
{ li Iy 3 } = (d2d1 — dgdl)DlDQ{ li—1 Ib—1 I3 } . (336)
od

M23 M13 M12 d ma3 miz  Mi2

In practical computations it is more convenient to use the differential basis rather than the recursion
relations and, if necessary, use the transformation matrix to rotate the results back to the ordinary basis.
We have explicitly constructed the improved differential basis (3.35) and (3.36) up to 1 =1lp = 2. The
rank of the transformation matrix depends on A3 and [3 for any value of I3, and never vanishes, for any
value of A3 allowed by the unitary bound.”

3.3.2 Antisymmetric Exchanged Operators

In this subsection we consider correlators with two traceless symmetric and one antisymmetric operator
OUs:13)  with I3 — I3 = 26, with § an integer. A correlator of this form has Al = 26 and according to
the analysis of section 2.5, any of its tensor structures can be expressed in a form containing an overall

number ¢ of kas if 0 >0, or sz's if 6 < 0. We consider in the following 6 > 0, the case § < 0
being easily deduced from § > 0 by means of a parity transformation. The analysis will proceed along
the same lines of subsection 3.3.1. We first show a convenient parametrization for the tensor structures
of the correlator, then we prove by deriving recursion relations how all tensor structures can be reached
starting from a single seed, to be determined, and finally present a differential basis.

We first consider the situation where I3 > [; + lo — § and then the slightly more involved case with
unconstrained 3.

Recursion Relations for I3 > 1] + 15— 0

It is convenient to look for a parametrization of the tensor structures which is as close as possible to
the one (3.26) valid for 6 = 0. When I3 > I; + Il — §, any tensor structure of the correlator contains

enough J3,'s invariants to remove all possible K42’s invariants using the identity

JRE = RS 1R (3.37)

*A similar problem seems also to occur for the basis (3.31) of ref. [17] in vector notation.

>The transformation matrix is actually not of maximal rank when I3 = 0 and Az = 1. However, this case is quite
trivial. The exchanged scalar is free and hence the CFT is the direct sum of at least two CFTs, the interacting one and
the free theory associated to this scalar. So, either the two external [; and [l tensors are part of the free CFT, in which
case the whole correlator is determined, or the OPE coefficients entering the correlation function must vanish.
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There are four possible combinations in which the remaining K73 and K3! invariants can enter in the
correlator: K23123, K23121['3 and K3'1'3, K3'I'21%3. These structures are not all independent. In
addition to eq.(3.37), using the two identities
124-31 _ 71 723 | 713 7-12
I K2 == J23K1 + I KS 5

. JUA . 3.38
PUR® = _J2 K3+ IBR)12, (3.38)

we can remove half of them and keep only, say, f(f3123 and K§’1I13. The most general tensor structure
can be written in terms of the parity even structures of traceless symmetric correlators as

Ar Ay Aj R23723\ 6—p , 31713 p [ A1 Ay AV
Lol z( = ) < 2 ) Lh-plo—d0+p Is |, p=0,....8, (3.39)
Ma3 M13 M2 23 13 M3 Miz i

P

where the subscript p in the lhs differentiate this tensor structure from the traceless-symmetric case®.

On the rhs we have parity even structures (3.26) of traceless symmetric correlators, where
Ji=bh—p—miz—m3=>0,

. - - miz if p=0or p=94
= — — — b > —
Jo=1lo—04+p—mizg—ma3 >0, mi2 { 0 otherwise . (3.40)

Jjz3 =13 —miz3 —ma3 >0

The condition in m2 derives from the fact that, using eqgs.(3.38), one can set m19 to zero in the tensor
structures with p # 0,0, see below. Attention should be paid to the subscript p. Structures with
no subscript refer to purely traceless symmetric correlators, while those with the subscript p refer to
three-point functions with two traceless symmetric and one antisymmetric field. All tensor structures are
classified in terms of ¢ + 1 classes, parametrized by the index p in eq.(3.39). The parity odd structures
of traceless symmetric correlators do not enter, since they can be reduced in the form (3.39) by means
of the identities (3.38). The class p exists only when I3 > p and lo > § — p. If 1 + 2 < 6, the entire
correlator vanishes.

Contrary to the symmetric traceless exchange, there is no obvious choice of seed that stands out. The
allowed correlator with the lowest possible spins in each class, i1 = p, lo = 6 —p, m;; = 0, can all
be seen as possible seeds with a unique tensor structure. Let us see how all the structures (3.39) can
be iteratively constructed using the operators defined in section 3.2 in terms of the § 4+ 1 seeds. It is
convenient to first construct a redundant basis where m12 # 0 for any p and then impose the relation
that leads to the independent basis (3.39). The procedure is similar to that followed for the traceless
symmetric exchange. We first construct all the tensor structures with mi3 = msy = 0 for any spin Iy
and Iy, and any class p, using the following relations:

Al AQ +1 Ag Al +1 AQ Ag Al AQ Ag
Di|li—=1 Iy s | +Dy | =11y Is | =@0—-p) | L I Is (3.41)
0 0 mio P 0 0 mio » 0 0 mio 1
A Ay As Ay Ay Ag
—8(lp—=d+p—mi2) | Ii I I3 +C2mia—li—la—A3+24+0—p) | L o I3 ;
0 0 mpao+1 » 0 0 mio

together with the relation

Al —1Ay—1 Ay Ay Ay Ay
L4l lb+1 I =Y | Lol 1 (3.42)
0 0 mig + 1 0 0 myg

p p

®The tensor structure defined here clearly depends on the value of 8§, but we drop this dependence from the notation
we use hereafter.
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Notice that the operators D; 2 and 5172 relate nearest neighbour classes and the iteration eventually

involves all classes at the same time. The action of the Dy and D, derivatives can be obtained by
replacing 1 <+ 2, p <> (6 — p) in the coefficients multiplying the structures and p+1 — p — 1 in the
subscripts, and by changing sign on one side of the equation. Structures with non-vanishing m13 and
mag are obtained using

Al AQ Ag Al AQ AS
4(l3 —miz —moz+0—p) | h Iy I3 —4(6 —p) lh la I3 =
ma3 mi3 + 1 my mog + 1 mag maz |
A1 Ag As A1 Ay+1 Az
4(12 —§04+p—ma3 — mlg) l1 lo I3 +D; |11 —1 lo l3 (343)
ma3 M1z Mz + 1 » Moz iz Maz |
A1 Ay Ajg

1
—5(2m12—2m13—|—A2—A1—Ag—ll—l2+l3—|—25—2p+2) l1 Iy I3

ma3 M13 M12 P

together with the corresponding relation with 1 <+ 2 and p — p + 1. All the structures (3.39) are
hence derivable from ¢ + 1 seeds by acting with the operators D; 2, D12 and (112121). The seeds, on
the other hand, are all related by means of the following relation:

Ay Ay Ag A1 +1A+1 A3
6—p)?|p+lo—p—11 =R D 0—p I3 , (3.44)
0 0 0 o1 0 0 0
where )
= —§J2d2 . (345)
We conclude that, starting from the single seed correlator with p = 0,
AL Ay Ag K23723. 5 [ A1 Az Ag
006 Iy | = (17> 000 I |, (3.46)
00 o[, ~ X 0 0 0

namely the three-point function of a scalar, a spin ¢ traceless symmetric operator and the antisymmetric
operator with spin (I3 + 20,13), we can obtain all tensor structures of higher spin correlators.

Let us now see how the constraint on mj2 in eq.(3.40) arises. When p # 0,6, namely when both K;
and Ko structures appear at the same time, combining eqs.(3.38), the following relation is shown to
hold:

A Ay Aj 1 A Ay Ag A Ay Az A As Ag
Lol s I A T e A A A
maz miz mig+1 | Moz M1z Mig | maz miz+1 mig | maz+1 maiz miz |
Ay Ay Az A Ay Ag AL Ay A
-8 I lo l3 + 1 L lo ls +41 L lo ls
maz+1 miz+1m | maz maz+lmaz | | me3 miz+2 mig |
Ay Ay Ay Ay Ay Ay
+ 1 lo I3 +4 l1 lo 3 (3.47)
moz+1 mag maz | maz+2 mag maz |

Using it iteratively, we can reduce all structures with p % 0, to those with mi5 = 0 and with p = 0, 9,
any my2.” This proves the validity of eq.(3.39). As a further check, we have verified that the number
of tensor structures obtained from eq.(3.39) agrees with those found from eq.(3.38) of ref.[29].

"One has to recall the range of the parameters (3.40), otherwise it might seem that non-existant structures can be
obtained from eq.(3.47).
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Recursion Relations for general I3

The tensor structures of correlators with I3 < I3 + I3 — & cannot all be reduced in the form (3.39),

because we are no longer ensured to have enough J3}, invariants to remove all the K12's by means of

eq.(3.37). In this case the most general tensor structure reads

A Ay Ay K23723\6—p , K3113\q, K12713]23 | p—q Ay A, Ag

ll 12 lg = L 2 3 ll — lg -4 + lg (348)
N ™x X VXXX P P

Mag MM13 M12 P.q 3 13 12313223 ma3 mis mi2

with p=0,...,6,¢=0,...,0,p—¢q¢ >0 and

j m ~ m { =0or p=9¢
j1=h=p=rny—my>0, g =4 M2 p
0 otherwise

jo=1lo—0+q—mia —mo3z >0, (3.49)

. 0 =2 i3 >0 and
Jz =1Il3 —mi3 —ma3 >0, 772{ I g p7éq‘

1 otherwise

The parameter 7 in eq.(3.49) is necessary because the tensor structures involving K§2 (i.e. those with
p # q) are independent only when j3 = 0, namely when the traceless symmetric structure does not
contain any jf’Q invariant. All the tensor structures (3.48) can be reached starting from the single seed
withp=0,¢=0,l; =0, Iy = d and m;; = 0. The analysis follows quite closely the one made for
I3 > 11 + ls — 4, although it is slightly more involved. As before, it is convenient to first construct a
redundant basis where m12 # 0 for any p, ¢ and we neglect the factor ) above, and impose only later the
relations that leads to the independent basis (3.48). We start from the structures with p = ¢, which are
the same as those in eq.(3.39): first construct the structures with mj3 = ma3 = 0 by applying iteratively

the operators D1 2+ D12, and then apply D; and D> to get the structures with non-vanishing m;3 and
mas. Structures with p # g appear when acting with D1 and Ds. We have:

Al AQ +1 Ag Al AQ Ag
D1 ll —1 lQ l3 = 2(5 - p) ll ZQ lg (350)
m23 Tz a2 | M2z Mz Mz |4,
A Ay Ag A Ay Az
—4(la+p—0—miza—ma3) | I1 2 I3 +4(l3 —maz —ma3) | I la I3
Moz maz miz + 1] maz iz +1mag |

1 Ar Ag Ag
+§<2m12—2m13+A2—A1 —Ag—ll —12+l3+2(5—p+1)) ll l2 l3

ma3 M3 M2 P.p
;

The action of D5 is obtained by exchanging 1 <> 2 and § — p <> ¢ in the coefficients multiplying the
structures and replacing the subscript (p + 1,p) with (p,p — 1). For mi3 4+ mas < I3 the first term in
eq.(3.50) is redundant and can be expressed in terms of the known structures with p = ¢. An irreducible
structure is produced only when we reach the maximum allowed value mi3 + mo3 = I3, in which case
the third term in eq.(3.50) vanishes and we can use the equation to get the irreducible structures with
p # q. Summarizing, all tensor structures can be obtained starting from a single seed upon the action
of the operators D o, (D12 + D1 2), I'?71%! and R.
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Differential Basis

A differential basis that is well defined for any value of I, I, I3 and § is

Al AQ A3 _ J1 . . J2 .
{ L1y s } =1 (112121)m12D§n13+P—QD£n23 Z <;2Lll )D?1D{1—n1 Z (]2 >

mMa3 M13 M12 P.q n1=0 no=0 n2 (3 51)
Ny A7 Ay Ag '
D*DP ™RI| 0 5§ I3 |,
0 0 O

0

where All =A1+1li+mog—mizg+ne—n1—p+agq, Al2 = Ao+ lo +my3 —mogz +n1 —no +2q — 9,
and all parameters are defined as in eq.(3.49). The recursion relations found above have shown that the
differential basis (3.51) is complete. One can also check that its dimensionality matches the one of the
ordinary basis for any l1, l2, I3 and §. Like in the purely traceless symmetric case, the specific choice of
operators made in eq.(3.51) seems to be enough to ensure that the determinant of the transformation
matrix is non-vanishing regardless of the choice of Ay and As. We have explicitly checked this result
up to Iy = ls = 2, for any I3. The transformation matrix is always of maximal rank, except for the
case I3 = 0 and A3 = 2, which saturates the unitarity bound for 4 = 1. Luckily enough, this case is
quite trivial, being associated to the exchange of a free (2,0) self-dual tensor [48] (see footnote 5). The
specific ordering of the differential operators is a choice motivated by the form of the recursion relations,
as before, and different orderings can be trivially related by using the commutators defined in eq.(3.18).

3.4 Computation of Four-Point Functions

We have shown in section 3.1 how relations between three-point functions lead to relations between
CPW. The latter are parametrized by 4-point, rather than 3-point, function tensor structures, so in
order to make further progress it is important to classify four-point functions. It should be clear that
even when acting on scalar quantities, tensor structures belonging to the class of 4-point functions are
generated. For example ﬁlU = —-UJy 4.

A general classification of 4-point tensor structure is very complicated in twistor language. The reason
is that while the formalism enable us to write all possible tensor structures, the problem lies with
determining a linearly independent bases. Third forth order relations between structures arise. Finding
all possible relations then working out their consequences is not very practical. An easier way to do
this is to work in a non-covariant method, by using conformal symmetry to fix (z1, x2, x3,z4) to special
values, on what is called conformal frame. In this frame the correlator has only to satisfy the remaining
symmetry requirements. This has been work out nicely in [40]. In this thesis however, we will work with
low spin 4-point functions that don't require such classification.

3.4.1 Relation between “Seed” Conformal Partial Waves

Using the results of the last section, we can compute the CPW associated to the exchange of arbitrary
operators with external traceless symmetric fields, in terms of a set of seed CPW, schematically denoted

by W((,}jfgw (l1,12,13,14). We have

W(};fgé,z (li,12,13,14) = Dgg)D(Q)

0 (34) Woit261(0,9,0,0), (3.52)
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where Dg) schematically denotes the action of the differential operators reported in the last section,

and Déi) are the same operators for the fields at X3 and X4, obtained by replacing 1 — 3, 2 — 4
everywhere in egs.(3.14)-(3.17) and (3.23). For simplicity we do not report the dependence of W on
U,V, and on the scaling dimensions of the external and exchanged operators.

The seed CPW are the simplest among the ones appearing in correlators of traceless symmetric tensors,
but they are not the simplest in general. These will be the CPW arising from the four-point functions
with the Jowest number of tensor structures with a non-vanishing contribution of the field O'*2% in

some of the OPE channels. Such minimal four-point functions are®
20 .
(00(X1)00(X2)09 (X3)00*) (X)) = Ka Y ga(U, V) I (I57)* ", (3.53)
n=0
with just
Nieed(§) = 26 4 1 (3.54)

tensor structures. In the s-channel (12-34) operators Ol with —26 < n < 2§, are exchanged. We
denote by Wi.eq(8) and Weeq(8) the single CPW associated to the exchange of the fields O'*2%! and
OY+2% in the four-point function (3.53). They are parametrized in terms of 26 + 1 conformal blocks as

follows (G = G\):

20
Wiced(8) = K1) G (U, V) (I55)% ",
n=0
o 26 6 R
Weed(d) = K4 Z G, (U, V)122(I§12)267n : (3-55)
n=0

In contrast, the number of tensor structures in (O®9(X1)009(X5)009(X3)009) (X)) grows
rapidly with . Denoting it by N4(d) we have, using eq.(6.6) of ref.[29]:

~ 1
Ny(6) = §(253 + 662 +75+3). (3.56)

It is important to stress that a significant simplification occurs in using seed CPW even when there
is no need to reduce their number, i.e. p = ¢ = 1. For instance, consider the correlator of four
traceless symmetric spin 2 tensors. The CPW Wi1s.:(2, 2,2, 2) is unique, yet it contains 1107 conformal
blocks (one for each tensor structure allowed in this correlator), to be contrasted to the 85 present in
Woirs1(0,4,0,4) and the 9 in Wieeq(4)! We need to relate (009 (X)0R%0) (X,)00+200 (X 3)) and
(000 (X1)09) (X5)OH+20D) (X3)) in order to be able to use the results of section 3.3 together with
Wieea(9). As explained at the end of Section 3.2, there is no combination of first-order operators which
can do this job and one is forced to use the operator (3.23):

)
0,0 5,6 11426 - ~ 0,0 25,0 11426
OV (X1)OR) (X2)00 2V (X)), = (HCn)(le12Dl)6<O(A1J25(X1)O(A2 '(X2)08 ) (X)),
n=1

(3.57)

8Instead of eq.(3.53) one could also use 4-point functions with two scalars and two O(®2%) fields or two scalars and two
0% fields. Both have the same number 2§ 4 1 of tensor structures as the correlator (3.53).
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where?
Gl =21 —n+20)(2n+1) +6+1+ A~ Ap+A). (3.58)
Equation (3.57) implies the following relation between the two CPW:
d 12 34 =\° 750
Woit26.(0,6,0,8) = ( c,oc ) (V43d3D3) <V12d1D1> Weea(d) (3.59)
where c2 = ¢, in eq.(3.58), ¢34 is obtained from ¢, by exchanging 1 — 3,2 — 4 and the scaling

dimensions of the corresponding external operators are related as indicated in eq.(3.57).

Summarizing, the whole highly non-trivial problem of computing Wg;;g&l(ll,lg, l3,14) has been reduced

to the computation of the 2 x (2§ + 1) conformal blocks QT(L(;)(U, V) and ?S)(U, V') entering eq.(3.55).
Once they are known, one can use egs.(3.59) and (3.52) to finally reconstruct Wg;fz)é,l(ll,lg,lg,h;).

3.5 Example

In this section we would like to elucidate various aspects of our construction. In the subsection 3.5.1 we
give an example in which we deconstruct a correlation function of four fermions. We leave the domain
of traceless symmetric external operators to show the generality of our formalism. It might also have
some relevance in phenomenological applications beyond the Standard Model [7].

3.5.1 Four Fermions Correlator

Our goal here is to deconstruct the CPW in the s-channel associated to the four fermion correlator

(W% (21)¥p(2) Xy (23) X (24)) - (3.60)

For simplicity, we take 1) and Y to be conjugate fields of 1) and x, respectively, so that we have
only two different scaling dimensions, Ay and A,. Parity invariance is however not imposed in the
underlying CFT. The correlator (3.60) admits six different tensor structures. An independent basis of
tensor structures for the 6D uplift of eq. (3.60) can be found using the relation (2.83). A possible
choice is

(U(X1, 81) U(Xa, S9) X (X3, S3) X(Xa, S4)) = !

12 743
il Al <91(U,V)I I*° + (3.61)
Xy " X3y

g2 (U, V)I2TY 1 g3(U, V)2 Juz3.01(153) + 94 (U, V)IT*2(133) + g5(U, V)I*3(133) + g6(U, V)113(f§12)>.

For I > 1, four CPW ng'jlq) (p,q = 1,2) are associated to the exchange of traceless symmetric fields,

and one for each antisymmetric field, Wyit2: and W2, Let us start with Wg?j,q). The traceless

symmetric CPW are obtained as usual by relating the three point function of two fermions and one O%!

°Notice that the scalings dimension A1 and Aj in eq.(3.58) do not exactly correspond in general to those of the external
operators, but should be identified with A} and A5 in eq.(3.51). It might happen that the coefficient c,, vanishes for some
values of A1 and As. As we already pointed out, there is some redundancy that allows us to choose a different set of
operators. Whenever this coefficient vanishes, we can choose a different operator, e.g. D1 — D;.
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to that of two scalars and one O, This relation requires to use the operator (3.23). There are two
tensor structures for [ > 1:

(U(51)T(So)0M), = KI'2J} 1 = I'(@7020M),, (3.62)

(U(S1)T(S2)0M)s = Kholoa S 1 = Va1 (5251 + nlm) (®2D20M),,

1
161(A —1)
where k = 2(4A —(A+ l)2), the superscript n in @ indicates the shift in the scaling dimensions of the
field and the operator O! is taken at Xg. Plugging eq.(3.62) (and the analogous one for X and X) in
eq.(3.10) gives the relation between CPW. In order to simplify the equations, we report below the CPW
in the differential basis, the relation with the ordinary basis being easily determined from eq.(3.62):

111
W(()”) _II2II2I Wsze’ed 27 2(0)’

1111
Wézz) 112V34D4D3W32 22 (0),
2,1) 1111 (3.63)
WS =13V Dy DW 2222 (0)
1111
WD =V D3 Dy V3 DaDsW 2% 2 (0)

where l~)3 and Dy are obtained from Dy and Dy in eq.(3.14) by replacing 1 — 3 and 2 — 4 respectively.
The superscripts indicate again the shift in the scaling dimensions of the external operators. As in
ref.[17] the CPW associated to the exchange of traceless symmetric fields is entirely determined in
terms of the single known CPW of four scalars We4(0). For illustrative purposes, we report here the

explicit expressions of W(()ll 12).

Ky Wi =811 (U(V —U = 2)dy + UV = U)3% + (V2= 2+ U)V +1)dy+
V(VE— 24+ U)WV +1)0% +2UV(V - U — 1)8U8v> G
FAUT? 301 <U8U + U0} + (V- 1)8y + V(V —1)8% + 2UV8U8V> G\, (3.64)

where QSO) are the known scalar conformal blocks [8, 9]. It is worth noting that the relations (2.76)-
(2.83) have to be used to remove redundant structures and write the above result (3.64) in the chosen
basis (3.61).

The analysis for the antisymmetric CPW Wi+2, and W12 is simpler. The three point function of
two fermions and one O%'*2 field has a unique tensor structure, like the one of a scalar and a (2,0)
field F'. One has

[

(W(S1)T(S2)0" )y = KT Ky 900 19 = Zdy (@2 F2 020,

—

] (3.65)
(W(51)0(S9)0" )y = KloaKa 100512 = §d2<<I>%F%OU+2>1

and similarly for the conjugate (0,2) field F. Using the above relation, modulo an irrelevant constant
factor, we get
1111
Woren = dodyW2 %22 (1),
o T T seed | ;( ) (3.66)
Worite = d2d4W2’2’2’2 (1) ,

seed
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where Wieeq(1) and Weeq(1) are defined in eq.(3.55). Explicitly, one gets

U
{K;lwom,l =215 (8" + (v = U = )GV + a0G") — AU L1PG() + U2 156"
- UI42J13,24Q§1) + UI43J12,34Q£1) - 4U113(f§12)g(§” .
(3.67)

The same applies for Wpii+2 with g,(}) — ?S). The expression (3.67) shows clearly how the six

conformal blocks entering Wi,1+2 are completely determined in terms of the three Q,(LI).



4. Computing Seed Conformal Blocks

Now we are at the last step of obtaining general CBs in 4D CFT. In the last chapter 3, we have seen how
to relate, by means of differential operators, mixed tensor CBs appearing in an arbitrary spinor/tensor
4-point correlator to a basis of minimal mixed tensor CBs. These “seed” blocks arise from 4-point
functions involving two scalars and two tensor fields in the (0,p) and (p,0) representations of the
Lorentz group, with p an arbitrary integer. Such 4-point functions are the simplest ones (i.e. with the
least number of tensor structures) where (¢ + p,£) or (¢,£ + p) mixed symmetry (bosonic or fermionic)
tensors can be exchanged in some OPE limit, for any /.

The aim of this chapter is to compute the those “seed” CBs. We set out to solve the Casimir system
of differential equations (p + 1 coupled equations), but we first use the shadow formalism to get an
educated ansatz. Using this ansatz, we manage to reduce the Casimir second-order differential equations
to a system of algebraic equations and get the blocks in a closed analytic form.

We start in section 4.1 where we summarize the results of the last chapter, generalizing to the case where
p can be odd as well as even integer. In section 4.2 and derive the system of p + 1 Casimir equations
satisfied by the CBs G(ep), for any p. Next, in section 4.3, we use the shadow formalism to deduce the
asymptotic behaviour of the CBs from which we write an ansatz for the CBs in section 4.4. Finally, we
insert the ansatz into the Casimir system of equations and solve it for any p and ¢, using generalizations
of the methods introduced in ref.[9] (and further refined in ref.[49]) to compute 6D symmetric CBs for
scalar correlators. Like scalar blocks in higher even dimensions, the mixed tensor CBs are found using
an ansatz given by a sum of hyper-geometric functions with unknown coefficients ¢y, ,. In this way a
system of p + 1 linear coupled differential equations of second order in two variables is reduced to an
algebraic linear system for cf, ,,. The set of non-trivial coefficients cf, ,,, determined by solving the linear
system, admits a useful geometric interpretation. They span a two-dimensional lattice in the (m,n)
plane. For large p, the total number of coefficients cf, |, grows like p> and their explicit form becomes
more and more complicated as p increases. We point out that a similar geometric interpretation applies
also to the set of non-trivial coefficients x,, , entering the solution for the symmetric scalar blocks in
even number of dimensions.

4.1 Deconstructing Conformal Partial Waves

It has been shown in chapter 3 that the CPWs associated to an operator O¢:4+7) (and similarly for its

conjugate 5(“["6)) exchanged in the OPE channel (12)(34) of a 4-point function (O102030;), can
be obtained from a single CPW W2¢¢¢  as follows:

O¢,t+p)
(1,9) ™ seed
WO1OQO3O4,O(£*Z+P) - D12D34WO(Z‘Z+M ’ (41)

where D%, and D}, are differential operators that depend on O; 5 and O34, respectively. For even
integer p = 2n, the seed CPWs are those associated to 4-point functions of two scalar fields with one
(2n,0) and one (0,2n) bosonic operators, while for odd integer p = 2n + 1, they consist of 4-point
functions of two scalar fields with one (2n 4 1,0) and one (0, 2n + 1) fermionic operators:

(61(21) Faonan.. am (22)83(z3) F2 2P 20y, p=2n, (4.2)
(61(21) 020100 .azm s (©2)d3(23) B4 2P (20)), p=2n+1. (4.3)

45
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In the above correlators, in the OPE channel ((12)(34)) primary operators O(¢:¢+9)

B0

several 4-point functions in which the operators O:£+P) and @@ﬂw) are exchanged and in which the
corresponding CPWSs have a unique structure. Among these, the correlators (4.2) and (4.3) are the ones
with the minimum number of tensor structures and hence the simplest. This is understood by noticing
that for any value of § (and not only for 6 = p) the operators OG0 and their conjugates @(HM)
appear in both the (12) and (34) OPE’s with one tensor structure only, since there is only one tensor

structure in the corresponding three-point functions:

and their conjugates
can be exchanged only with the values of ¢ indicated in eq. (3.4) and any ¢. There are

(6(21) Fag.ocan, (2) Ot (w0)) (O (w0)blaa) " (2) (4.4)
(D21 .0 (22) Oy 0 (0)) . (O 0 (o) blars) ™ () (4.5)

This implies then that the number of 4-point tensor structures appearing in eqs.(4.2) and (4.3) is the
minimum possible and equals to Ny =p + 1.

Summarizing, the problem of computing CPWSs and CBs associated to the exchange of mixed symmetry
operators O:4+P) and @(HP’Z) in any 4-point function is reduced to the computation of the p+ 1 CBs

. .. ——seed
appearing in the decomposition of Wée(ﬁffprp) and W?;&+p,l).

Despite this simplification, the above computation is still technically challenging. A further great sim-
plification occurs by using the 6D embedding formalism of chapter 2.

An independent basis for the p + 1 tensor structures appearing in the 6D uplift of the correlators (4.2)
and (4.3) can be given as:

(@1(X1) PSP (X, S0)®3(X3)Fy 7 (X0, 50)) = Ka S g (U V)T (I, (46)

n=0

where 142 | f§12 K4, U and V are defined in section 2.3.

We denote the 6D seed CPW associated to the exchange of the fields O¢4+?) and 5(2”’6) in the

4-point function (4.6) by W*¢¢4(p) and Wseed(p), respectively. They are parametrized in terms of p+1

CBs as follows: »

Weeed(p) = K0y GP(U,V)(I2) (1),

. (4.7)
—rseed o e/t —e
W lp) = Ka S G (U V)T (1),

e=0

For simplicity, we have dropped in eq.(4.7) the dependence of Gép) and éfj’) on A and £. The CBs
depend also on the external operator dimensions, more precisely on a and b, defined as
2T Ag—Ay p T3—Ta _A3—Ay p

a

For simplicity of notation, we no longer distinguish between even and odd values of p, since we can

. . . . (0,
consider both cases simultaneously. It is then understood that in the corrrelator (4.6) FQ(p’O) and Fi 2

are 6D uplifts of 4D fermion fields for p odd.
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It is possible to get W*¢°?(p) from Wseed(p), or vice versa, using the results of chapter 3 and a parity
transformation P. We have

—sced
W (p) =P W<1>1F2q>3p470(2,£+p) ) (4.9)
where
1 P o~ ~ J
_ _ P p see;
W, Fadypi00t0) = 53, ()2 (gcn> (Vi2d1 D1)P (V43d3 D3)PW#(p) wrasB bbt (4.10)

is the CPW associated to the parity dual 4-point function <¢1F§0’p)®3]ﬂ(p’o)>, and

(o) ' =(@44+3p—2a—kKk—2n)(4+3p+2b— kK —2n), /<;:A+€+§. (4.11)

In fact, we will not use eq.(4.9) to compute Wseed(p>, because we will find an easier way to directly
compute both W*¢¢¢(p) and Wseed( ).

Instead of eq.(4.6), we could have considered the alternative 4-point function
—(0,
(@1 (X0) B (X2) P (X3)4(Xa)) (4.12)

to calculate an analogue seed CPW /Wseed(p). Since eq.(4.12) is equal to eq.(4.6) under the permutation
3 <> 4, the CBs appearing in the decomposition of TW*¢°?(p) and TW*¢*4(p) are related as follows:

GP\(U,V;a,b) = V“G(”)(V ia “b), e=0....p. (4.13)

The 4D CPWs Wsef ‘ip and W@(z+p ¢ are obtained by projecting to 4D their 6D counterparts TW*¢¢¢(p)
and Wswd( ). There is no need to explicitly perform such projection, because the 4D CBs are directly
identified with their 6D counterparts. One has simply

GO, V) =GP (u,v), GPWU,V)=G" (u,v), (4.14)

where GV (u,v) and é(p)(u v) are the 4D CBs entering the r.h.s. of eq.(3.7) when expanding the 4D
CPWs WEed  and Waipo.

4.2 The System of Casimir Equations

In this section we derive the system of second order Casimir equations for the seed conformal blocks
defined in eq. (4.7). Before addressing the more complicated case of interest, let us recall how the
Casimir equation for scalar correlators is derived. One starts by considering the 4-point function

([C, b1 (1) po(w2)]p3(w3) palwa)) | (4.15)

where C' is the quadratic Casimir operator.! Recasting the generators of the 4D conformal group in a
6D form as Ly, with M, N 6D indices, we have
1~

C = 5LMNﬁMN. (4.16)

1CBs satisfy also higher order equations obtained by means of higher Casimir invariants. We will not consider them
here, since the quadratic Casimir will be enough for us to find the CB's.
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The Casimir equation is derived by expressing eq.(4.15) in two different ways. On one hand, we can
replace in eq.(4.16) the operator Lasn with its explicit action in terms of differential operators acting on
the scalar fields inserted at the points 21 and zo: [Larn, #(2)] = Larn (2, 8)é(z). On the other hand,
we might consider the (12) OPE. Scalar operators can only exchange symmetric traceless operators, so
p = 0 in this case, and one has

o1(x1)p(x2) = Z )\¢1¢20T”1"'MO££’{).W(mz) + descendants, (4.17)
)

where T is a tensor structure factor whose explicit form will not be needed. In the latter view, we end
up having the commutator of C' with O which gives the Casimir eigenvalue

[C,09 ()] = EfO“(2) (4.18)

where
Ef:A(A—4)+€2+(2+p)(€+g) (4.19)

is the value associated to an operator in the (£ + p, /) or (¢, + p) Lorentz representations. Using then
eq.(3.3) one derives a differential equation for each CPW, for any fixed A and /.

The explicit form of the second order differential operator acting on the CPW or directly on the CB is
best derived in the 4 + 2-dimensional embedding space. The CPW of scalar correlators is parametrized
by a single conformal block Géo)(z,é). When acting on scalar operators at x; and z2, the Lorentz
generator can be written as Ly ny = L1y~ + L2 v N, where

. 0 0
Plugging eq.(4.20) in eq.(4.16), one finds after a bit of algebra the Casimir equation [9]
ab; 1 _
AFTIGE (=, 2) = SEPG (2, 2), (421)

where a and b are defined in eq.(4.8), u = zZ and v = (1 — 2)(1 — Z). The second-order differential
operator A is defined as

Al = plbe) 4 i 4 e 22 (1= 2)0, — (1-2)05) (4.22)

z—Z
in terms of the second-order holomorphic operator
D) = 22(1 — 2)9? — ((a+b+1)2* —c2)0. — abz. (4.23)

The above derivation can be generalized for CPWs entering 4-point correlators of tensor fields. As
we have seen in section 4.1, in the most general case the exchange of a given field O®9) is not
parametrized by a single CPW, but by a set of CPWs W (9, whose number depends on the number of
tensor structures defining the three-point functions (120) and (340). In order to derive the second order
differential equation satisfied by W (7) one has to properly identify the OPE coefficients A’ appearing in
the generalization of eq.(4.17) with those in eq.(3.3). This is not needed for the seed correlators (4.6)
since the CPW is unique, like in the scalar correlator. For each p, we have

CWeeed(p) = B Weed(p) (4.24)
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where C' is the explicit differential form of the Casimir operator to be determined and Ef is as in
eq.(4.19). An identical equation is satisfied by Wseed(p). Contrary to the scalar case, the single

differential equation (4.24) for W*°¢4(p) turns into a system of equations for the p + 1 CBs Ggp). Let
us see how this system of equations can be derived for any p.

The action of the Lorentz generators L; psn on tensor fields should include, in addition to the orbital
contribution (4.20), the spin part. one can label the 6D spin representations by two integers (s, 5)
which count the number of twistor indices in the 4 and 4 representations respectively (see Appendix
A for details and our conventions). The Lorentz generators acting on generic 6D fields in the (s, )
representation are then given by

(Lo )00 0 = (X 0 v — Xin0in) (651 05 ) (85 .. 8%)

ai..as; di..ds

+ i([EMN]gll 0g2..05% + [BunN]2ogh .. 0% + ) oo .8 (4.25)
+ i([ZMN]ZII(SZi--(SZZ + [Sun] 07, -0 + -->5§i--5§i; :
We can get rid of all the twistor indices by defining the index-free Lorentz generators
Livn = i(XinOiny — XinOinr) + i(SiZun0s,) + i(SiXyn0s,)- (4.26)
Given any 6D tensor O(X, S, S) , we have
[Law, Oi(Xi, Si, 8i)] = Linen Oi(Xi, S, Si) (4.27)

where Ly/y satisfy the Lorentz algebra
[Lyn, Lrs) = i(UMSi/NR +nnrLars — nurLns — UNSjJMR>- (4.28)

The explicit form of the Casimir differential operator entering eq.(4.24) is obtained by plugging eq.(4.26)
in eq.(4.16). The single equation (4.24) for the CPW turns into a system of second-order coupled
differential equations for the p+ 1 conformal blocks Ggp), e =0,...,p, since the coefficients multiplying
the p + 1 tensor structures in eq.(4.7) should vanish independently. Schematically

p p
(C=E) (Ka Yo GO, VIR (I)7) = Ka Y- CasP (G (T2 (1) =0 = Cas (@) = 0,
e=0 e=0

(4.29)
(»)

where Cas¢’ (G) are the p+1 Casimir equations, in general each one involving all conformal blocks fo).

Determining the Casimir system Casép)(G) is conceptually straightforward but technically involved. The

main complication arises from the spin part of the Lorentz generator (4.26) that generates products of
SU(2,2) invariants not present in eq.(4.7). The new invariants are linearly dependent and must be
eliminated using relations among them. See section 2.4.2 for a list of such relations. This is a lengthy
step, that however can be automatized in a computer. When redundant structures have been eliminated,
one is finally able to read from eq.(4.29) the Casimir system C’asgp)(G). Despite the complicacy of the
computation, the final system of p + 1 equations can be written into the following remarkably compact

form:

a ;C, 1 —
Cas?(G) = (Ag bece) _ ~(BP — 51;)) G®) 1 AP 25 L(ae_y) GV

2 ®) 4 B L(bes1) G%), =0, (4.30)
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where e =0,...,p,

e+1

?=3p"—(1+2e)p+2e(2+e), AL=2(p—e+1), B.= 5

(4.31)

and the coefficients E} are given in eq.(4.19). In eq.(4.30) it is understood that G(_p% = Gg_?l = 0.
(p)

An identical system of equations is satisfied by the conjugate CBs G . Interestingly enough, only
two differential operators enter into the Casimir system: the second-order operator (4.22) that already
features p = 0, with coefficients a., b. and c. given by

ac=a, be=b+(p—e), ce=p—ce, (4.32)
and the new linear operator L(u) given by

L) = —— (21— 2)0- — 20— 2)0: ) + . (4.33)

2=z

Another remarkable property of the Casimir system (4.30) is that, for each given e and p, at most three
conformal blocks mix with each other in a sort of “nearest-neighbour interaction”: G mixes only with
Gey1 and G_1. The Casimir equations at the “boundaries” C’as(()p) and C’as]g,p) involve just two blocks.
For p = 0, the second and third terms in eq.(4.30) vanish and the system trivially reduces to the single

equation (4.21).

Finding the solution of the system (4.30) is a complicated task, that we address in the next sections.

4.3 Shadow Formalism

Another method to obtain CBs in closed analytical form uses the so called shadow formalism. It was
first introduced by Ferrara, Gatto, Grillo, and Parisi [44, 45, 46, 47] and used in ref.[8] to get closed
form expressions for the scalar CBs. In this section we apply the shadow formalism, using the recent

formulation given in ref.[18], to get compact expressions for T *¢¢¢(p) and WSGEd(p) in an integral form

for any p and £.° Using these expressions, we compute the CBs GE”) and éip) for £ = 0 and generic p.

(p)

€

this method to compute G and éff) for p =1 and G for p = 2 explicitly.

We then provide a practical way to obtain G(ep) and G, for any £ in a compact form. We finally use

Despite the power of the above technique, it is computationally challenging to go beyond the p = 2

case. Moreover, as we will see, we do not have any control on the final analytic form of CBs. In light of

this, we will provide the full analytic solution for Ggp) and éff’), for any p, only in section 4.4, where we

solve directly the set of Casimir differential equations by using an educated ansatz for the solution. The

results obtained in this section are however of essential help to argue the proper ansatz. They will also
=(p)

allow us to get the correct physical asymptotic behaviour of G((ap) and G,

that will be used as boundary

conditions to solve the Casimir system of equations (4.30). Finally, the explicit computation of Gép)

and @ip) for p =1 and Gé”) for p = 2 using the shadow formalism provides an important consistency
check for the validity of the full general solution (4.112) to be found in section 4.4.

>The shadow formalism given in an index-free 6D embedding twistor space has also been used in refs.[50, 51] to compute
CBs in supersymmetric CFTs.
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4.3.1 CPW in Shadow Formalism

We start by briefly reviewing the shadow formalism along the lines of ref.[18], where the reader can

find more details. The CPW associated to the exchange of a given operator O, with spin (£,£) in a
correlator of four operators O,,(X,,), n = 1,2,3,4 (in embedding space and twistor language) is given
by

W) (x;) = y/d4X0(01(X1)02(X2)OT(X0,S, )i T 4, 4(0p(Xo, T, T)O3(X3)04( X)), o

[0](20)
(4.34)
where v is a normalization factor, the projector gluing two 3-point functions is given by
o e S P - 7
T, = (95X001)(95X0 8 1), (4.35)
and 5r is the shadow operator
~ _ 1 _
_ 4 _
0,(X, S, §) = / Y a0 Y TS). (4.36)

In eq.(4.34) we have omitted for simplicity the dependence of O,, on their auxiliary twistors S, S,, and
the subscripts ¢ and j in (01020,) and (O,030,) denote the three point functions stripped of their
OPE coefficients:

<010203> = Z )\2)10203 <010203>1’ . (4.37)

The integral in eq.(4.34) would actually determine the CPW associated to the operator O,.(X, S, S)
plus its unwanted shadow counterpart, that corresponds to the exchange of a similar operator but
with the scaling dimension A — 4 — A. The two contributions can be distinguished by their different
behaviour under the monodromy transformation X1» — e*™Xi5. In particular, the physical CPW
should transform with the phase ¢2m(A-A1-Az2) independently of the Lorentz quantum numbers of the
external and exchanged operators. This projection on the correct monodromy component explains the
subscript M in the bar at the end of eq.(4.34).

We use eq.(4.34) to get an integral form of W*¢¢4(p) and Wseed(p) in eq.(4.7). The explicit expressions
of the needed 3-point functions are given by

(@1(X1) Fo(X2) 0P (Xo)) = Ks(r1, 72, 7) 5 J6 15

—(l+p,l
(@1(X1) Fa(X2)0 T (X0)) = Ka(r1, 72, T KD 00T 15 (4.38)
where
7'3—7'1—7‘2 7‘2—7‘1—7’3 71—7'2—7'3

/Cg(Tl,TQ,Tg):X12 2 X13 2 X23 ? s (4-39)

is a kinematic factor and

X — — X _ _ 1 - _

Kijn = 8 XiSk, Kijk= P 5iXiSk, Jigk= ——SiX;XpS;  (4.40)

Xij Xik Xij Xik X;

are SU(2,2) invariants for three-point functions. The “shadow” 3-point function counterparts are given
by

(04D (X0) B3 (X3) Fa(X4)) o <0W+p)(Xo)¢3(X3)F4(X4)>‘ =K K% 0476 34,

)
A—4-A A—4—A
~(l+p,l) _ _ _

O (Xo)@y(Xs) Fa(X0)) ox (0T (Xo)s(Xe) Fa(X))| = K|

= e Jgt.,.
Amsd—A 4070,34

A—4—A
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Using the above relations, after a bit of algebra, one can write

Wseed(p) _ v /D4X -/\[Z( ) ’ (4.41)
Xa12+2Xa34+ 2 XQfIJrQX()MJr 2 Xa s+ ngﬁ M=1
—=seed v N[
W (p) - ai2+—5— +p aza+% /D4X0 aoi+42 L aga+% ( ()103+ aoa+—5— +p M=1" (4'42)
Xy 2 Xgy 7 Xo1 X02 *Xozw *Xog -
where
A N _Aitdy A
aplr = 9 4 a, ap2 9 4 a, a12 = B 97
_4-A p 4—A p A3+ Ay 4-A
aos 5 + 1 + b, agq = 5 1 b, as4 = 5 5 (4.43)
and
Ne(p) = (§52)p(§X2X1S)Zﬁz,up(54X3T)p(TX4X3T)€, (4.44)
Nop) = (548 (5X3X48) T 11y (S X TP(T X1 XoT)'. (4.45)

We will not need to determine the normalization factors v and 7 in eqgs.(4.41) and (4.42). Notice
that the correct behaviour of the seed CPWs under X195 — e*™ X5 is saturated by the factor Xio
multiplying the integrals in eqs.(4.41) and (4.42). Hence the latter should be projected to their trivial
monodromy components M = 1, as indicated. Notice that eqs.(4.44) and (4.45) are related by a simple
transformation:

N(p) = PNi(p) (4.46)

13, 254

where P is the parity operator.

We can recast the expression (4.44) in a compact and convenient form using some manipulations. We
first define 3 variables

4
_ Xo02X03X34
= X15 X34 [T Xon, t = (XXX—XXX—3<—>4) R02R03R34 g 47
s 12 34}31 on 575 (K02 Xos X1 = Xo1 Xos Xog ( ) 75 (4.47)
Then we look for a relation expressing the generic Ny(p) in terms of the known A;(0):
Ny(0) = (1) (e s"2C)(t), (4.48)

where C} are Gegenbauer polynomials of rank p. Starting from eq.(4.44), after acting with the S and
T derivatives, one gets

No(p) = (0)2(F 5X0 8 7)+7 ((Ssz)p(&xg:ﬁ)p(sﬁ:ﬁ)@) , (4.49)

where we have defined Q4 = (X2X1X0X3X4)a . In order to relate Ay(p) above to Neip(0) in
eq.(4.48), we look for an operator D satisfying

DP (8 5X0 8 2)P(3QT)P = (3 5X0 8 7)+7 (88278 XTP(SOT) ) . (450)

~ _ —
We deduce that D should be bilinear in Sy and S5 and should commute with (agxﬁf). In addition
to that, it should have the correct scaling in X's and should be gauge invariant, namely it should be
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well defined on the light-cone X? =0 and preserve the conditions (2.32). It is not difficult to see that
the choice D = D/(8X01Xo4), where

D= (§4XOSNSQ)88 (4.51)

X3

fulfills all the requirements. One has D(SQT) = (555)(S4X3T). Iterating it p times gives the desired
relation:

No(p) DN p(0) (4.52)

The operator D annihilates all the scalar products with the exception of Xj9, in which case we have
DX15 = I, and we define
I =Xz 132, =X I?. (4.53)

The action on the s, £, and u variables is

1 1
Ds= X, sl, Dt= —5)(;; ('L +th), Du'= §X1‘21 u Iy, (4.54)

on Gegenbauer polynomials is
DCNt) =220 (1) D, (4.55)

and vanishes on Jy2 01 and J42 30. Using recursively the identity for Gegenbauer polynomials

n
55 CA() = Ot (1) = ~CaH (0, (4.56)

we can write the following expression for Ny(p):
L p +1
5 —w
Nitp) 58 3 (P)urcptio o, (4.57)
w=

where (5) is the binomial coefficient and for compactness we have defined the dimensionful tensor
structures Combining together eqs.(4.41), (4.42), (4.46), (4.47) and (4.57) we can finally write

D p+1 P—W Tw
W 3 1 cPl ) IV
Seed(p) = V/ (p> w pP—w /D4 0 w é_ulj)(—u)z ! 2
W/ xpete xgmt e X0t x a0t

a +u apsa+¥ )
w=0 01 02 Xoz  ° Xgy %M=L
p+1 w TP~ W
7seed o P 1 D4 Cé_w(t) Il I2
W (p) =V p—w w 0 p—w w w p—w (458)
0 w Xil212+TXélj4+7 ng1+TXg§2+§Xg§3+§ng4+T M=1

where v/ and ' are undetermined normalization factors.

4.3.2 Seed Conformal Blocks and Their Explicit Form for / =0

The computation of the CBs G’ and @ip) starting form eq.(4.58) is a non-trivial task for generic ¢
and p, since we are not aware of a general formula for an integral that involves ijulj(t) for p # 0. For
any given £, one can however expand the Gegenbauer polynomial, in which case the CBs GSJ’) and @ép)
can be computed. In this subsection we discuss the structure of CBs for generic ¢ and compute G((ap)

and @ép) for £ = 0 and generic p.
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Recalling the definition of ¢ in eq.(4.47), one realizes that the Gegenbauer polynomials in eq.(4.58), when
expanded, do not give rise to intrinsically new integrals but just amounts to shifting the exponents in the
denominator. The tensor structures in the numerators bring p open indices in the form Xévl .. .Xév”,
which can be removed by using eq.(3.21) in ref. [18]. In this way the problem is reduced to the
computation of scalar integrals in 2h = 2(2 + p) effective dimensions, of the form:

1
" = /D2hX0 1 : (4.59)
02, 4103, <104 X0101X0202X0303X0404 M=1
where Ag1 + Age + Aos + Apgsa = 2h. The capital Ag; are used for the exponents in the denomentaor
with all possible shifts introduced by the Gegenbaur polynomials. This integral is given by

Iz(‘llz))Q,AOB,AozL x X%M_hXﬁ02+A03_hX2_4A02X?f>L4_A03_A04 X R(h) (Z, z; Aoz, Aos, A04)7 (460)
where
o\ h—1
R (2,55 Aop, Ao, Aor) = (= 5-) F(= Aoz, Avs, Aod)f (3 Aoz, Avs, o), (4.61)

f(z; Aoz, Ao, Aoa) = 2F1(Ao2 —h+1, —Aps +1; —Ags — Aoa + h+1; 2).  (4.62)
The derivative —9/0v in (z, Z) coordinates equals
0 1 < 0 0 )

ov z—12

(4.63)

In the case of ¢ = 0, all the above manipulations simplify drastically. The Gegenbauer polynomials

C’ffylj(t) vanishe for all the values w except for w = 0, leaving only one type of tensor structure: I? for

Weeed(p) and I8 for WseEd(p). This leads to a one-to-one correspondence between CBs and integrals:

- _1 (2 N-ta ] . P p
GW o XPrxS Kt Iéo:f)g,aoﬁ%,aoﬁe x (22) 72  R®*™P)(z, z; agy + 50 @03 + 5, a0t + e), (4.64)
= —e 1 (24 A _ P
G o XX Ky I((ZOQJI:; aos-+p—e, ana+ 2 < (22) 72 TR (2, %5 apy + €, a03 + p — €, 004 + 2):

We have omitted here the relative factors between different CBs. They must be restored if one wants

to check that G¥ and éﬁp) in eq.(4.64) satisfy the Casimir system (4.30). For generic ¢ the CBs are
a sum of expressions like eq.(4.64) with different shifts of the parameters Ag;, weighted by the relative
constants and powers of v (coming from the Gegenbauer polynomial). Since all these terms have p + 1

derivatives with respect to v, the highest power in 1/(z — Z) appearing in GE}’) and éép) is

( ! )mp. (4.65)

z2—z

The asymptotic behaviour of the CBs when z,z — 0 (u — 0, v — 1) for £ = 0 is easily obtained from
eq.(4.64) by noticing that R(h)(z,i; Apz, Aps, Aoa) is constant in this limit. Then we have

lim GP (22)%+§ , lim GF o (22)%_%"6. (4.66)

= e - e
z—0,z—0 z—0,z—0

By knowing that the CBs should be proportional to the factor in eq.(4.65), we can refine eq.(4.66) and
write

A, p
(22)274 _
i G o o (T A, (0.67)
) (22)7EFe 142p  21+2
lim G (27T — Zz7 TPy (4.68)
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Notice that the behavior (4.67) and (4.68) of the CBs for z,z — 0 when ¢ = 0 is not guaranteed to be
straightforwardly extended for any ¢ # 0. Indeed, we see from eq.(4.58) that for a given p, the generic
CPW is obtained when ¢ > p, in which case all terms in the sum over w are present. All the values of
£ < p should be treated separately.

4.3.3 Computing the Conformal Blocks for ¢ £ 0

A useful expression of the CBs for generic values of ¢ can be obtained using eq.(4.52) and the known
closed form of TW*¢¢(0). Recall that

see X \? [ Xog\ " G(O)(Za Z)
W) = <X13> <X14> LEAZ Sails (4.69)
Xpp? Xgy?

where @ and b are as in eq.(4.8) for p = 0 and G(%)(z, 2) are the known scalar CBs [8, 9]

G(2.2) = G2z AL ab) = (-1 (ki‘;ﬁo’<z>k%bfl<z>—<zw>>, (4.70)

z—Z 2
expressed in terms of the function®
k,g“’b5c) (z2) =2 oF1(a+p, b+ p; c+2p; 2). (4.71)

Comparing eq.(4.69) with eq.(4.58) for p = 0, one can extract the value of the shadow integral in closed
form for generic spin ¢ [18]:

I P —

ao1 } 402 Y @03 Y a04
XOl X02 XO3 X04

X14 b X24 o G(()O)(Za Z;A7£>aab)
& X5 X, XA ) (4.72)
‘)(122)(342

Using the relations (4.48) and (4.52) one can recast W*¢*?(p) and Wseed(p) in the form

1 N N,
seed D DNP 2 4 Cf-i-p( )X B Xo '
W (p) o« ———— X12 D*X ,
X gy "o g e
N1 Np
7seed DN DN e+p 4 Z—|— ( )X X
W) o ﬁ / Do XZOQ+2 e g N (4.73)
12

where D = PD|1:53.244, as follows from eq.(4.46), D = DMX(])”, D= fMXéVI . The tensor integral
is evaluated using SO(4,2) Lorentz symmetry. One writes

1 My
P, Of, (X3 Xy" =3 A 7 () (4.74)
ngﬁzXé‘?XSE:”Xa““ n ’

where n runs over all possible rank p traceless symmetric tensors 7,, which can be constructed from
X1, Xo, X3, X4 and mprn's, with arbitrary scalar coefficients A,, to be determined. Performing all
possible contractions, which do not change the monodromy of the integrals, the A,, coefficients can be

3We adopt here the notation first used in ref.[5] for this function, but notice the slight difference in the definition:
kthere o khere.
P P/2
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solved as linear combinations of the scalar block integrals I, defined in eq.(4.72), with shifted external
dimensions.

In this way, we have computed the CBs Gé”) with p = 1,2 and ég’)

We have also verified that the CBs @S) obtained from G{") using egs.(4.10) and (4.9) agree with those
arising from the direct shadow computation. There is a close connection among the CBs Gép) and @;p_)e,
for any p. More on this point in section 4.4. In all cases the CBs satisfy the Casimir system (4.30).

with p = 1 for general A, ¢, a,b.

As mentioned at the end of subsection 4.3.2, the asymptotic behaviour of the CBs for z, Z — 0 depends
on whether £ > p or not. For p = 1 we can expand the obtained solutions, which for £ > 1 read as

A—f 1

e S (2“6” (ze 5)) . 0>1 (4.75)
A1

lim, 0, 20 621) x %(262“3 —(z ¢ 2)) , £>1, (4.76)

while for ¢ = 0 they match eqs.(4.67) and (4.68). The above relations, together with eqgs.(4.65), (4.67)
and (4.68), will allow us to settle the problem of the boundary values of the CBs for any value of p and

¢, that will be reported in eqgs.(4.85) and (4.89). The explicit form of G found for p = 2 using the
shadow formalism provides a further check of the whole derivation.

4.4 Solving the System of Casimir Equations

The goal of this section is to find the explicit form of the conformal blocks G and @ép) appearing in
eq.(4.7) by solving the Casimir system (4.30). In doing it we adopt and expand the methods introduced

by Dolan and Osborn in refs. [9, 49] to obtain 6D scalar conformal blocks. We will mostly focus on the
(p)

blocks Gé”), since the same analysis will apply to G,

with a few modifications that we will point out.

Before jumping into details let us outline the main logical steps of our derivation. We first find, with

the guidance of the results obtained in section 4.3, the behaviour of G and éﬁf’) in the limit 2,z — 0
in which the Casimir system (4.30) can be easily solved. Using this information and eq.(4.65), we then
write an educated ansatz for the form of the CBs. Using this ansatz, we reduce the problem of solving
a system of linear partial differential equations of second order in two variables to a system of linear
algebraic equations for the unknown coefficients entering the ansatz. Then we show that the non-zero
coefficients in the ansatz admit a geometric interpretation. They form a two-dimensional lattice with
an octagon shape structure. This interpretation allows us to precisely predict which coefficients enter
in our ansatz for any value of p. Finally, we show that the linear algebraic system admits a recursive
solution and we discuss the complexity of deriving full solutions for higher values of p.

4.4.1 Asymptotic Behaviour

Not all solutions of the Casimir system (4.30) give rise to sensible CBs. The physical CBs are obtained

by demanding the correct boundary values for Gép) and éip). Possible boundary values are given by

—=seed

considering the OPE limit z,Z — 0 of W*¢*4(p) and W' (p). The limits of G and égp) for 2,2 — 0
could be computed by a careful analysis of tensor structures. This analysis has been partly done in

section 4.3, where we have obtained the boundary values of G((ap) and @ép) for z,Z — 0 for special
values of p and/or ¢. Luckily enough, there will be no need to extend such analysis because the form
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of the system (4.30) in the OPE limit, together with eqs.(4.67), (4.75) and (4.76), will clearly indicate

the general form of the boundary values of GS}” and éff’).

Let us then consider the form of the conformal blocks Ggp) in the limit z, Z — 0, with z — 0 taken first.

In this limit B

GO o5 N0 (4.77)
where N, A(©) and A(®) are parameters to be determined. For simplicity of notation we have omitted
their p-dependence. The differential operators (4.22) and (4.33), when acting on eq.(4.77) give, at
leading order in z and Z,

Alaebeice) _ XE N 1) + (MA@ + X)) £ XX — 1) —exl®) | (4.78)
L(i) = 2\ = 36)). (4.79)
z

Let us now focus on the specific equation C’asgp) with e = p. In the limit z,Z — 0 it reads

N®) (Y 1
Cas?(G) — N, ()\(p)()\(p) — 1D+ XPAP — 1) — (p+2)AP) — §(Ez7p _ €£)> AP @)
+2N, (AP~ — j\(p—l))ZA<P*1)+1Z;\<p—1> _0. (4.50)

For generic values of £, we have A\(¢) £ X(¢). Hence we cannot have AP~V +1 < \®) in eq.(4.80), since
this would imply that the last term dominates in the limit and IV, vanishes, in contradiction with the
initial hypothesis (4.77).

Let us first consider the case in which A=D1 > A(P)| 5o that the terms in the second row of eq.(4.80),

coming from ng’i)l, vanish. It is immediate to see that the only sensible solution for A(") and A(?) that

reproduce the known OPE limit for the p = 0 case is

NG Sk Y R (O

A+L0 p
2 4 2+

2. (4.81)

Notice that eq.(4.81) agrees with the asymptotic behaviour for the CBs G found in eq.(4.75) for

(»)

e=p=1and £ > 1. Consider now the equation Cas,"

1- For z,Z — 0 we have
Casz()?’_)l(g) — Ny <)\(p—1)()\(p—1) — 1) + AP APD 1) 4 (AED 4 2AEDY (4 2)Ae-D

1
= -

AN, o (AP=2) — X2y AR AT (4.82)

(Eup— 1)>ZA<p—1)Z;<p—1) N ng()\(p) _ X)) AP AP 1

According to eq.(4.75), we expect AP—2) = \(P—1) = \(®) \p=1 = X(P) —1 \»=2 = X(P) —2 in eq.(4.82).
In this case the last term is higher order in z and eq.(4.82) is satisfied by simply taking
Np—l o Ep

N, C2(0+p)’

(4.83)

Notice that we have tacitly assumed above that A(?) — X\(P) = —¢ does not vanish, i.e. £ 0. For £ =0,
more care is required and one should consider the first subleading term in Z in the expansion (4.77).
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The above analysis can be iteratively repeated until the last equation C’as(()p) is reached and all the

coefficients N, \(®) and A(¢) are determined. Analogously to the £ = 0 case in eq.(4.82), all the low
spin cases up to £ = p should be treated separately at some step in the iteration, as already pointed out
in subsection 4.3.2. Skipping the detailed derivation, the final values of A(®) and A\(®) are given by

A©) = A Ve=0,1,2,...
A =X (p—e), Vi=p—ep—ec+1,...
2O = 30 Ve=0,1,....p—e—1, (4.84)

where A®) and A\®) are as in eq.(4.81) and e = 0,...,p — 1. The asymptotic behaviour of the CBs in
the OPE limit is given for any ¢ and p by

A®
. (22 5@ 414 _
im G o m(z P—(z02)). (4.85)

We do not report the explicit form of the normalization factors IV, since they will be of no use in what
follows.

We still have to consider the case in which A=Y 41 = A(?) in eq.(4.80). By looking at eq.(4.76), it

is clear that this case corresponds to the asymptotic behaviour of the conjugate CBs éip). We do not

report here the similar derivation of the Casimir equations for @ip) in the OPE limit. It suffices to say
(p)

that the analysis closely follows the ones made for G¢’ starting now from the equation with e = 0. If
we denote by

GP . N, 5o (4.86)
the boundary behaviour of @ip) when z,Z — 0 (z — 0 taken first), one finds
w® =w® ¢ vl=0,1,2,...
0© = 5O Vi=p—ep—c+1,... (4.87)
o© =20 4 ¢, Ve=0,1,....p—e—1
where At A+t
o_27%*_P -5(0) — _b 4.88
w 5 7 @ 5 1 (4.88)
The asymptotic behaviour of the conjugate CBs are given for any £ and p by
fm G o G (=7 (2 7)) (4.89)
20,750 ¢ (z —z)+2p ' '

4.4.2 The Ansatz

The key ingredient of the ansatz is the function k") (2) defined in eq.(4.71), which is an eigenfunction

of the hyper-geometric like operator DQ“””C):
DLb) |lohio) () = p (p 4 ¢ — 1) ko4 (2). (4.90)
Using eq.(4.90) one can define an eigenfunction of the operator Aéa’b;c) as the product of two k's:
Fbd(z,2) = kb9 (2)kie") (2), (4.91)
Fonlod(2:2) = Fp(2,2) £ FR (2. 2). (4.92)
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These functions played an important role in ref.[9] for the derivation of an analytic closed expression
of the scalar CBs in even space-time dimensions. In our case, the situation is much more complicated,
because we have different blocks appearing in the Casimir equations. We notice, however, that the

second order operator A in each equation Cas.(gp) acts only on the block Gép), while the blocks Ggp_)l

and Ggi)l are multiplied by first order operators only. Since, as we will shortly see, first order derivatives
and factors of z and z acting on the functions F can always be expressed in terms of functions F
with shifted parameters, a reasonable ansatz for the CBs is to take each G, proportional to a sum of

functions of the kind F*25°) (2, 2) for some p1 and ps. Taking also into account eq.(4.65), found
using the shadow formalism, the form of the ansatz for the blocks G@ should be*

z 2p+1
G022 = (=) gP(z2), g0z 2) =2 nF (e (,9), (4.93)

e Y _ 7 m,mn p1+m p2+n

where c;, ,, are coefficients to be determined and the sum over the two integers m and n in eq.(4.93)
is so far unspecified and possibly infinite. Notice that all the functions F entering the sum over m and
n have the same values of a., b and c.. Matching eq.(4.93) in the limit z,zZ — 0 with eq.(4.85) allows
us to determine p; and p2, modulo a shift by an integer. We take

= 5\(17) ) P2 = A(p) - Db 15 (494)

in which case the sum over n is bounded from below by n,,;, = —p. At this value of n, we have
M (Nmin) = € — p. There is no need to discuss separately the behaviour of the blocks with ¢ < p. Their
form is still included in the ansatz (4.93) with the additional requirement that some coefficients c;;, ,,
should vanish. This condition is automatically satisfied in the final solution. In the next subsections we
will discuss the precise range of the sum over m and n and explain how the coefficients ¢ can be
determined.

mn

4.4.3 Reduction to a Linear System

The eigenfunctions f,)il (SQb C)(z, Z) have several properties that would allow us to find a solution to the

system (4.30). In order to exploit such properties, we first have to express the system (4.30) for Ggp) in
terms of the functions gép)(z,z) defined in eq.(4.93). We plug the ansatz (4.93) in eq.(4.30) and use

the following relations

(a,b;c) 2% _ 2Z \k (a,b;c) _ _ _ B ZE(Z + 2) — 22z
Al (f-z) <z—2> AL b —ete—1) = k(k—e+1) = :

L(”)<zz—zz)k - (;_Z)’“(L(M) +k Zz;i_—;;f) ’ (4.95)

(p) :

to obtain the system of Casimir equations for ge

c?;sip) (9) = Cas® g + Cas™ gii)l + Cas™ giﬁ)l =0. (4.96)

We have split each Casimir equation in terms of three differential operators Cas®, Cast, Cas™, that

(» () (p)

act on g¢’, Jer1 and g., respectively. In order to avoid cluttering, we have omitted the obvious e

“*Recall that the conformal blocks are even under z <> Z exchange, that leaves v and v unchanged.
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and p dependences of such operators. Their explicit form is as follows:

—Z\2 . 1
Cas® = (22)" (8" + L+ 2p) o= 2 ) — 3 (5] - 1))
z2—z _ z+z—2
~3p == x ((1 —2)0., — (1 — z)ag) —p(1+2p) — (4.97)
22—z z—Z z+z—2z2z 1
Ca3+ = Be — X — L(be+1) + (1 + 2]?) Be - __ T (498)
2z 2z 2z 2z
_ 3 z7—22Z
Cas_ _ Ag z _Z % (Z . Z)L((Ie—l) + (1 4 2p) A}g Z—i—Zi_ZZ (499)
2z 2z
Notice that the action of A(()ae’bﬁ;ce) in eq.(4.97) on gé”) is trivial and gives just the sum of the eigenvalues

of the f,;fg;b”)(z, Z) entering gép). It is clear from the form of the ansatz (4.93) that the system (4.96)

involves three different kinds of functions F—, with different values of a, b and ¢ (actually only b and ¢
differ, recall eq.(4.32)).

Using properties of hypergeometric functions, however, we can bring the Casimir system (4.96) into an
algebraic system involving functions f;ﬁfﬁ;ﬁ)(z, zZ) only, with different values of r and ¢, but crucially
with the same values of a., b. and c.. In order to do that, it is useful to interpret each of the terms
entering the definitions of Cas®, Cas™ and Cas™ as an operator acting on the functions F~ shifting
their parameters. Their action can be reconstructed from the more fundamental operators provided in

the appendix C. For each function F~ appearing in the ansatz (4.93), we have

—(a,b;c _ — (a,b;c _
CCLSO ‘Fplj—m, p)Q-‘rTL(Z’ Z) = Z Ag,t (mv n) ‘FplierT)‘, p2+n+t(zv Z) ’ (4100)
(7‘,1:)672()
— (a,b;c _ — (a,b+1;c+1 _
Cas™ ‘ij-m, p)2+n(z, Z) = Z A;f:t(m, n) }"plimj:r’ pj+21+t(z7 Z), (4.101)
(rt)ER+
— 1 (a,b;c _ — — (a,b—1;c—1 _
Cas fplj_m’ p)2+n(z, z) = Z A, (m,n) ]:le(rerr,pQJrLH(z, z), (4.102)
(rt)eR—

where A%, A~ and AT are coefficients that in general depend on all the parameters involved: a, b, A, ¢,
e and p but not on z and Z, namely they are just constants. For future purposes, in egs.(4.100)-(4.102)
we have only made explicit the dependence of A?, A~ and A* on the integers m and n. The sum over
(r,t) in each of the above terms runs over a given set of pairs of integers. We report in fig. 4.1 the
values of (r,t) spanned in each of the three regions Ry, R4+ and R_. We do not report the explicit
and quite lengthy expression of the coefficients Ag’t, A;ft and A, but we refer the reader again to
appendix C where we provide all the necessary relations needed to derive them. Using eqs.(4.93) and
(4.100)-(4.102), the Casimir system (4.96) can be rewritten in terms of the functions 7~ only, with the
same set of coefficients a, be and c.:°

Z ( Z A%t(m,n) Con + Z A;ft(m,n) 0767?:711 + Z A (m,n) Cf;%)-}—,;iﬁﬁf,cgzhnﬂ =0.
m,n (rt)ERo (rt)eRy (rt)eR_
(4.103)
The functions 7~ appearing in eq.(4.103) are linearly independent among each other, since they all have
a different asymptotic behaviour as z,zZ — 0. Hence the only way to satisfy eq.(4.103) is to demand

*It is understood that c;,',, = &} = 0 in eq.(4.103).
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-2 . -2 -1

Figure 4.1: Set of points in the (r,t) plane forming the regions Ry (13 points), R+ (12 points) and
R— (12 points) defined in eqgs.(4.100)-(4.102).

that terms multiplying different 7~ vanish on their own:

0 / / e + / / e+1
§ Ar,t (m -nn = t)cm’—r,n’—t + § Ar,t(m -rnn = t)cm’—r,n’—t

(rt)€Ro (rt)eR 4
+ Z A (m —ron/ =)t =0, Ym0, e=0,...p, (4.104)
(rt)eR—

where m’ = m +r, n’ = n+t. The Casimir system is then reduced to the over-determined linear
algebraic system of equations (4.104).

4.4.4 Solution of the System

In order to solve the system (4.104), we have to determine the range of values of (m,n) entering the
ansatz (4.93), that also determines the size of the linear system. Because of the results of the shadow
formalism we expect that the size of the linear system, and the range of (m,n), is finite. By rewriting
the known p = 1 and p = 2 CBs found using the shadow formalism in the form of eq.(4.93), we have
deduced the range in (m,n) of the coefficients cj, ,, for any p (a posteriori proved using the results
below). For each value of e, the non-trivial coefficients cj, ,, span a two-dimensional lattice in the
(m,n) plane. For each e, the shape of the lattice is an octagon, with p and e dependent edges. The
position and shape of the generic octagon in the (m,n) plane is depicted in fig. 4.2. One has

Nmin = — P, Nmaz = €+ Dy, Mmin = € — 2p7 Mmax = P - (4105)

For e = 0 and e = p, the octagons collapse to hexagons. The number Ny of points inside a generic

octagon is
Ny =2p(2p—e)+(1+e)Bp+1-—e) (4.106)

and correspond to the number of non-trivial coefficients ¢, ,, entering the ansatz (4.93). The total
number IV, of coefficients to be determined at level p is then

25

p

17

NpE E N;:(l—l—p) (1—1—;;0—}—?]92). (4107)
e=0
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Figure 4.2: The dimensions of the generic octagon enclosing the lattice of non-vanishing coefficients
Cin.n €Ntering the ansatz for mixed tensor CBs in eq.(4.112).

The size of the linear system grows as p>. The first values are N7 = 16, Ny = 70, N3 = 188, N4 = 395.
For illustration, we report in fig. 4.3 the explicit lattice of non-trivial coefficients cf, ,, for p = 3.

The system (4.104) is always over-determined, since it is spanned by the values (m’,n’) whose range

is bigger than the range of (m,n) € Octgp) (spanning all the coefficients to be determined) due to

the presence of (r,t) € [—2,2]. There are only N, — 1 linearly independent equations, because the
system of Casimir equations can only determine conformal blocks up to an overall factor. The most
important property of the system (4.104) is the following: while the number of equations grows with
p, the total number of coefficients cf, ,, entering any given equation in the system (4.104) does not.
This is due to the “local nearest-neighbour” nature of the interaction between the blocks, for which at
most three conformal blocks can enter the Casimir system (4.30), independently of the value of p. More
precisely, all the equations (4.104) involve from a minimum of one coefficient ¢, ,, up to a maximum
of 37 ones. Thirty seven corresponds to the total number of coefficients A, A" and A~ entering
eqs.(4.100)-(4.102), see fig.4.1. The only coefficients that enter alone in some equations are the ones

corresponding to the furthermost vertices of the hexagons, namely

0 0

CSV_p, 087212, pro, C—2p,0 . (4108)
For instance, let us take n’ = —2 — p and e = p in eq.(4.104), with m’ generic. Since Ny, = —p, a
non-vanishing term can be obtained only by taking t = —2. Considering that ¢’*! = 0 and R_ does
not include t = —2 (see fig.4.1), this equation reduces to

A8,72(m7 _p”e:p cfn,—p =0 ) vmv (4109)
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Figure 4.3:  Set of non-vanishing coefficients c;, ,, (represented as black dots) entering the ansatz for
mixed tensor CBs in eq.(4.112) for p =3 and e = 0,1,2,3. For e = 0 and e = p the octagons collapse
to hexagons.

where m/ = m, since the point in Rg with t = —2 has r = 0. This equation forces all the coefficients

Chn.—p to vanish, unless the factor A8772(m, —p) vanishes on its own. One has

A3 _y(m.m)lemp o (m 4+ p)A + (m =0 —p)l+m - Lmlp —2) + (n+p)(n + op—2).
This factor is generally non-vanishing, unless m = 0 and n = —p, in which case it vanishes for any A,
¢ and p. In this way eq.(4.109) selects cf)”_p as the only non-vanishing coefficient at level n = —p for
e = p. Notice that it is crucial that A8’72(m,n)\e:p vanishes automatically for a given pair (m,n),
otherwise either the whole set of equations would only admit the trivial solution cf, ,, = 0, or the system
would be infinite dimensional. A similar reasoning applies for the other three coefficients. One has in
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particular

A§5(0,2p)|e=p b, =0,
A9 (P, 0)]e=0 Do =0, (4.110)
Agz,o(—2p7 0)e=0 ngp,g =0,

that are automatically satisfied because the three coefficients A872, Ag,o and AQQ,O vanish when evaluated
for the specific values reported in eq.(4.110) for any A, ¢ and p.

The system (4.104) is efficiently solved by extracting a subset of N, — 1 linearly independent equations.
This can be done by fixing the values (r,t) = (r*,¢*) entering the definitions of (m/,n’). There are
4 very special subsets of the N, — 1 equations (corresponding to very specific values (r*,¢*)) which
allows us to determine the solution iteratively starting from eq.(4.104). They correspond to a solution
where one of the four coefficients (4.108) is left undetermined, in other words (7*,t*) can be set to be
(0,-2), (0,2), (2,0) or (—=2,0). For instance, if we choose ¢y = Cg,—p as the undetermined coefficient,
a recursion relation is found from eq.(4.104) by just singling out the term with t = —2 in AY and setting
(r*,t*) = (0, —2). Such a choice leads to m’ = m, n’ =n — 2, and one finally gets

—A87_2(m, n)cin,n = Z Ag,t(m -nn- 2- t)cfn—r,n—2—t
(r,t)eRo
(r)#(0,-2)
+ Z A;f:t(m —rn—2— t)cij}rmd% (4.111)
(ri)eR 4
D0 Anlm—rn=2-net
(rt)eR_

It is understood in eq.(4.111) that cj, , = O if the set (m,n) lies outside the e-octagon of coefficients.
The recursion (4.111) allows us to determine all the coefficients cj, , at a given e = ¢g and n = ng in
terms of the ones ¢y, ,, with n < ng and c7, ,, - with e > eg. Hence, starting from ¢, one can determine
all ¢f, ,, as a function of ¢o for any p. The overall normalization of the CBs is clearly irrelevant and
can be reabsorbed in a redefinition of the OPE coefficients. However, some care should be taken in the
choice of ¢ if one wants to avoid the appearance of spurious divergencies in the CBs for specific values
of £ and A. These divergencies are removed by a proper A and ¢ dependent rescaling of ¢g. From
eq.(4.104) one can easily write the three other relations similar to eq.(4.111) to determine recursively

e ; 0 0
Crn Starting from o, ¢ 0or ¢y .

We can finally write down the full analytic solution for the CBs GE}’):

Z \2p+1 .
G0 (z2) = (=) &, o (acbeice) ) 4.112
e ( ) y— 3 Z m,n A+§+g+m, A7§+% 7(p+1)+n( ) ( )

(m,n)EOctép)

where ¢, , satisfy the recursion relation (4.111) (or any other among the four possible ones) and (m,n)
runs over the points within the e-octagon depicted in fig.4.2.

A similar analysis can be performed for the conjugate blocks @ip). We do not report here the detailed

derivation that is logically identical to the one above, but just the final solution:

=P oy ( 2z )210“ e 7 (aebeice) .
GV(z,2) = > F L 2). 4.113
e (2,%) pR— Cmn A+§—% term, A7k +6_(p+1)+n(z z) ( )

(m,n) €0ct?)

p—e
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where

Efn,n(a’ b,A,l,p) = 480%_,5< —at 27 —b— g’ A7l7p> . (4.114)

Generating the full explicit solution from eq.(4.111) can be computationally quite demanding for large
values of p. For concreteness, we only report in appendix D the explicit form of the 16 coefficients ¢y, ,

forp=1and a = —b = 1/2. The blocks Gé”) forp=1,2and ES’) for p =1 are in complete agreement
with those computed using the shadow formalism. By choosing specific values for the parameters a and
b, we also have determined the coefficients [, ,, up to p = 8, i.e. the value of p that is obtained in the

4-point function of four energy momentum tensors, see eq.(3.5).

It is important to remind the reader that the CBs Ggp) computed here are supposed to be the seed
blocks for possibly other 4-point correlation functions, whose CBs are determined by acting with given
operators on GS}’) [30]. The complexity of the form of the blocks Gé”) at high p is somehow compensated
by the fact that the operators one has to act with become simpler and simpler, the higher is p. An

example should clarify the point. Let us consider a 4-point function of spin two operators. In this case,

one has to determine conformal blocks associated to the exchange of operators O+P) (and @(up,z))
forp=0,2,4,6,8 (and any ¢). The conformal blocks associated to the traceless symmetric operators
are obtained by applying up to 8 derivative operators in several different combinations to the scalar CB
G(()O). Despite the seed block is very simple, the final blocks are given by (many) complicated sum of

derivatives of G[()O). The p = 8 CBs, instead, are essentially determined by the very complicated GéS)

(and éig)) blocks, but no significant extra complications come from the external operators. An example
of such phenomenon in a four fermion correlator is shown (though in a less significative way) in section
7.1 of ref.[30]. For any given 4-point function, after the use of the differential operators introduced in
ref. [30], there is no need to compute the coefficients cf, ,, for any a and b but only for the values of
interest. This considerably simplifies the expression of cf, ..

4.4.5 Analogy with Scalar Conformal Blocks in Even Dimensions

It is worth pointing out in more detail some similarities between the CBs Ggp) for mixed symmetry tensors

computed above and the scalar conformal blocks G4 in d > 2 even space-time dimensions (G4 = G(()O)
in our previous notation). The quadratic Casimir equation for scalar CBs in any number of dimensions

IS

a,b; _ 1 _
AL Go(z,2) = SEe(d)Galz,2), (4.115)
where
Ey(d) = A(A —d) + 60+ d — 2) (4.116)

is the quadratic Casimir eigenvalue for traceless symmetric tensors. The explicit analytical form of
scalar blocks in d = 2,4,6 dimensions has been found in refs.[3, 9]. The same authors also found a
relation between scalar blocks in any even space-time dimensionality, eq.(5.4) of ref.[9] (see also the
more elegant eq.(4.36) of ref.[49]), that allows us to iteratively determine G4 for any d, starting from
G2. The d =4 and d = 6 solutions found in ref.[9] have the form

2Z

Ga(z,z) = (

2

d—3 _ _ — (a,b;0 _
=) =9, 6(2:2) = Y wmnFafi ) siaa, (2:) (4.117)
m,n

where a and b are as in eq.(4.8) with p = 0 and x,, ,, are coefficients that in general depend on A,l,a
and b. In d = 4 there is only one non-vanishing coefficient centered at (m,n) = (0,0), while in d =6
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Figure 4.4: The dimensions of the generic slanted square enclosing the lattice of non-vanishing coeffi-
cients z,, , entering the ansatz for scalar symmetric CBs in eq.(4.117).

there are five of them. They are at (m,n) = (0,—1), (—1,0), (0,0), (1,0) and (0,1). These five points
form a slanted square in the (m,n) plane, centered at the origin. The explicit form of the coefficients
Ty is known, but it will not be needed in what follows.® It is natural to expect that eq.(4.117) should
apply for any even d > 4, with a number of non-vanishing coefficients that increases with d.” This is
not difficult to prove. From the first relation in eq.(4.95) we can get the form of the Casimir equation
for the function g4(z, Z) defined in eq.(4.117), that can be written as

(2 DA 4620~ E(@)ga= (@~ (0 -2~ (1 - 20:)gs.  (4118)

zZ oz
Using the techniques explained in subsection 4.4.3 and the results of appendix C, it is now straightforward

to identify which is the range of (m,n) of the non-vanishing coefficients x,, ,, for any d (see fig.4.4).®
In d dimensions, the minimum and maximum values of m and n are given by

4—-d d—4 4—d d—4

Nmin = 9 Nmaxr = 9 Mumin = 2 sy Mumaz = T . (4119)

The number ]\Nfd of coefficients z,, ,, entering the ansatz (4.117) for scalar blocks in d even space-time
dimensions is easily computed by counting the number of lattice points enclosed in the slanted square.

We have P
Nd:?—3d+5. (4.120)

®En passant, notice that there is a typo in eq.(2.20) of ref.[9] where the block G is reported. In the denominator
appearing in the last row of that equation, one should replace (A + ¢ —4)(A+£—6) = (A — £ —4)(A —£—6).

"See also ref.[52], where similar considerations were conjectured.

8 Alternatively, one might use eq.(4.36) of ref.[49] to compute G4 and then recast it in the form (4.117).
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For large d, Ny o d2? and matches the behavior of N” o p? for large p in eq.(4.106).

In light of the above analogy between scalar CBs G4 in even d dimensions and mixed tensor CBs Gé”) in

four dimensions, it would be interesting to investigate whether there exist a set of differential operators
that links the blocks G (or G¥™)) to the blocks G, in analogy to the operator (4.35) of ref.[40]

relating G442 to G4. It would be very useful to find, in this or some other way, a more compact

expression for the blocks Ggp).

Let us finally emphasize a technical, but relevant, point where the analogy between G4 in d dimensions
and G(ep) in 4 dimensions does not hold. A careful reader might have noticed that in the Casimir equation
for g4 the term proportional to (z + Z) — 2, namely the third term in the r.h.s. of the first equation in
eq.(4.95), automatically vanishes. Indeed, if we did not know the power d — 3 in the ansatz (4.117), we
could have guessed it by demanding that term to vanish. On the contrary, no such simple guess seems
to be possible for the power 2p + 1 entering Gép), given also the appearance of the operator L defined
in eq.(4.95). As discussed, we have fixed the power 2p + 1 by means of the shadow formalism.



5. Application: Analytic Bootstrap

The analytic exploration of the bootstrap equations in one of the most notable directions of developments
of the bootstrap program. The underlying idea is to take a kinematic limit in which the crossing
equations simplify enough to be solved analytically, because they admit a perturbative expansion in
small parameter.

It was shown in [53, 54] that crossing equations in the light-cone limit admit a large-spin expansion.
The light-cone limit mentioned here amounts to taking u — 0 while v is fixed. From the definition
of crossing ratios, this limit is equivalent to x%Q — 0 in Lorentzian signature, i.e xo approaches the
the light-cone of x; (and not necessarily zo — 1, see fig. 5.1). In [53, 54] it was proved that if a
CFT spectrum contains two scalar primary operators ®; and ®5 with scaling dimensions A; and Ao,
crossing symmetry requires the existence of infinite towers of operator with increasing spin £ whose twist
T =A —/{ goes as A} + Ay + 2n+ O (1/¢), for each non-negative integer n. These operators can be
written schematically as

10,1 - .. 0 (0%)"Po. (5.1)

These operators are usually called double-twist operators. Of course operators like (5.1) do not make
sense in a strongly coupled theory, however the results of [53, 54] say that they do in large spin limit.
We will follow [55] and denote the family of large-spin operators whose twist ~ A; + Ay + 2n as

[D1Ds)), -

The dimensions and OPE coefficients of [®®P3],, are computable as an asymptotic expansion in 1/spin.
Analytically, [53, 54, 56, 57, 58, 59, 60, 61, 62] computed anomalous dimensions and OPE coefficients of
high-spin operators starting in terms of low-twist primaries exchanged in a scalar four point correlator.
The results matched AdS observables such as binding energies [53, , , 25] and Eikonal phases

[64, 65, 66].

In this work instead, we will analytically explore a scalar-fermion correlator using the knowledge of
spinning conformal blocks in 4D to write the bootstrap equations and solve them in the light-cone limit;
we uncover a picture similar to the scalar case [53, 54], i.e. double-twist operators whose dimensions
and OPE coefficients we compute as an asymptotic expansion in 1/spin. In d = 4 we define the twist
7 of an operator in the rep (¢, /) as

0 >1 (= (=
r=a- T nitary crT {72 Oor =0 (5.2)
2 T>2 otherwise

To a leading order, double-twist operators resemble a generalized free theory (GFT), indicating that
interactions in the corresponding AdSs falls for large impact parameter [53].

The picture here also differs from the scalar simple case, operators exchanged in different OPE channels
can belong to one of three classes of representations of the Lorentz group SO(1,3). These are bosonic
operators of the rep (¢, ¢), fermionic operators in the reps (1 + ¢,¢) and (¢,1 + ¢). Each of these classes
will contribute in the light-cone limit. The main results of this chapter are the corrections to OPE
coefficients (5.51) (and (5.54)) and corrections to the twist, referred to as anomalous dimensions, in

68
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Figure 5.1: Lght-Cone Limit I: On z,Z plane we use the conformal symmetry to fix the points to the
configuration z; at (0,0), x2 at (2,%) , x3 at (1,1) and send x4 to oo . In the light-cone limit z — 0
T9 is approaching the light cone of z7.

(5.50) (and (5.53)) corresponding to the existence of a bosonic (and fermionic) operator with low twist
in the spectrum of CFT.

Some tensor correlators have been explored in the light-cone limit, correlators involving conserved spin-1
current and spin-2 stress-energy tensor were used to prove the conformal collider bounds, first proposed
in [67], from CFT first principles [25, 26, 27].

The layout of the chapter is as follows: we will start by reviewing the scalar case in section 5.1 to show
how the computation works in a simpler instance, following arguments of [53]. In section 5.2 we write
the two different sets of bootstrap equations for the correlator (¢1)1¢). We solve the equations in two
light-cone limits , we first prove the existence of double-twist operators [¢1)], and then compute the
bosonic and fermionic corrections to their OPE coefficients and scaling dimensions. We calculate in
appendix E the OPE coefficients of double-twist operators in a GFT.

5.1 Review of Scalar Correlator Case

We will consider four point function of identical scalars ® with scaling dimension Ag in 4 dimensions
for simplicity

(D (1) (1) B (5 B(4)) = (3%)1 (5.3)

where g is an arbitrary function for now, but using OPE it can be written as a sum of conformal blocks.
The crossing equation

(22) 72> " Aoy fae(z2) = (1 - 2)1—=2) 72> Naeoy*far(l—21-3),  (54)
o o

where O runs over primary operators in the ® x & OPE and A, ¢ are the dimension and spin of 0. Note
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that in this case O are even spin primary tensors. The functions fa ¢(z,%) are the p = 0 conformal
blocks defined in eq. (4.70)

_ 0), -
fae(z7) = G (2, D)lamso (5.5)
The light cone limit is given by z < 1 —Z = € < 1 (equivalent to v — 0 with « < v ) . In this limit,
the functions in the left-hand side of (5.4) behaves as follows, taking into account that ¢ is even:

farlz2) =272 (K990 - 0 + 0(2) . (5.6)

where the k:‘p“b;c(x) function (4.71) is basically a hypergeometric function. It is clear that the left-hand
side of (5.4) is dominated by operators of minimum twist, these are lead by the unit operator 7nit = 0.
Next leading terms will come operators which satisfy unitarity bounds

T>1 £=0.

) (5.7)
T>2 otherwise

T=A—/{, inunitary CFT {
Meanwhile a conformal block on the right-hand side of (5.4) can be replaced by it expansion for small
e=1—-7%2

Jar(l =21 =2) = 53 F( KO0, (1 - 2) + O (7/2),

/244 (5 8)
= 1 T T :
fT(G) = 1—e¢ 2F1(§ — ]., 5 — 1,7'— 2,6).
Hence the bootstrap eq. (5.4) in the light-cone limit
2A(L— )T = B S A a0y 2 Frle) kg’gie(l —2), (5.9)
(@

where we have isolated the contribution of the unit operator in the left-hand side, which is a power-law
divergence in z. However, individual terms on the right-hand side are analytic in z up to a logarithm
In z

abicrq 2) = F(a +b+ 2p) > (_p)m(a + ,O)n(b + p)n Zm—l—n
ko= 2) = S T+ p) méo ml(n!)? (5.10)

(2¢(n+1)—¢(a+n+p)—¢(b+n+p) —ln(z)),

the notation used here (z), =T (z 4+ n) /T (x) is the Pocchamer symbol and ¢ (y) = I''(y)/T (y) is the
digamma function.

The resolution of this dilemma is that the sum over O, which is a double sum over 7 and ¢, does not
converge uniformly around z = 0. The sum over 7 is actually convergent, but the sum over ¢ diverge
for z < 0. To understand the convergence of the blocks we only need to see how they behave for large

7 or large . In large 7 limit with |z|, |¢] < 1, the blocks are suppressed by powers €"/2. This means
that the sum over 7 will converge for small z and e.
Instead, in the large ¢ limit?
) 22€+T+c€% 1 2c+2€+7—71
abierq _ -2) ~ —20\/z
ReY(1 - 2) i Koy o(203/2) + O (e 2) pe Tl (5.11)

1One can get this approximation by writing the hypergeometric function in the integral form, expanding in powers of
1/£ while z¢% ~ 1. It was proved in [53] that the region z£> ~ 1 gives the greater contribution.
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where K, (z) is the modified Bessel function. Note that for Re(y/z) > 0 there is an exponential
suppression, but for Re(1/z) < 0 the block diverge as ¢ — oo. Hence the sum over £ in the right-hand
side of (5.9) converges at large ¢ for positive real \/z, and so we will define it by analytic continuation
elsewhere in the complex z plane. Crucially, the analytic continuation of the sum contains the power law
divergence in z that is not exhibited by any of the individual terms in the sum. The terms in the sum
over large ¢ which reproduce z=?® should also have 7 — Ag since the leading term on the left-hand
side in independent of €. These are the double-twist operators [®P] .

5.1.1 Existence of [0?],

The sum over ¢ of families [®®],, reproduce the =% divergence. To see that, first we assume the
dependence of the OPE coefficients on 7 and ¢ factorizes for £ > 1

Naa @), = a(m)2720% + O(¢* ), (5.12)

for some unknown power X and function ¢. The the sum in the right-hand side of (5.9) will contain
the sum over spin of the [®®], family of operators

: : 20g) f-
Z |)‘(<I><I>O)’2 fQAq) (6) k&ggz(l _ Z) ~ p( <I>) f2Ac1>(6) Z 22A¢€X+%K0(2€\/5)7 (513)

N
Oe[®P]p r>1

where we used the approximation (5.11). Next we approximate the sum over ¢ as an integral and make

use of the formula
> 1 1 —
/ d:cxaKg(x):T‘lF( +‘;+ﬁ)r< “; B), (5.14)
0

Since the sum admit only even spin, we have to divide the integral by 2 ,so that >, — %fdﬁ . We get
the right divergence z~2* provided that the OPE coefficients behave at large ¢ as:

3
2 Vil 20—

Considering higher orders in € one needs the contribution of operators families [®®],,, for all positive
integers n, to match the identity contribution to in the bootstrap equation (5.9). The OPE coefficients
can be computed to be

Awafoay,|* = lim PEFT +O(22073), (5.16)

where PSET are the OPE coefficients of double-twist operators [®®], in a generalized free theory
(GFT). A GFT (also called mean field theory) is dual to a free theory on AdS. It is a theory in which
any correlator is given as a sum over the 2-pt function contractions:

1 1 1

R o = Graga Wty Wl

(5.17)

and double-twist operators [®®],, are the only primary operators that appear in the OPE ® x ®.
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5.1.2 Corrections to Dimensions and OPE Coefficients

We can determine the anomalous dimensions of double-twist operators by matching additional terms on
the left-hand side of (5.4). Let O,, be be the smallest-twist operator in the & x & OPE that is not the
unit operator. It can be a low-dimension scalar or the conserved stress energy tensor O,, = T},,. Oy,
contributes a power law divergence in z to the crossing equation

T

- - 2277 0,00
ZTAR(1 — )R 4 M(@@Om)‘Qm krm/2+ﬁm(1 —€)+...

Tm

22 78 D1, 4 20,)
(1 —e)Ae ['(1,,/2 + £)2

=B Z Mooy |2 f-(€) kf’/oﬁig(l - z),
0

=272 (1= 7 + |Ngso,,)

(201) - 2¢ (%m b)) —In()) + ...

(5.18)
where we have used the first term of (5.10). The divergence z 2" ~2% is reproduced on the right-hand

side by the sum over [®®], with corrections to scaling dimensions and OPE coefficients that goes as
1/0mm

5P\ ..
N@a @a))|* = <1+ 0) lim O%FT. (5.19)

] 1500

To match the In(e) term in (5.18), we can take
Tloo), = 280 +70(). (5.20)

and calculate

2 [MNaoo.) ’T(A¢)*T (26m + Tm)

Yo(f) = —-
O T (B = %)L (o + %)

 0Po() = 70(0) ( (tm + %’”) +7+m(2)) (521)

Again comparing higher order in € will allow us to compute similar corrections for [®®],, for n > 0.

Note that [\(aq [¢¢>]n>|2 calculated here is an asymptotic density of OPE coefficients at large spin. From
the argument used here it's not clear how this density is distributed, it could be distributed evenly with
one operator at each spin, or one operator every other spin or another way.

Assuming that there is only one operator of the family [®®],, at each spin, crossing symmetry had
allowed us to the compute their scaling dimensions and OPE coefficients as an asymptotic expansion 1/
spin [56] This assumption has been confirmed in explicit examples, for instance in the three-dimensional
Ising model, where the resulting expansion appears to remain accurate all the way down to spin two
[59, 60, 55]. Recently, [68, 69, 70, 71] have developed an inversion formula to extract CFT data from
4-point correlators, in the light-cone limit this formula gives an exact analytic result confirming the
previous assumptions and providing a new promising method to solve bootstrap equations.

5.2 The Scalar-Fermion Bootstrap Equations

Let ¢ be a primary scalar with scaling dimension Ay, ¥ a spin 1/2 Weyl fermion in the rep (1,0) with
scaling dimension A, and ¢ = ¥ transform in the rep (0,1) . We are going to study the 4-point
correlator



Section 5.2. The Scalar-Fermion Bootstrap Equations Page 73

(P(x1) (22, 82)P(23)1p (24, 54)) (5.22)

in the light-cone limits, where one operator approaches the light-cone of another. Let's first set the
notation we are going to use in this section.

5.2.1 Notations

There are three ways to take OPE in the correlator (5.22): s—channel ¢(x1) X ¥(z2,s2) , t—channel
é(x1) x (24, 54) and u—channel ¢(x1) x ¢(x3).

The operators that appears in these OPE's belong to one of three Lorentz reps: bosonic symmetric
traceless tensors (¢, ¢) and fermionic rep (¢ + 1,¢) and (¢,1 + ¢), where £ is a non-negative integer. To
make it easier to differentiate between these different families of operators in the following discussion
we will refer to them with different letters

O(Ae) in the rep (¢,4),
AD intherep (4,04 1), (5.23)
B(Aé) inthe rep (£ +1,¢),

the subscript A is the scaling dimension of the respective operator. Note that the reps (¢,¢+ 1) is the
complex conjugate of (£ + 1,¢) and vice versa. So A = A transform as a B operator, while B = Bf
transform as an A operator.

In the absence of global symmetries (charges) all the bosonic operators are hermitian
A ot ¢
oy = (0f) =oY. (5.24)

The Correlation Function 5.22 can be written in terms of two tensor structures

1

(D@19 (w2, 52)b(3) (w4, 54)) = Y g7 (2,2) T, (5.25)

1=0

where the tensor structures are defined as

Ayp—Be

0 ~49 1 £42 R A
T = K4 I35 , T'=K41 , Ky=(afp23y) 2 52 . (5.26)

Poincaré Poincaré 1‘%4

132, T4} are 4 point tensor structures where defined in section 2.3 and K4 is the kinematic factor.

5.2.2 The OPE Decompositions

Note that the correlator (5.25) is exactly the p = 1 seed correlator in section 4. 4.1, therefor the CPW
that appear in the s—channel (and in t—channel) are the seed CPW 1/°°¢4(1) and Wseed(l) computed

there. In the u— channel expansion the operators exchanged are O(Ae), so the CPW are related by
differential operators to 1¥°%¢¢(0). Here we will change the notation slightly compared to chapter 4 .
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The s—channel decomposition is given by

—seed

_ seed
(P AW (. Asp) + P W <¢ws><§¢@>)’ (5.27)

(1) Y(wa, 52) Blas) Plza,50)) = 3

A.B

WE;Z%><E¢E) and W?Z?A><Z¢¥) are W=ed(p = 1) and Wseed(p = 1) computed in chapter 4 , with
the right replacement of parameters that depend on external operators. We have also introduced the

subscript to clearly indicate what operator is exchanged. We have also defined the OPE coefficients

where Af 1, 7,) is the OPE coefficient that appears in the 3-point function (f1f2fs). The 3-point
functions involving the coefficients (5.28) are defined in the section 2.9 and they have the following
relation

Noway = Mgy Nows) = ~NBap)- (5.29)
or equivalently
Pa=gual’s Ps=—us | (5.30)
and P4 is a positive real number while P is negative real number.
The t— channel expansion is similar to the s—channel up to exchanging z; < x3
. ———— !
(¢(21) (w2, 52) P(23) (24, 54)) = Z <PAW?Z?A)(X¢E) + Pg W;%)(@@) (5.31)
A,B 1453

In the u—channel expansion symmetric traceless operators O appear. Their CPWs are related to
Wsee‘i(p = 0) by differential operators as explained in chapter 3

| | | 1 2
(B(21) (@2, 52) 9(3) Y(@a,50)) = DY Mawo) Ny PIW soy00 e (5.32)
0 a=1 263
Let's explain how to arrive to this form (5.32): Wf;;%><o¢,¢,> is T/seed(p = 0) with subscript that to

external and exchanged operator. ¢’ is a scalar. The CPW Wseed(p = 0) is computed for O appearing in
the correlator s—channel, because of this we have to take 2 <+ 3. The differential operators D, act on
the points 3 and 4, they relate the correlator (O)) to (O¢'¢'). The former correlator has two tensor
structures, hence the index a = 1, 2. Using the techniques of chapter 3, we find that [¢/] = Ay + % and
the differential operators to be

D§4 = 143 3
4N — (0 + A)? 43
40(A —1) 40(1 — A)

(5.33)

DI, = VasDsaDas X3!,
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where £, A are the spin and dimension of the exchanged operator O.

We will define

Poa = )\<¢¢O>)\?O¢E> (534)

One of the operators O exchanged in this channel is the unit operator, its contribution is just a product
of 2-point correlators

I ! 1
(p(w1) Y (22, 52) P(23) (24, 54)) =

—1 I42|Poincaré L — —1 Tl
(23520 (3,) 20+ (27) 72 (Aot bu) 5

+... (5.39)

Conformal Partial Waves (CPW): Each one of the CPW in s—, t— and u—channels can be expanded
in the basis (T, T!) of the correlation function 5.25. So when we equate any two of the three crossing
channels we get two equations, one for each of the linearly independent tensor structure T,

d
W ou5) Bsv) Z Ge! (5.36)
seed o (1) _ . e
W<¢w6><6¢¢>‘m3 B ZO Ge'(1=21=72)(T1e3) (5.37)

where G(p) are the seed conformal blocks which were computed in chapter 4 , under permutation

zliss =1 — 2z and Z|153 = 1 —Z. The CPW W?:isAquﬁw have similar expansion in terms of Gép)

seed blocks. The tensor structures defined in (5.26) have the following properties under permutation

1 1
Bythyts Bptlyts

U= (o) @™ Thes(gaay) T 69)

Meanwhile u—channel CPW can be written

1
a 1 1 na ~ e
Wi sopoum = W)z 8o avta) 296 (0, 90) fae(w, @) T, (5.39)
where
1 _ 1 _
W=-—=7zlas3, @=-=7Zws3, (5.40)
z z

and fa ¢ is the seed scalar block defined in (5.5).

5.2.3 The Bootstrap Equations

Here we investigate two sets of bootstrap equations :



Section 5.3. Analytic Analysis of Bootstrap Equations Page 76

the u — t equations

I I 1 | I I I 1
(p(x1) P(wa, 52) P(23) (24, 54)) = (P(21) P(2, 52) P(w3) (24, 54)) (5.41)
and the s — t equations
(B(w1) (aa, s2) Do) V(aa, 52)) = (B(w1) (aa, s2) des) V(. 52)) (5.42)

5.3 Analytic Analysis of Bootstrap Equations

In this section we will analyze the bootstrap equations (5.41) and (5.42) in the respective light-cone
limit. These limits will be w < 1 —® < 1 for u — ¢ bootstrap eq. (5.41) and z < 1 —Z < 1 for the
s —t bootstrap eq. (5.42). If the scalar case is an indication, we would expect to prove the existence of
double-twist operators [¢)],, in the large spin tail of the spectrum of the CFT. Our analysis will prove
this picture, double-twist operators are required to produce the contribution of low-twist operators in
the crossed channel. It then possible to compute the anomalous dimensions and OPE coefficients of
the double-twist operators as asymptotic expansions in 1/spin.

In this case double-twist operators belong to two families: A in rep (¢,£+1) and B in the rep (£ +1,¢).
Because of the light-cone limits we study these operators dominate the t—channel expansion. At leading
order of 1/¢ they resemble GFT operators and reproduce the unit operator in the u—channel. At
subleading order of 1// they also reproduce low-twist bosonic operators in the u—channel and low-twist
fermionic oprators in the s—channel.

1
TA = A(Z) + Azﬁ - 5 +2n + PYA(& 7’L), PYA(gan) = 75)4(67 n) + '7,{\(67 n) (5 43)

1
™ = Aqﬁ + A¢ + 5 +2n + ’78(& n)a 75(&”) = 7%(& TL) +'}/{g(£, n),

where we differentiate the anomalous dimensions ~y according to their source, they can result from
low-twist bosonic operator ~y, (sec 5.3.1) or a low-twist fermionic operator v (sec 5.3.2). We make a
similar distinction for the corrections of OPE coefficients

Py = lim PGFT(n,0) + 6Py, 6Py = 6P + 6P, (5.44)
—00

Ps = lim P§TT(n,0) + 0Pg, 0Pg=0Ph+ 0P} (5.45)
—00

In the next two sections we go into details of these computations, which largely follows that of [53] we
reviewed in section 5.1.

5.3.1 Equations: u-t-channel

We start by analyzing the equations (5.41). The light-cone limit we will take here is w < 1 —w <« 1
which in equivalent to zo approaching the light-cone of x4 (see fig. 5.2).
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Figure 5.2: Lght-Cone Limit Il: On w,w plane we use the conformal symmetry to fix the points to the
configuration x4 at (0,0), x2 at (w,w) , x3 at (1,1) and send 1 to oo . In the light-cone limit w — 0
T9 is approaching the light cone of z4.

Within this limit the, individual terms on the sides of bootstrap equation (5.41) behaves differently,
schematically as?

RI+Y Py Gl(w,w) =Y PaGi(1-w1-2)+> PsGy'(1-w,1-w), (5.47)
Om A B

where G’ and G” is a leading term in the light cone limit, R’ is the identity contribution, where R! = 1
and R® = 0 and O,), are low-twist symmetric traceless operators exchanged in the u—channel. Here we
just indicate the leading behaviour

G ~woml? G BT 2 I, (5.48)

The LHS is dominated by power-law divergence in w coming from low-twist operators, leading by the
unit operator (71 = 0). On RHS however each term made up of hypergeometric function of 1 — w and
has at most a logarithmic divergence.

Only an infinite sum of terms in the RHS can possibly reproduce the power low divergence on the LHS.
Specifically, the sum of high spin operators with fixed twist will give a power low divergence on the
RHS. Matching also the powers of @ , we conclude that these large-spin operators should have twists,
in leading powers of 1/¢, that match those of double-twist operators in GFT (5.43).

The sum over ¢ will give rise to the leading singularity in w ( unit operator contribution the u—ch)

2To express t—channnel blocks in w, @ variables, we make use of the F function property

—(a.b.c 1 1 — —\a —(a,c—=b,c —
F abe) (1 L 5) = (=177 (ww)* F, (1 —w,1 - @) (5.46)
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provided that the OPE coefficients behave asymptotically as:

27271725 D) A —1 n A, — 3 Ap+Ay—1
Pa(n.t) ~ — V2 ( 1¢ ) ( ¥ 2)n - <€> — lim PjFT,
n! T (A¢) T (Aw + 5) (A¢ =+ Aw +n — i)n 2 {—00 (5 49)
P (n e) ~ 2_271_26_2 V21 (A¢ - l)n (AT/’ - %)n-l—l <€>A¢+Aw_2 — lim PGFT |
T T (AT (A + 1) (A + Ay +n—3) \2 oo B

matching GFT coefficients in the limit £ — oo , while n takes all non-negative integer values.

Actually the asymptotic behavior of P4 and Pg at large £ match the leading and subleading terms in
GFT coefficients expansion around ¢ — co. We can state these results by saying the theory spectrum
contains operators that looks as general free theory at high spin.

Now we solve the bootstrap equation to sub-leading order in w going beyond the identity contribution
in the u— channel to low-twist operators O,, in the OPE ¢ x ¢ (and v x 1)). Assuming there is a stress-
tensor, then 7o, < 2, in this case the Oy, contribute a power low divergence in w in the LHS of (5.47).
This divergence is again reproduced by a sum over spin of double-twist operators, with corrections to
their twists ( 7%, vb?) and OPE coefficients (0PY, 6P ). The corrections fall with increasing spin with
a rate controlled by the 7p,,, they go as {770m

2(=1)onT (10, +20o0,,) P,
on (By+3)_r0u T (75" +10,)°

2

ya(l,n) = —i L7 TOm

(Ag)_
" (n); (Aqﬁ +Ay+n-— %)z (T%m + Lo, — i)2i

i=0 Z'(A¢ - 1)i (Al/’ - %)z 7
2(—1)'onT (10,, + 2(0,,)

4

X

Ys(t,n) = —i £~ Om ¢ . (5.50)
(A9)_row (Ay +3)_rou T' (3™ +{0,)
i (n)i (Ag + Ay +n— %)z (53 + Lo, — i)y, %
i=0 il(A«ﬁ - 1)i(A¢ - %)z

2Aw—7’0m—3 1 _2A7/’_7-Om_1p2
(2A,-3) ~Om 2A,-3) )’
We also solved for 6P(n) and éP(n) for n = 0,1,2
SPA(L,0) = 74(€,0) (¢ (5= +Lo,,) —¢ (1) =In2), (5.51)

5PB(£70) = ’YB(& 0) (w (7'(92m + eom) - (1) - 1112) )

where 7p,, and {p,, are the twist and spin of O,, the minimum-twist operator exchanged in the u—
channel, (), = I'(x +n) /T (x) is the Pocchamer symbol and ¢ (y) = I'(y)/T (y) is the digamma
function.

When O,, is the stress-energy tensor. The Ward identities imply

20 (20— 3)

_ 1 i
)‘(¢¢T> T 3p2 A(Twﬂ) - 1272 )

2 e
Ny = 57" (5.52)

see appendix F for details. The anomalous dimensions (5.50) are negative Vn.
Negativity of the anomalous dimensions caused by the exchange of the stress tensor in 4 dimensional
CFT has been related to the gravity being attractive in 5 dimensional Ads [53, 54].
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5.3.2 Equations: s-t-channel

We have already proved from the ¢ — u bootstrap equations that at high spin, the spectrum of a CFT
contains a GFT-like part. We also computed the correction due to the exchange of a bosonic minimum-
twist operator. In this section, we will instead compute the correction due a fermionic minimum-twist
operator, since in both s— and t— channel fermionic operators are exchanged.

The limit we will take here is z < 1 —Z < 1. In this limit the s— channel expansion get the leading
contributions from minimum-twist fermions. Suppose a low-twist operator ¥,,,, which transform in the
rep ({y,, + 1,%y,,) and has a twist 7y, , is exchanged in the s—channel with OPE coefficient Py, ,.
The complex conjugate operator ¥,,,, which transform in the rep (¢y, ,fy, + 1), is exchanged in the
s—channel with OPE coefficient Pg 3. In a similar reasoning to the previous sections we compute the
n = 0 fermionic contribution to the anomalous dimensions

D(Ag)0(Ay + 3)T( + 20w, +Tw,)
"r(R24a, 424, - 27y, + 1))
(=1
[((2A4 — 2Ay + 27y, + 4ly,, +3))T (2 (=204 + 24y + 27y, + 4Ly, + 1))’

YA(4,0) =2 (=1)"e"m Py

(5.53)
. D(AHT(Ay + HT(1 + 20y, + Ty,
vh(£,0) = 2 (=1) T Py, ( (‘;) ( e )L Yo+ T0m) S X
(Ay = 5) T(7(28¢ + 24y — 27y, — 1))
(=1
[(3(2A4 — 2Ay + 27w, + 4ly,, + 1))T(3(—2A4 + 24y + 27y,, + 4ly,, +3))
and the correction to the OPE coefficients
1 Ay — A 3
SPA(4,0) = 5 7h(6:0) (= 20(1) —nd+y < o Se T gy, + 4)
1
+ (= (=204 + 2Ay + 27y, + 4ly,, + 1)) ),
(o2 20y : ) 550
GPL(£,0) = 5 5(¢,0) (—2001)-ma+ (5286 = 28y + 27w, +4ly,, +1))
1
+ w(z(—QAqﬁ +2Ay + 271y,, + 4y, + 3))).

3]t is not necessary that both the operator ¥,, and its complex conjugate ¥,, appear in the OPE expansion, their OPE
coefficients Py, and Pg are independent and either can be set to zero.



6. Conclusions

In this thesis we explore 4D CFT. For the larger part of ( chapter 2 - 4 ) our gaol is to provide the tools
needed to bootstrap a correlators with operators in general Lorentz rep.

We computed in chapter 2 the most general three point function occurring in a 4D CFT between bosonic
and fermionic primary fields in arbitrary representations of the Lorentz group. We have used the 6D
embedding formalism in twistor space with an index free notation, as introduced in ref.[18], to efficiently
recast the result in terms of 6D SU(2,2) invariants. The main result of the chapter is the compact 6D
formula (2.88), from which any 4D correlator can easily be extracted. The constraints arising from
conserved operators take a very simple form, see eqs.(2.107) and (2.108), and can be solved within the
formalism.

Understanding three-point functions is the first step. Next, in chapter 3, we use our knowledge of
three-point functions and introduce a set of differential operators, eqgs.(3.14), (3.15) (3.16) and (3.23),
that enables us to relate different three-point functions. In particular, three-point tensor correlators with
different tensor structures can always be related to a three-point function with a single tensor structure.

Particular attention has been devoted to the three point functions of two traceless symmetric and one
mixed tensor operator, where explicit independent bases have been provided, eqs.(3.48) and (3.51).
These results allow us to deconstruct four point tensor correlators, since we can express the CPW in
terms of a few CPW seeds. We argue that the simplest CPW seeds are those associated to the four
point functions of two scalars, one @0 and one %2 field, that have only 2§ + 1 independent tensor
structures. The argument extends beyond the traceless symmetric operators and § = p/2 can be an
integer or half integer.

In chapter 4 we do the computation of the seed conformal blocks Gﬁf’) (and éép)) associated to the

exchange of mixed symmetry bosonic and fermionic primary operators O(¢4+7) (and @(“p’ﬁ)) in the

four point functions (4.6). We have found a totally general expression for Gép) for any e, p, A, £ and

external scaling dimensions, by solving the Casimir set of differential equations, that can be written in
the compact form (4.30). The shadow formalism has been of fundamental assistance to deduce it and
also as a useful cross check for the validity of the results. The final expression for the conformal blocks
is given in eq.(4.112).

The conformal blocks are expressed in terms of coefficients cf, ,,,

that can be determined recursively,
e.g. by means of eq.(4.111). For each CB, the coefficients cj, , span a 2D octagon-shape lattice in
the (m,n) plane, with sizes that depend on p and e and increase as p increases. We have reported in
Appendix D the explicit form of ¢, ,, for the simplest case p = 1. We have not reported the cf, ,, for

higher values of p, since their number and complexity grows with p.

In chapter 5 we use the technology provided in chapter 2 - 4 to write the bootstrap equations for
(d(x1)1h (22, 52)p(23)1 (24, 34)) and solve it in the light-cone limit. We prove the existence of two
families of fermionic double-twist operators, resembling the generalized free theory (GFT) . The main
results of the chapter is anomalous dimensions (5.50) and corrections to OPE coefficients (5.51) related
to low-twist boson in the spectrum, and the corresponding (5.53) and (5.54) related to low-twist fermions

in the spectrum. In appendix E we compute the OPE coefficients of double-twist operators in a GFT.
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Appendix A. Conventions of 6D Twistor Space

We follow the conventions of Wess and Bagger [72] for the two-component spinor algebra in 4D (See in
particular Appendix A). Six dimensional vector indices are denoted by M, N, ..., with M = {u,+,—};

four dimensional vector indices are denoted by u,v,...; four-dimensional spinor indices are denoted
by dotted and undotted Greek letters, «a, f3,..., &, [3,...; six-dimensional spinor (twistor) indices are
denoted by a,b,..., with a = {«a,&}. We use capital and small letters for 6D and 4D tensors; in

particular, 6D and 4D coordinates are denoted as XM and z*, where z# = X“/X+.

The conformal group SO(4,2) is locally isomorphic to SU(2,2). The spinorial representations 44 of
S0O(4,2) are mapped to the fundamental and anti-fundamental representations of SU(2,2). Roughly
speaking, SO(4,2) spinor indices turn into SU(2,2) twistor indices. We denote by V,, and W' =
Wprg, where p is the SU(2,2) metric, twistors transforming in the fundamental and anti-fundamental
of SU(2,2), respectively:

VUV, W-SWU. (A.1)

In eq.(A.1), U and U = p U'p satisfy the condition UU = UU = 1.

The non-vanishing components of the 6D metric 7y/x and its inverse n™V in light-cone coordinates
are

. 1 _ _
N = 1" = diag(=L1,1,1), - =n-y =5, 0 =n =2 (A.2)
Six dimensional Gamma matrices T'™ are constructed by means of the 6D matrices ¥ and EM,
analogues of o and " in 4D:
0 xM
™= _ , A3
<2M 0 ) (A3)
obeying the commutation relation
{(TM TNV = opMN (A.4)

It is very useful to choose a basis for the ¥ and ¥ matrices where they are antisymmetric. This is

explicitly given by
M _ 0 ot 0 0 —2€q3 0
@)\ =, 0 )\0247 )0 0 0) [

(A.5)
=Mac 00—, —2¢? 0 (0 0
D = . B , ,
eMEWB 0 0 O 0 2, 3
where, in order, M = {u,+, —} in eq.(A.5). The 6D spinor Lorentz generators are defined as
b1 =Ncb <M cb
(), = Lmuse s, "
_ 1 _ _ :
(ZMN>ab _ Z(EMQCZ?{)—ZNGCE%I)-

. =M . S . :
Useful relations among the £ and ¥ matrices, used repeatedly in this thesis, are the following:

=Mab 1 1 — Med
by @ = — §€ab0d2%, Z% = _iﬁabcdz ¢ ,
Sab EMed = 2€abeds M = geabed, (A7)

SMS = — 2(5565 — 8265) ,
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where €1234 = 61234 = +1.
The 6D null cone is defined by
X, XH

X2=X"XNpyuy=0= X" =— e (A.8)
On the null cone we have
X1 Xo = XM XNnyy = —%Xf“Xj(ml — x2)* (21 — 72) 4, (A.9)
where 2# = X# /X are the standard 4D coordinates. We define
xfy = — fUé'Lv x?j = l‘%xu,zj . (A.10)
Twistor space-coordinates are defined as
Xop = XuZM = — X, XV =x, 2V = X", (A.11)

A very useful relation is

=N cb <=M cb

_ 1
MEND _ ~ X Xn(SMEV? 4 e NFMD) = x ), XM 6h = X258, (A12)

<cb
X, X" = Xy XyeM =5
and similarly, suppressing twistorial indices, XX = X2. One also has
b b <bd <bd
X1 acXy +X20eX] =X Xoda + Xy X1de = 2X1 - Xo 0. (A.13)

In the basis defined by eq.(A.5), we have

Xoa’y = _X+6a'y Xa'y =—-X"ev
Y= X, 0" P X = — X, Bt
B ¢ Ry = AT (A.14)
X = Xﬂgwﬁ%,7 3"1 = Xuedgguﬁw
XY = X~V Xay = Xteas

The 4D spinors are embedded as follows in the 6D chiral spinors (twistors):

v, = (ﬁg) R (jé’:) . (A.15)

In order to avoid a proliferation of spinor indices, we define

(ote)l = agﬂ-eg"". (A.16)

Notice that in writing eq.(A.16) we have used the usual convention of matrix multiplication. A similar
comment applies for other similar expressions involving a#, o* and a*”.



Appendix B. Spinor and Vector Notation for 4D
Tensor Fields

We usually write bosonic fields transforming in the lowest representations of the Lorentz group in vector
notation: A, T}, etc. With the notable exception of symmetric traceless tensors of the form T(,,, ),
the vector notatlon becomes awkward for higher spin. On the contrary, by using the isomorphism
between SO(3,1) and SL(2,C), a generic irreducible representation of the Lorentz group is defined by
two integers (I,1). The matrix o/ provides the link between the vector and spinor representations of
fields. Given a reducible bosonic tensor field t,,,. ,,, or fermionic spinor-tensor fields ¥o ;... wm

we have

w1 B M B BBy Br1Br Brn-18
(o e)al o (otre) s Pl i, = E ton. oy €arsranyn - - - Can_tan€ T2 L ePnT1En
ll

H1 /31 1% /3 Bz’ Bz’ [3 —1/3
(U 6)041 s (J ne)a:dj”/ul..-,un § wvoq i €oprogyg - Cap 10, € PITIRZ Lo e (B.l)
11 Bl Mn ﬂn E ’Yﬁl BZ 18[ 2 18 716”
(U 6)041 cee (U )a" Wl fbn — 11}041 al 6al+1041+2 6Oén—loénE + T2 )

where the sum over [, [ runs over even or odd integers, for even or odd n, respectively. Taking symmetric
and antisymmetric combinations in the undotted and dotted indices of the r.h.s. of eq.(B.1) allows us to
find the explicit relations between the different field components in vector and spinor notations. Inverse
relations are obtained by multiplying eq.(B.1) by powers of (eo*):

__o—n o (67 ﬁl Bl 57 B’ ﬁ 715‘
Cutoopin = 2 E (e0uy) e (eou,) g ton lo€aryiasn - - - €an_ran€ TIIH2 L €Pnm1Pn

- Br..Br 3 1 Br 3n—108n
77/)"(#1..‘#71, =27" 2(60#1 )0;;1 R <€U#n) Bn 7&1 lazﬁaz+1az+2 v Eoznfmznf/BH'IBZ+2 ce1P ) (B.2)

e __o—n aq ’Yﬁl /81 Bf B[ ﬂ ,1,8
i = 2 g (EUM)BI...(GUM)B 10y €apsriansn - - Can_qan€ T2 ePnm1in

Ll

It may be useful to work out in detail the case for, say, a bosonic rank-two tensor t,,,. We have

(U“ ) b1 (U 6) ﬂQtuu t€a1a265132 + ta1a265152 + tf31526a1 + tﬂ162 (B.3)

Q1o ?

which corresponds to the decomposition (0,0) @ (1,0) @ (0,1) @ (1, 1), scalar, self-dual antisymmetric
tensor, anti self-dual antisymmetric tensor, symmetric tensor. From eq.(B.3) we get

1 12
t = 57’]“ t“y,

lajas = t,W(U/Wf)awcw

. . B.4
tP1B2 tﬂy(e(}#l’)ﬁﬁﬂz’ (B.4)

1% = 1t (0702 (0705 + (") S (0" o+ (s 1))

a1 4
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Notice that in the last relation in eq.(B.4) the trace part of ¢,,, automatically gives a vanishing contri-
bution. We get the inverse relations by means of eq.(B.2). Decomposing ¢, = 1ut/2 + t{u) + t(uw),
where ¢,y = 1/2(t + tuu) — nuwt/2 and ty,,) = 1/2(t, — tuyu), one has

1 1 ..
tuw] = 5(60;“/)“10‘2750[1042 + 5(0“”6)5161t5152 7 ©5)
) = (eau)cgl(eal,)o;itgllgé )
For arbitrary symmetric traceless fields ¢, .. ,,), in particular, we have
brdy 1 w1y B g\ Bi
b ot :lﬁt(mmm)((a Oy - (dMe) ! + perms.) ,
! (B.6)

t(,ull..‘,ul) :(eo-/ll)oéll Tt (egﬂl)()gltgll..:..gll :



Appendix C. Properties of the F Functions

In this Appendix we provide all the properties of the functions fp(f,ﬁ’;) needed for the system of

Casimir equations and more specifically to derive eqgs.(4.100)-(4.102). We will not consider the functions
fpji(ggb”) here, since their properties can trivially be deduced from the ones below by demanding both

sides to be symmetric/anti-symmetric under the exchange z < Z.

The fundamental identities to be considered can be divided in two sets, depending on whether the values
(a, b, c) of the functions F are left invariant or not. The former identities read

1 a,b;c (a,b;c) a,b,c a,b;c a,b,c) (a,b;c)
(; B 7)}—/(’1 02) ‘7: p1—1l,p2 D/(H )]:lgl pz) + B( )‘7:/114‘1102 (C'l)
1 a,b;c (a,b;c) a,b,c a,b;c a,b,c) (a,bic)
(% B 5)]:;1 02) ‘7:/)1 p2—1 Dg2 )‘7:0(1 02) + B( )‘thpz—i-l (C.Q)
a,b;c a,b;c a,b;c a,b,c a,b;c
LoF@50 = pp P89 | p FBO — (pg + ¢ — 1)BEbIF b (C3)

(,01 +e— 1)B(a b C)f(a9b;c)

1 a,b,c a,b,c a,b;c
p1+1,p2 + 5 (2 - c)(Dél /- D§)2 ))‘F( )

p1,p2 7

where Ly = ((1 —2)0; — (1 — z)@z) and we have defined

+p)(b—c—p)
C(a,b,c) — ((I , CA4
" et 2)et 20— 1) (C4)
Blabe) _ olabe) ob=Lac) _ (p+a)(p+b)(p+c—b)(p+c—a)

, ’ i 20+ c)}(c+20+1)(c+2p—1)

a,b,c (20’ — C)(Qb — C)
Drbe) = : (C.5)

2(c+2p)(c+2p—2)
The latter identities read

iy = g oA F Y - (c6)
OO F il + O OGO R
i) = P = CheaFy Y - ()
Ol F )+ Chcen st
T = Fn), (C38)
(z = DL@FLL = (o2 = p)FS5, ) = (o1 4 p2+ e = DO F Y 4 (C.9)
(p1 + p2 + ¢ — DO@HIFLLD gy — pryClabel glade) plobrlie )
EELOFEE = (o= ) FSL) — (o1 + g+ e - ORI 4 (C.10)
(p1+ p2+ ¢ — DORa) FOOTEAD (g — pp)Chae) ofhae) Flabiticr).
The relations (C.1)-(C.3) were first derived in ref.[9] (see also ref.[49]), while the relations (C.9) and

(C.10) were derived in [31]. It is straightforward to see that eqs.(4.100)-(4.102) can be derived using
proper combinations of egs.(C.1)-(C.10). For instance, the action of the first term appearing in the
r.-h.s. of eq.(4.99) is reproduced (modulo a trivial constant factor) by taking the combined action given
by ( (C.2)—(C.1) )x (C.9)x (C.6). All other terms in eqs.(4.97)-(4.99) are similarly deconstructed.
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Appendix D. The Conformal Blocks for p =1

(

We report in this appendix the full explicit solution for the two conformal blocks Gol) and G’gl) associated
to the exchange of fermion operators of the kind @¢4+1) for the specific values

a=—-, b=-—-. (D.1)

We choose as undetermined coefficient c(l],_1 and report below the values of the coefficients normalized
to 05771. We have

o 2+0 4 L (B340
20T 50w TV T2 T T (D2)
O BHOE1+28)(-1+20+24)

O 81+ ) (-3 +2A)(1 + 20 +2A)

0 (24 0)(5 420 — 2A)2 (=7 + 2A)

[ = —

—bi 32(1+€)(3 + 20 — 2A) (7 + 20 — 2A) (=3 + 2A)’

0 (=1 +2A)(=1+2042A)

C e

0,1 8(—3 4 2A)(1 + 20 +2A)’
0 (=T 4 2A) (=1 + 2 + 2A)?

00 = 32(1 + £)(=3 + 2A)(—3 + 20 + 2A)(1 + 20 + 2A)’
o _ (34 0)(5+20 — 2A)3(=5 + 2A)(—1 + 20 4 2A)
0L = TU98(1 + 0)(3 + 20 — 2A)(T + 20 — 2A)(—3 + 2A)(1 + 20 + 2A)’
O (=5 4+ 2A) (=1 + 20 + 2A) (3 4 20 + 2A)?
L0 128(=3 4 2A) (1 + 20 + 2A)2(5 + 20 + 2A)’

02406 +20-20)(-1424)
EET 41+ 0)(T 4 20— 2A0) (=3 + 2A)

L 2400 420-20)(5+ 20— 2A)% (=5 + 2A)

027 G4(1 ¥ 0)(3+ 20— 20)2(T + 20 — 2A)(—3 + 2A)’

4 _(CTH2A) (-1 4204 20)(3+ 204 24)

1o~ 16(—3 + 2A)(1 + 20 + 2A)2 ’

L U5+ 20— 20) (=5 + 2A)(—1 + 20+ 2A) (3 + 2 + 2A)
L= 77641+ 0)(7 + 20 — 2A) (=3 + 2A)(1 + 20 + 2A)2
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1 1

00T 41+ (11 + 20— 2A)(—3+ 2A) (=3 + 20 + 2A)(1 + 20+ 24)

<576 — 384A + £(627 — 20(—29 + 20(7 + 20)) — AT2A + 46(—47 + 40(3 + £))A

F8(—9 + £(19 + 20)) A% — 16(—6 + £)A3 — 16A4>> :

01T 16(1+ 0)(3 + 20 — 2A)(7T + 20 — 2A) (=3 + 2A)(—3 + 20+ 2A)(1 + 20 + 2A)

X
<€(643 — 140(—3 +20(9 + 20))) + 40(—232 + £(—115 + 40(1 + £))) A + 8(3 + ¢)
(=24 + €17 + 20))A% — 16(=T7 + £)(3 + ) A% — 16(3 + £)A* +27(9 + 4A)> .

The asymptotic behaviour of the CBs for z,z — 0 (z — 0 first) is dominated by the coefficients with
n = —1 and the lowest value of m, i.e. 091771 and 0(1)771. For ¢ = 0, the asymptotic behaviour of

G(()l) is given by the next term 687_1, since 0917_1 in eq.(D.2) vanishes. This in agreement with the
asymptotic behaviour of the CBs found in subsection 4.4.1. Notice how the complexity of the cf, ,
varies from coefficient to coefficient. In general the most complicated ones are those in the “interior”
of the octagons (hexagons only for p = 1).



Appendix E. Generalized Free Field Theory
(GFT)

Generalized free theories, also called mean field theories, are defined as the theories where all the
correlators are computed by the sum over all possible 2-point function Wick-contractions.

Here we consider a GFT with a scalar and a fermion of scaling dimensions A4 and A,,. All correlators
in the theory will be sums of the 2-point functions

1 — —i [
<¢<$1)¢(I‘2)> = ) <¢($1781)w(:€27§2)> = T 5 A LT (El)
o (a2y)2+3
The 3-point function B
(d(x1)1h (w3, 2)O 9 (23, 53, 53)) # 0, (E2)
then the primary 0D has to be some fermionic operator with |[¢ — £| = 1, it can be one of the reps
Ot = AW or QUL = B, (E.3)
These operators clearly have to be double-twist operators [¢1],,, schematically
l -
.Ag) (1,‘3, S3, §3) = <830'8§3) [82]11 ¢(1;3) (E?d)@ (333)>, (E )
4
¢ .
B (3, 53,53) = (830353) [0%)" ¢($3)(5§0Z35u¢5($3))-
One can then read off the scaling dimensions
Ap=0p+Ayp+L0+2n, Ag=As+Ay+L+2n+1, (E.5)
or the twists ) )
TA:A¢+Aw+2nf§, 73:A¢+A¢+€+2n+§. (E.6)

GFT Solution for the OPE Coefficients We want to calculate the OPE coefficients of the double-
twist operators (E.4). Since we can calculate the 4-point function (¢1)¢1) as a sum of Wick contractions,
we use its expansion in conformal blocks to calculate the OPE coefficients. The 4-point function is given
by the expression

42
(Bla)b o )60 blo 1) = (ole)plan) (lans2)Plon30) = o rr (E)
Using the s— channel expansion given in (5.27) with the twists (E.6)
(O 1), 52)$(3)d (w4, 54)) = ;0 (PST Wi ciam + P8 Wit ). (ES)

Now we can equate the equations (E.7) and (E.8), the only unknowns are P$FT's and P§FT's . Ex-
panding around z = Z = 0, the OPE coefficients can be computed order by order to be
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(B = DBy = Duir

GFT
Pi™(n.6) Tal(Ay + Ay +n— D)
(0 +1)(Ag)rns1(Ay + %)f-ﬁ-n
(I +n+2)(Ag+ A¢3+ n40—3)11m(Ap + Ay +2n+ 0+ 3), (E9)
PgFT(n,g) _ (A¢> - 1>n(Aw - E)n

B n!(A¢ + Aw +n— %)n
(1+0)(Ap)en(Ay + 3)en
CAn+DI(Ag+Ap+L+n—3)n(Dg+ Ay +L+2n—1),

It is nice to note that P§FT > 0 and P§FT < 0 as required by (5.30).



Appendix F. Ward ldentities

Here we want to work out the constraints on the OPE coefficients /\ZTw@) resulting form Conformal

Ward identities. The stress-tensor operator 1}, is conserved and traceless, the operator equations

0,TF, =0 and TH =0

should be satisfied within any correlator, up to contact terms.

The OPE coefficients /\z ) aPpear in the 3-point function (we will drop the subscript in the calculations
Ny 7 A')

_ _ _ _ -1
(W1, $1)T (s, $2)T (w3, S5, 53)) = (X557 xEy X)) (ML) + XRIPPU),  (F)
projecting to 4D, and restoring the tensor indices using (B.6)

(tha (1) (22)T7¢ (3))

)\1 —1 -1 3 o o
( o 9512 33%395%3) I’fzzél,uzz'so,lz a(%ﬁ)a(Smn‘: = 2np1 w)
(F.2)
+

/\Z(2A¢34 4)—1

W v 7P w ~0 & o —w o
T]3To3 x23a:13Z3,12(477p a(0u070,€)" + 407 o(0,0%0y€)

— 207 a(aﬂ&pal,e)d)),
where Z%' |, = xhs /35 — x'l3/x75. This 3-point function has to satisfy the ward identity:

0

aT:gWa(!El)W(!Ez)TW(fUB» = —6" (21 — 23)0 (Wa®) — 0 (22 — 23)0” (Yarh®), (F.3)

We take the limit x1 — 23, s = 1 — 23 and x93 = s — x12 . In this limit

stz
Z8., = —= — =22 (F.4)
’ s* i
we can write the 3-point function in this limit as
(Pa (1) (22)T7 (w3)) =
AL 8s“x{y + 857 x¥. s - x1987s¥ S T19 .
_ aoawS—Q + 12 12 +16 — 8% M o)
s (T T A S g ol
A2 M 1 vV Aap —2 w ~0 & o ~w Q@
+ o2 xug(@ 07s7%) (40 00,07 0,€)" + 417 o0 (0,0%0,€)%) (F.5)
L12
A2 sVl s¥sPst S+ T12 Tos”sP w s &
ix §2Aw+1 ( 225t +4 22y 50 ) (40 o007 ove)

+ 477,0 a(alﬁw(f,,e)d — 277 a(a#&pa,,e)d).

Here we Adopt the methods of differential regularisation [73]. Once we apply 0, on the correlator (F.5),
we will have a term 92572 = —4725%(s), and this can be checked taking the integration [ ds*.
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Other terms in (F.5), once taking the divergence, are zero for any s # 0 and so equivalent to a #5%(s)

/ds480(83‘”1:‘1’2 +8s%2%, 8770‘”8 ~x12 16 511257 8%

2 .6

9 1o
2,54 x2, 54 2,5 ) =245
12 12 12

Lo

svaloxt,  sVsPst s- w19 zh, sV sP
dsto 12012 14 12
/ U( z2yst 56 z2, 56 ) (F.6)
2. v P M 2 2N M
w2 ntal,x s w2, x
= o 122 12 7(77g77pu + ngnpl/ + ngnuu) L 122 12 (77)\077Vp + nK”g + 77§77§)
2 a2, 12 3 o,

The integrands in the last two equations (when contracted with sigma matrices as in (F.5)) are zero for
any s # 0. So ,as implied by (F.6), the integrands are equivalent to a #%(s). So taking divergence of
(F.5):

o 1) (@2) T )
27’[‘2)\1 w & 7T2)‘2 x# w -\ & v —w [}
- m(@ 64(3))x’f2 aloue)® — ij(a 54(s) a0, € +0 5(s) aloud“oye) ) (F.7)
L1 221,
2,2 a(Uwf)d 2791 2\ L1a TT1o a(Uue)d 4
T12 T12
Meanwhile the identity (F.3) tells us
8 e’ Taw _ . a(o,we)d 2A 1 wblu2x11/2 OC(O-VE)(X 54 F 8
o (Vo (11)Y* (22)T7% (23)) = —l(m — (244 + )W> (s), (F.8)
T12 L1
using the normalization (¥ (x1,.S1)¥(x2,S2)) = —iI21X1_2Aw_1/2. The equations (F.7) and (F.8) imply:
2 _ L 1 _ (2Ay —3)
A(ﬂ@) =53 and >\<Tw@) T a— (F.9)
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