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Introduction

This thesis aims to present some recent advances in the study of two partial differential
equations of the first order: we will consider the continuity equation

{8tu +div(ub) =0,  in [0,7] x RY o
u(0,) =u()
and the transport equation
{atqub-vU:o, in [0, 7] x R
u(0,) =u()
where b: [0,7] x R — R? is a given vector field, u: [0,7] x R* — R is a scalar function
and 7: R? — R is a given initial datum.

(2)

The continuity and the transport equations are among the cardinal equations of Mathema-
tical Physics: for instance, the conservation of mass in Euler’s equations of fluid-mechanics
has the form of (1). In that case, a solution u to (1) can be thought as the density of
a continuous distribution of particles moving according to the velocity field b; in other
terms, the quantity u(¢,z) represents the number of particles per unit volume at time
t € [0,T] and position x € RY. Notice, moreover, that (1) and (2) are equivalent when
divb = 0.

When b is sufficiently regular, existence and uniqueness results for (classical) solutions to
Problems (1) and (2) are well known. They rely on the so called method of characteristics
which establishes a deep connection between the “Eulerian” problems (1), (2) and their
“Lagrangian” counterpart, given by the ordinary differential equation driven by b:

O X (t,z) = b(t, X (t,2)), (t,r) € [0,T] x RY 3)
X(0,z) = x.

Under suitable regularity assumptions on b, it is well known (and goes under the name of
Cauchy-Lipschitz theory) that a flow exists, i.e. there is a smooth map X solving (3). A
simple observation yields that, if u is a solution to (2), then the function t — u(t, X (¢, x))
has to be constant: this allows to conclude that the unique solution u of (2) is the transport
of the initial data @ along the characteristics of (3), i.e. along the curves [0,7] > t
X (t,z). Thus we end up with an explicit formula for the solution u to (2):

u(t,z) =u (X(t,)'(2)).
Similarly one can obtain an explicit formula for solutions to (1).

However, in view of the applications to fluid-mechanics, one would like to deal with
velocity fields or densities which are not necessarily smooth. For instance, continuity
equation and transport equation with non-smooth vector fields are related to Boltzmann
[DL89b, DLI1] and Vlasov-Poisson equations [DL89a], and also to hyperbolic conser-
vation laws. In particular the Keyfitz and Kranzer system (introduced in [KK80]) is a
system of conservation laws that reads as

Opu + div (f(|ul)u) =0 in [0,7] x R, (4)

iii



iv INTRODUCTION

where the map f: RT — R? is assumed to be smooth. It has been shown in [ABDLO04]
that (4) can be formally decoupled in a scalar conservation law for the modulus r = |u|
and a transport equation (with field f(r)) for the angular part ¥ = u/|ul:

Opr + div (f(r)r) =0,

As it is well known, solutions to systems of conservation laws are in general non-smooth,
hence the vector field f(r) appearing in the transport equation is not regular enough to
apply the method of characteristics: we thus have to go beyond the Cauchy-Lipschitz
setting.

The classical approach: renormalized solutions. The exploration of the non-
smooth framework started with the paper of DiPerna and Lions [DL89c|. They realized
that an interplay between Eulerian and Lagrangian coordinates could be exploited to
deduce well-posedness results for the ODE (3) from analogous results on PDEs (1) and
(2).

On the one hand, due to the linearity of the PDEs, the existence of weak solutions to (1),
(2) is always guaranteed under reasonable summability assumptions on the vector field b
and its spatial divergence; on the other hand, the problem of uniqueness turns out to be
much more delicate. A possible strategy, introduced by [DL89c]|, to recover uniqueness,
is based on the notions of renormalized solution and of renormalization property.
Roughly speaking, a bounded function v € L*([0,7] x R?) is said to be a renormalized
solution to (2) if for all 3 € C*(R) the function 8(u) is a solution to the corresponding
Cauchy problem:

{8,:u+ b-Vu=0, _ {at(ﬁ u)) +b- V(ﬁ(“)) =0 for every 8 € C'(R).

u(0,-) =u B(u(0,-)) = B(u(-))
This can be interpreted as a sort of weak “Chain Rule” for the function u, saying that u
is differentiable along the flow generated by b. In [DL89c] it is shown that the validity
of this property for every 8 € C'(R) implies, under general assumptions, uniqueness of
weak solutions for (2). Moreover, when this property is satisfied by all solutions, this can
be transferred into a property of the vector field itself, which will be said to have the
renormalization property.

The problem of uniqueness of solutions is thus shifted to prove the renormalization pro-
perty for b: this seems to require some regularity of vector field (tipically in terms of spatial
weak differentiability), as counterexamples by Depauw [Dep03a] and Bressan [Bre03]
show. With an approximation scheme, in [DL89c] the authors proved that renormaliza-
tion property holds under Sobolev regularity assumptions on the vector field; some years
later, Ambrosio [Amb04] improved this result, showing that renormalization holds for vec-
tor fields which are of class BV (locally in space) with absolutely continuous divergence.

From the Lagrangian point of view, the uniqueness of the solution to the transport equation
(2) translates into well-posedness results of the so-called Regular Lagrangian Flow of b,
which is the by-now standard notion of flow in the non-smooth setting. This concept was
introduced by Ambrosio in [Amb04]: in a sense, among all possible integral curves of b
passing through a point, the Regular Lagrangian Flow selects the ones that do not allow
for concentration, in a quantitative way with respect to some reference measure (usually
the Lebesgue measure .#¢ in R?). It is worth pointing out that a number of recent papers
are devoted to the study of its properties, in particular we mention [ACF15] where a
purely local theory of Regular Lagrangian Flows has been proposed, thus establishing a
complete analogy with the Cauchy-Lipschitz theory.
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Bressan’s Compactness Conjecture. As we have seen, the theory developed by
DiPerna-Lions-Ambrosio settles the Sobolev and the BV case, when the divergence of
b does not contain singular terms (with respect to .#%). However, in connections with
applications to conservation laws, it would be interesting to cover also the case in which
b is of bounded variation in the space, but its divergence may contain non-trivial singular
terms: indeed, the natural assumption at the level of the divergence of b seems to be
not really absolute continuity with bounded density, as considered in Ambrosio [Amb04],
but rather the existence of a nonnegative density p transported by b, with p uniformly
bounded from above and from below away from zero. Such vector fields are called nearly
incompressible, according to the following definition.

DEFINITION 1. A locally integrable vector field b: (0,7) x R? — R? is called nearly
incompressible if there exists a function p: (0,7) x RY — R (called density of b) and a
constant C' > 0 such that 0 < C~! < p(t,z) < C for Lebesgue almost every (t,z) €
(0,7) x R? and

Op + divy(pb) =0 in the sense of distributions on (0,7 x R%

Notice that no assumption is made on the divergence of b; on the other hand, it is rather
easy to see (for instance, by mollifications) that if divb is bounded then b is nearly
incompressible.

Nearly incompressible vector fields are strictly related to a conjecture, raised by A. Bressan
(studying the well-posedness of the Keyfitz and Kranzer system (4)), predicting the strong
compactness of a family of flows associated to smooth vector fields:

CONJECTURE 1 (Bressan’s Compactness Conjecture - Lagrangian formulation). Let
br: [0,7] x R = R, k € N, be a sequence of smooth vector fields and denote by Xy the
associated flows, i.e. the solutions of

ath(t,l‘) = bk(ta Xk(tvx))
X5(0,2) = x.

Assume that the quantity ||by|lcc + |Vbg||11 is uniformly bounded and that the flows X
are uniformly nearly incompressible, in the sense that there exists C > 0 such that

% < det (Vo Xp(t, 7)) < C.

Then the sequence { Xy }ren is strongly precompact in LL ([0,T] x R9).

By standard compactness arguments, it is readily seen that Conjecture 1 deals essentially
with an ordinary differential equation, driven by a nearly incompressible, BV vector field.
From the Eulerian point of view, one can thus expect that Conjecture 1 is proved as
soon as one can show well posedness at the PDE level for a vector field of class BV and
nearly incompressible, extending the well-posedness result of Ambrosio [Amb04]. This is
indeed the case: as it has been proved in [ABDLO04], Conjecture 1 would follow from the
following one:

CONJECTURE 2 (Bressan’s Compactness Conjecture - Eulerian formulation). Any
nearly incompressible vector field b € L'([0,T]; BViee(R?)) has the renormalization pro-

perty.

The main result contained in this thesis is the following Theorem, which answers affirma-
tively to the conjectures above.

MAIN THEOREM. Bressan’s Compactness Conjecture holds true.

More precisely, we will prove Conjecture 2. It is important to mention various approaches
that have been tried in the recent years, also at a purely Lagrangian level: for instance,



vi INTRODUCTION

explicit compactness estimates have been proposed in [ALMO05, CDLO8] (and further
developed in [BC13]; see also [Jab10, CJ10]).

Before presenting the techniques we use to prove the Main Theorem we briefly discuss a
particular setting, namely the two-dimensional one, where finer results are availble in view
of the Hamiltonian structure.

The two-dimensional case. The problem of uniqueness of weak solutions to the
transport equation (2) in the two dimensional (autonomous) case is addressed in the papers
[ABC14], [ABC13] and [BG16]. In two dimensions and for divergence-free autonomous
vector fields, renormalization theorems are available under quite mild assumptions, be-
cause of the underlying Hamiltonian structure. Indeed, if divb = 0 in R?, then there
exists a Lipschitz Hamiltonian H: R? — R such that b = V+H, where V+ = (—0s,01).
Heuristically it is readily seens that level sets of H are invariant under the flow of b, since

d

S H (1) =VH(() -3(8) = VH((1) - b(y(t)) = 0

as b and VH are orthogonal. This suggests the possibility of decomposing the two-
dimensional transport equation into a family of one-dimensional equations, along the level
sets of H. By means of this strategy, and building on a fine description of the structure of
level sets of Lipschitz maps (obtained in the paper [ABC13]), in [ABC14], the authors
characterize the autonomous, divergence-free vector fields b on the plane for which unique-
ness holds, within the class of bounded (or even merely integrable) solutions. The char-
acterization they present relies on the so called Weak Sard Property, which is a (weaker)
measure theoretic version of Sard’s Lemma and is used to separate the dynamic where
b # 0 from the regions in which b = 0.

The first contribution (in the chronological order) of the author to this topic is an extension
of these Hamiltonian techniques to the two-dimensional nearly incompressible case:

THEOREM A ([BBG16]). Every bounded, autonomous, compactly supported, nearly
incompressible BV wector field on R? has the renormalization property.

The main lines of the proof of Theorem A were present in the author’s Master Thesis
[Bon14] but, since then, some simplifications (at a technical level) have occurred. In
addition, the techniques developed in [BBG16] allow to transfer properties from vector
fields of the form (1, b(x)) to the vector field b(x). The argument of [BBG16] is based on
the paper [BG16], where the authors established, always by splitting techniques, unique-
ness of weak solutions for a BV vector field, which is nearly incompressible with a time
independent density.

Notice, however, that in the general d-dimensional case, with d > 2, the Hamiltonian
approach cannot be applied, as there are not enough first integrals of the ODE (which
is to say, bounded divergence-free vector fields in R¢ do not admit in general a Lipschitz
potential).

The chain rule approach. We now come back to the general d-dimensional setting
and we briefly discuss an approach towards Bressan’s Conjecture 2 that has been tried.

In [ADLMO7], the authors proposed to face the conjecture by establishing a Chain rule
formula for the divergence operator. Given a bounded, Borel vector field b: R — R¢,
a bounded, scalar function p: R — R, one would like to characterize (compute) the
distribution div(B8(p)b), for 8 € C1(R;R), in terms of the quantities div b and div(pb). In
the smooth setting one can use the standard chain rule formula to get

div(B(p)b) = B'(p) div(pb) + (B(p) — pB'(p)) div b ()

In the general case, however, the r.h.s. of (5) cannot be written in that form, being only
a distribution. In the case the vector field b € BV(R?), it can be shown that div(5(p)b) is
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a measure, controlled by divd but, as noted in [ADLMO07], the main problem is to give
a meaning to the r.h.s. of (5) when the measure div b is singular and p is only defined
almost everywhere with respect to Lebesgue measure. To overcome this difficulty, in the
BV setting, the authors split the measure div b into its absolutely continuous part, jump
part and Cantor part and treat the cases separately.

The absolutely continuous part. Their first result ((ADLMO07, Thm. 3]) is that in
all Lebesgue points of p the formula (5) holds (possibly being div b singular), where p is
replaced by its Lebsgue value p. This is achieved along the same techniques of [Amb04],
which are in turn a (non-trivial) extension of the ones employed in [DL89c]: essentially,
an approximation argument via convolution is performed (leading to the study of the so
called commutators). One can control the singular terms by taking suitable convolution
kernels which look more elongated in some directions.

The jump part. By exploiting properties of Anzellotti’s weak normal traces for measure
divergence vector fields (see [Anz83]), Ambrosio, De Lellis and Maly managed to settle
also the jump part: they obtain an explicit formula (in the spirit of (5)), involving the
traces of b and pb along a % !-rectifiable set (see also [ACMOS5] for an extension of
these results to the BD case).

The Cantor part. In order to tackle the Cantor part, a “transversality condition”
between the vector field and its derivative is assumed in [ADLMO7]: it is shown that,
if in a point (¢,Z) one has (Db - b)(¢,Z) # 0 (where b(¢,Z) is the Lebesgue value of b in
(t,Z)) then the point (¢,Z) is a Lebesgue point for p.

From the analysis of [ADLMO7], it thus remains open the case of tangential points, i.e.
the set of points at which Db- b vanishes, which make up the so called tangential set. This
is actually relevant, as shown in [BG16]: answering negatively to one of the questions in
[ADLMO7], in [BG16] the authors exhibited an example of BV, nearly incompressible
vector field with non empty tangential set. Even worse, the tangential set is a Cantor-like
set of non integer dimension but, at level of the density p, one sees a pure jump. This
severe pathology is depicted in Figure 1 and we refer the reader to [BG16] for a detailed
construction.

Overview of our approach

We now want to present in more details our main contribution, discussing briefly the
theorems we obtain and the strategy leading to their proofs.

Our analysis starts from the following observation: the two techniques presented above
(Hamiltonian in two-dimensional setting and Chain Rule) are not suited for the general
case for two different reasons. On the one hand, as already noticed, in the general d-
dimensional case with d > 2, the Hamiltonian approach cannot be applied, as divergence
free vector fields in R? do not admit in general a Lipschitz potential. On the other hand, in
the Chain Rule approach the problem is more subtle: clearly, it seems arduous to construct
suitable convolution kernels, which adapt to the irregularity of the vector field, controlling
the errors, once the main term is exhibited. The subtle problem is however to determine
which are the main terms: one has to compute some sort of trace on sets which are not
rectifiable, i.e. Cantor-like sets. Lacking a suitable notion of trace, this task seems quite
difficult. Such a notion could be given by means of a Lagrangian representation n of the
R%*1_valued vector field p(1,b), and this is the starting point of our approach.

Lagrangian representations. In the general non-smooth setting, one could recover
a link between the continuity equation (1) and the ODE (3) thanks to the so called
Superposition Principle, which has been established by Ambrosio in [Amb04] (see also
[Smi94]). Roughly speaking, it asserts that, if the vector field is globally bounded, every
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Figure 1. Example of [BG16]: the tangential set of the vector field b
(only the integral curves have been drawn here) is a Cantor
like set of dimension 3/2. Notice that each trajectory v meets
the tangential set in exactly one point, at time t,: the density
p, computed along the curve, is piecewise constant, having a
unique jump of size 1 in t,.

A

non-negative (possibly measure-valued) solution to the PDE (1) can be written as a su-
perposition of solutions obtained via propagation along integral curves of b, i.e. solutions
to the ODE (3).

More generally, let us consider a locally integrable vector field b € Li _((0,T) x R%) and
let p be a non-negative solution to the balance law

ip +div(pb) =,  pe.#((0,T) x RY). (6)

with p € LL ((14b])-£9T1) (so that a distributional meaning can be given). For simplicity,
we will often write (6) in the shorter form

dive.s (p(1,0)) = . (7)

Let us denote the space of continuous curves by
T = {(tl,tg,’y) eRT xRT x C(R+,Rd>, t1 < tz}

and let us tacitly identify the triplet (t t7 ,7v) € T with ~, so that we will simply write
v € I'. We say that a finite, non negative measure 1 over the set 1 is a Lagrangian
representation of the vector ﬁeld p(1,b) if the following conditions hold:

(1) 7 is concentrated on the set of characteristics I", defined as
I' := {(t1,t2,7) € T : vy characteristic of b in (t1,t2)};

we explicitly recall that a curve + is said to be a characteristic of the vector field
b in the interval I, if it is an absolutely continuous solutions to the ODE

Y(t) = b(t,7(1)),

in I, which means that for every (s,t) C I, we have

J
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(2) The solution p can be seen as a superposition of the curves selected by 7, i.e. if
(I,7): I, = I, x R? denotes the map defined by ¢ — (¢,7(t)), we ask that

p L = /F(H,W)ufl n(dv);

(3) we can decompose p, the divergence of p(1,d), as a local superposition of Dirac
masses without cancellation, i.e.

r= /F [5t~7 eyt dz) *5t¢,w(t¢)(dtdfﬂ)} n(dy),

= [ e (1) + 8t )] (),

The existence of such a decomposition into curves is a consequence of general structural
results of 1-dimensional normal currents (see [Smi94| and, for the case p = 0, [ACO8,
Thm. 12]). The non-negativity assumption on p > 0 (i.e. the a-cyclicity of p(1,b) in the
language of currents) plays here a role, allowing to reparametrize the curves in such a way
they become characteristic of b, i.e. they satisfy Point (1).

Restriction of Lagrangian representations and proper sets. One problem we
face immediately lies in the fact that 7 is a global object, thus it is not immediate to relate
suitable local estimates with n: in other words, in general, 17 cannot be restricted to a set,
without losing the property of being a Lagrangian representation. If we are given an open
set Q C R4 and a curve v, we can write

oo
@) = | e
i=1
and then consider the family of curves

7 —— . .
RoY = ity

We can now define
[o@)

= 3wl ®)
i=1

In general, the series in (8) does not converge. Moreover, even if the quantity in (8) is well

defined as a measure, since 71 satisfies Points (1) and (2) of the definition of Lagrangian

representation 3.6, it certainly holds

p(1,b) LT o= / (L7)e((1,4)2") na(dy).
I

but, in general, Point (3) is not satisfied by no (more precisely the second formula): in
other words, g might not be a Lagrangian representation of p(1,b). £ q: the key point
is that the sets of v which are exiting from or entering in €2 are not disjoint.

Thus the first question we have to answer to is to characterize the open sets Q C R*!
for which 7q is a Lagrangian representation of p(1,b).2% ! q. It turns out that there
are sufficiently many open sets {2 with this property: apart from having a piecewise C'-
regular boundary and assuming that /#%_sg-a.e. point is a Lebesgue point for p(1, b), the
fundamental fact is that there are two Lipschitz functions ¢%* such that

57 67_
I <¢” < ]IQ+B§”1(O)’ Iga+ng < @77 < le“\QJrB?H(O)

and
. 5% cpdt+l _ d : d+1
%m}) p|(1,b) - V¢*=| L7 = p|(1,b) - n| A Lsn in the sense of measures on R*"",
-

which essentially mean that p(1,b).# % 5q is measuring the flux of p(1,b) across 9. We
call these set p(1,b)-proper (or just proper for shortness) and we study carefully their
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properties: we show that there are sufficiently many proper sets and that they can be
perturbed in order to adapt to the vector field under study.

Cylinders of approximate flow. Once we are able to localize the problem in a
proper set, we can start studying which are the pieces of information on the local behavior
of the vector field that one needs in order to deduce global uniqueness results. To begin
with, we consider again the case of the jump part of b in the L NBV (or L NBD) case:
in this framework, in [ACMO05, Thm. 6.2] it has been proved the existence of a strong
trace for p over the jump set of b by taking suitable cylinders, so that on both sides of
the discontinuity the later flux becomes negligible w.r.t. their base (see Figure 2a). By
strong trace we mean that the trace operator, defined in the Anzellotti’s distributional
sense, agrees with the (approximate) pointwise limits defined with integral averages on
balls. One could be tempted at this point to reproduce the proof in the tangential points:
ignoring the fact that we do not have a suitable notion of (strong) trace on these Cantor
sets, the main difference lies in the fact that, since the vector field is not transversal to
the measure theoretic normal of the set, the cylinders should be much more elongated (see
Figure 2b).

Thus we have to look for a different approach. Given a proper set  C R4, we assume
we can construct locally cylinders of approximate flow as follows:

AssUMPTION 1. There are constants M,z > 0 and a family of functions {¢§}g>077€[‘
such that:
(1) for every v € Il € R*, the function ¢ : [t7,¢F] x R? — [0,1] is Lipschitz, so
that it can be used as a test function;
(2) the shrinking ratio of the cylinder gf)f; is controlled in time, preventing it collapses

to a point: more precisely, for t € [t-, t;" ] and = € R?,

Lyw+B2,(0) (%) < ¢t 2) < L)y o (0)(2);

(3) we control in a quantitative way the flux through the “lateral boundary of the
cylinder” (compared to the total amount of curves starting from the “base of the
cylinder”) with the quantity co: more precisely, denoting by

flux of the the vector field p(1,b)
across the “boundary of the cylinder” qbg

= //(t_ - p(t’x)}(l’b)'Vﬁbg(t,x)}fdﬂ(dxdt),

Fluxg(’y) =

o'(7) := amount of curves starting from the base of the cylinder qbi
and .
ng = NIQL{curves entering in Q}

we ask that .
——Flux’ ) n3(dy) < w. 9

We decided to call cylinders of approximate flow the family of functions {¢€}£>0,w€ r
indeed, if v is a characteristic of the vector field b, the function qbg can be thought as
generalized, smoothed cylinder centered at . Notice that the measure 775‘ makes sense
if Q0 is a proper set, in view of the above analysis. Thus the ultimate meaning of the
assumption is that one controls the ratio between the flux of p(1,b) across the lateral
boundary of the cylinders and the total amount of curves entering through its base in a
uniform way (w.r.t. £), as the cylinder shrinks to a trajectory 7. A completely similar
computation can be performed backward in time, by considering ng restricted to the
exiting trajectories and adopting suitable modifications.
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(a) Visual proof of Thm. 6.2 in (b) Back to the example of
[ACMO5]: the trace of p on [BG16]: in the tangential

the jump set Jp is strong, as
a consequence of the fact that
the flux of b through the lateral
boundaries of the cylinders is

points, the cylinders should be
much more elongated than in
the jump case, as the vector
field is not transversal.

asymptotically negligible w.r.t.
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Figure 2. Strong traces via cylinders: the jump case and the Cantor case.

Passing to the limit via transport plans. At this point, one would like to deter-
mine what the cylinder estimate (9) yields in the limit £ — 0. In order to perform this
passage to the limit, we borrow some tools from the Optimal Transportation Theory. The
language of transference plans is particularly suited for our purposes: we define

Q) ={yer: 'y(t,f) € 00}, Q) :={yerl: y(t) € 09}

and we consider plans between ng = noLre (o) and the entering trajectory measure ngl.
Notice that ng is concentrated, by definition, on the set of trajectories entering in and
exiting from Q (crossing trajectories). In the correct estimate one has to take into account
also of trajectories which end inside the set €2 and this, in view of Point 3 of the definition
of Lagrangian representation, is estimated by the negative part u~ of the divergence p,
defined in (7). Thus one obtains the following

PROPOSITION 1. Let Q C R be a proper set and n be a Lagrangian representation
of p(1,b). If Assumption 1 holds then there exist Ny C I'*"(2), No C I"™(Q2) such that
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and for every (v,v') € (I \ Ny) x (I'™\ Ny)
either clos Graph~’ C clos Graph~ or clos Graphy, clos Graph~’ are disjoint. (%)

Proposition 1 gives essentially a uniqueness result (from the Lagrangian point of view)
at a local level, namely inside a proper set §: it says that, under Assumption 1, up to
removing a set of trajectories whose measure is controlled, one gets a family of essentially
disjoint trajectories (meaning that are either disjoint or one contained in the other).

Untangling of trajectories. It seems at this point natural to try to perform some
“local-to-global” argument, seeking a global analog of Proposition 1. In order to do this,
we introduce the following untangling functional for n'™, defined on the class of proper sets
as

F(Q) = inf {ng(Nl) FB(Ny) 1 ¥(v,7') € (I'\ N1) x (I'\ N2) the condition (%) holds }

and, in a similar fashion, one can define an untangling functional for the trajectories that
are exiting from the domain 2. In a sense, these functionals are measuring the minimum
amount of curves one has to remove so that the remaning ones are essentially disjoint,
i.e. they satisfy condition (x). The main property of these functionals is that they are
subadditive with respect to the domain €2, meaning that

FHY) < £7U) + £V,
whenever U, V C R4 are proper sets whose union €2 := UUV is proper. The subadditivity
suggests the possibility of having a local control in terms of a measure w”, whose mass is
7 > 0, replacing the constant w in Proposition 1 with w”(£2). In view of Proposition 1
one has to combine w” with the divergence and this can be done by introducing a suitable
measure ¢, ~ Cw’ + l%' on R4, If Assumption 1 is satisfied locally by a suitable family

of balls, then one can show, by means of a non-trivial covering argument, the following
fundamental proposition, which is the global analog of Proposition 1.

PROPOSITION 2. There exists a set of trajectories N C I' such that
N(N) < CaCh(RMY)
and for every (v,+') € (I'\ N)? it holds

either Graph~y C Graph' or Graph~’ C Graph~

or Graph~, Graph' are disjoint (up to the end points). ()

The interesting situation is when the measure ¢¢ can be taken arbitrarily small, i.e. when
7 — 0: in that case 7 is said to be untangled, i.e. it is concentrated on a set A such that
for every (v,7') € A x A the condition (xx) holds.

Partition via characteristics and Lagrangian uniqueness. The untangling of
trajectories is the core of our approach and it encodes, in our language, the uniqueness
issues and the computation of the chain rule. Indeed, once the untangled set A is selected,
we can construct an equivalence relation on it, identifying trajectories whenever they
coincide in some time interval: this gives a partition of A into equivalence classes E, :=
{9a}a, being A a suitable set of indexes. This, in turn, induces a partition of R¥*! (up to a
set p.Z% -negligible) into disjoint trajectories (that we still denote by gq): both partitions
admit a Borel section (i.e. there exist Borel functions £: R*! — 9 and : A — 2 such
that g, = £~ !(a) and /f\*l(a) = E, for every a € 2(): hence a disintegration approach can
be adopted, like in the two-dimensional setting. One reduces the PDE (7) into a family
of one-dimensional ODEs along the trajectories {pq}ac: We are thus recovering a sort of
method of the characteristic in the weak setting.

To formalize this disintegration issue, we propose to call a Borel map g: R — 9 a
partition via characteristics of the vector field p(1, b) if:
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e for every a € 2, g'(a) coincides with Graph~,, where 74: I, — R is a
characteristic of b in some open domain [, C R;

e if g denotes the corresponding map g: A — A, g(v) = g(Graph~y), setting
m := gyn and letting w, be the disintegration

pz“%aém%m%xﬂmww

then p
2 Wa = Ha e #(R), (10)
where wy is considered extended to 0 outside the domain of 7,;
e it holds

p= [ ram(ds)  and ] = [ (Lw)dnal mida)
We will say the partition is minimal if moreover

lim we(t) >0 Vi€ I,.
t—tt
In view of the discussion above, the family of equivalence classes {(q}qcq arising from

the untangled set A constitutes a partition via characteristics. Since the function wyg
is a BV function on R, in view of (10), we can further split the equivalence classes so
that it becomes a minimal partition via characteristics of p(1,b). Furthermore, if we
take u € L>®((0,T) x R?) such that div(up(1,b)) = u’ is a measure, we can repeat the
computations for the vector field (2||u|« +u)p(1, b) obtaining that the same partition via
characteristics works also for up(1,b). This yields the following uniqueness result, which
is the core of the thesis:

THEOREM B ([BB17b]). If n is untangled, then there exists a minimal partition
via characteristics £ of p(1,b). Furthermore, if u € L>((0,T) x R%) is a solution to
div(up(1,b)) = p/, then map £ is a partition via characteristics of up(1,b) as well.

In particular, by disintegrating the PDE div(up(1,b)) = i’ along the characteristics o, =
£71(a), we obtain the one-dimensional equation

& (ste out0)st0)) = s

At this point, an application of Volpert’s formula for one-dimensional BV functions allows
an explicit computation of %(ﬁ(u 0 Pg)Wq), 1.e. of div(B(u)p(1l,b)) thus establishing the
Chain rule in the general setting.

The BV nearly incompressible case and Bressan’s Compactness Conjec-

ture. To conclude the proof of the Main Theorem, establishing Bressan’s Compactness
Conjecture, it remains to show how we can construct cylinders of approximate flow sat-
isfying Assumption 1, for a vector field of the form p(1,b), with p € (C~1,C) and
b € L'((0,7); BVioe(R?)). In view of Theorem B, without loss of generality, we can
assume p = 1 so that the vector field under consideration is exactly (1,b): as usual, we
denote by Db the derivative of b and we split it into the absolutely continuous part and
the singular part.
In a Lebesgue point (¢, Z) of the absolutely continuous part, the construction of the cylin-
ders is rather easy: essentially, one replaces the real evolution under the flow of b of a
ball Bg(O) with an ellipsoid, obtained by letting everything evolve under a fixed matrix A
(compare with Figure 3a). Some standard computations show that the difference between
the two evolutions can be made arbitrarily small, when compared to the volume of Bg(()),
by taking A to be the Lebesgue value of Db in the point (¢, ).
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Figure 3. Approximate cylinders of flow in the BV (nearly incompressible) case.

The estimates for the singular part are more delicate and depend heavily on the shape of
the approximate cylinders of flow. Here the geometric structure of BV functions (Alberti’s
Rank-One Theorem) plays a role, as in the original proof of [Amb04]. The main idea is to
choose properly the (non-transversal) sides’ lenghts of the cylinders, in such a way to cancel
the effect of the divergence. Indeed, by Rank One Theorem, we can find a suitable (local)
coordinate system y = (y1,y) € R? in which the derivative Db is essentially directed
toward a fixed direction (without loss of generality, the one given by e;). Accordingly, we
define the (section at time ¢ of the) cylinder

Q= Qe () =)+ {y = (yi,y") =0 (Lyh) Sy < (Lyh), Iyt < E}, (11)

where ¢ > 0 is a real number and Z{Eﬁ are suitable functions to be chosen, Lipschitz in y*
and monotone in ¢. This is indeed a crucial step: we show it is possible to adapt locally the
cylinders of approximate flows, by imposing that the sides’ lengths E{Eﬁ(t) are monotone
functions satisfying suitable differential equations (see Figure 3b). In a simplified setting,
i.e. if the level set of by (t) were exactly of the form y; = constant, then we would impose

L0L(0) = bi( (1)) + (D) (1), 4(8) + £, (), (1) (12)

(and an analogous relation for £; ). Plugging the solution of (12) into the definition
of the cylinder (11), we can show that the flux of b through the lateral boundary of @
is under control. Actually, a technical variation of this is needed in order to take into
account the fact that the level sets are not of the form y; = constant: to do this we exploit
Coarea Formula and a classical decomposition of finite perimeter sets into rectifiable parts
(relying ultimately on De Giorgi’s Rectifiability Theorem). We show that, up to a [D®b|-
small set, one can find Lipschitz functions y1 = L;x(y) in a fixed set of coordinates
(y1,y) € Rx R whose graphs cover a large fraction of the singular part Db BIL(E.z):
We can at this point reverse the procedure, i.e. we construct a vector field starting from the
level sets: this yields a BV vector field U (t) whose component U can be put into the right
hand side of (12) and we can now perform the precise estimate of the flux of b through the
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lateral boundary of Q). By an application of the Radon-Nikodym Theorem, it follows that
on large compact set it holds that the flow integral (9) is controlled by 7|Db|(B4*1 (%, z)).
Finally a covering argument implies that the measure CTC can be taken, in the BV case, to
be 7|Db|: in view of the discussion above this is enough to conclude finally the proof of
the Main Theorem.

Further developments of the untangling. In a work in progress with S. Bianchini
(that will appear in a forthcoming paper [BB17c]) we study some possible refinements of
the concept of untangling. In particular, by imposing a control on the intersection of the
curves only forward in time some estimates and propositions of the approach presented
above simplify. More precisely, we define a Lagrangian representation 7 of p(1,b), with
div(p(1,b)) = u € #([0,T] x R%), to be forward untangled when it is concentrated on a
set AT of curves which may intersect, but if they do then they remain the same curve in
the future. In a sense, this means that trajectories can bifurcate only in the past.

This formulation arises naturally when one translates well-posedness of the ODEs in terms
of Lagrangian representations: restricting for simplicity to the case in which u = 0 one
would like to replace Assumption 1 with the following one:

ASSUMPTION 2. Let 1 be a Lagrangian representation of p(1,b) in (0,7) x R%. Let
w > 0 and assume that for all R > 0 there exists = r(R) > 0 such that

| sm({r e r o =701 < (@)~ @) = B i) < =

where now

0" () := amount of curves starting from the ball or radius r > 0 around 7(0).

Assumption 2 has the advantage of making more transparent and easier some of the proofs
used in the approach presented above. One can repeat the general scheme presented above:
first one formulates Assumption 2 locally, in a proper set and shows that - up to a set
of curves whose measure is controlled - the (restricted) Lagrangian representation 7 is
forward untangled. In this way, one obtains a simpler proof of Theorem 1, avoiding the
introduction of the crossing trajectories. Then one introduces the forward untangling
functional, which turns out to be subadditive as well, exactly as in the setting above,
allowing the usual “local-to-global” argument.

Using this formulation of the untangling, we are able to recover in our setting the results
of [BC13], where the authors considered vector fields whose derivative can be written as
convolution between a singular kernel and a L! function and we also derive a quantitative
stability estimate for a class of vector fields satifying a suitable weak LP bound on the
gradient.

A Lagrangian approach to scalar multidimensional conservation laws

The final part of the thesis is devoted to present a result obtained in collaboration with
S. Bianchini and E. Marconi (in an ongoing project [BBM)]), where the Lagrangian tech-
niques discussed above are adapted and applied to the context of scalar multi-dimensional
conservation laws. These are first order partial differential equations of the form

Opu + divy (f(u)) =0 for every (t,z) € [0, +00) x RY, (13)

where u: [0, +00) x R? — R is a scalar, unknown function and f: R — R? is a smooth
map, called the flur function. In a sense, (13) is the non-linear counterpart to (1)-(2):
indeed, the main difference lies in the non-linearity of the flux f, which prevents equation
(13) to have smooth solutions. To see this, one can use the chain rule to rewrite the
equation in the form

Ou+ f(u)-Vu=0 for every (t,z) € [0, +00) x RY,
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which means that u is constant along characteristic lines, i.e. solutions to the trajectories
of the ordinary differential equation 5(¢) = f(u(t,~(t))) for t € (0,+00). Notice that, in
this setting, the characteristics are straight lines, hence assuming we couple (13) with an
initial condition u(0,-) = @(-) we obtain the implicit relation

u(t,z) = u(z — tf (u(t,r))) for every (t,z) € [0, +o0) x R%.

Due to the non-linearity of the flux, characteristic lines typically intersect somewhere and
thus classical solutions do not exist globally in time.

Hence we are forced to consider distributional solutions, but this in turn implies a loss of
uniqueness, as it is easily seen by well-known counterexamples. To restore the uniqueness
we are forced to add some conditions, obtaining the notion of entropy solution: we ask that
some non-linear functions of the solution u are dissipated along the flow. More precisely,
in the case of equation (13) we ask that it holds

oy = Or(n(u)) +div(g(u)) <0 in the sense of distributions over (0, +o00) x R%, (14)

for all convex entropy-entropy flux pairs (7,q), where n is a convex function and q is
defined by q' = ' f’. Notice that, in view of the sign condition (14), the distribution s, is
induced by a measure, usually called entropy-dissipation measure. A celebrated theorem
by Kruzkov [Kru70] ensures existence, uniqueness and stability for entropy solutions of
scalar conservation laws for every initial datum ug € L>(R?).

Kruzkov theory yields also regularity result for the solution: if @ € BV(R?), then also
u(t,-) € BV(RY) for all ¢ > 0. It remains thus open the question of the structure of the so-
lution in the general case, i.e. when @ € L°(R9). In [DLOWO03] it is proved that the solu-
tion u has a BV-like structure in the more general situation when s, is a (possibily signed)
measure (this may be relevant in views of the connections with [AG87, DKMOO02]: see
also [DLRO3] and the references therein). The authors show that, under suitable non-
linearity assumptions on the flux, the solution u is of vanishing mean oscillation, up to a
A% L rectifiable set on which they conjecture the measure fiy is concentrated.

The fine description of the entropy solution in one space dimension for a generic initial
datum @ € L has been recently obtained in [BM17], where the authors, exploiting a
Lagrangian approach, proved the desidered BV-like structure and, as a consequence, the
concentration of the entropy-dissipation measure.

In [BBM] we introduce a suitable notion of Lagrangian representation for the multidimen-
sional scalar equation (13). In the spirit of the aforementioned papers, our construction is
based on an a-priori compactness estimate and an approximating scheme which exploits
it: in this situation, we use the transport-collapse method introduced by Brenier [Bre84].
After showing the existence of a Lagrangian representation, we use it to prove a result
on continuous solutions to (13) (see also [Daf06] for the one-dimensional case): we show
that, in this case, the entropy-dissipation measure (14) vanishes.

TureorREM C ([BBM]). Let u be a continuous, bounded entropy solution in [0,T) x R?
to (13). Then for every (t,z) € [0,T) x RY, it holds

u(t,z) = uo(z — f'(u(t, 2))t).

Moreover for every n: R — R, q: R — R? Lipschitz such that ¢' = ' f', a.e. with respect
to L1, it holds
om(u) + divy q(u) =0

in the sense of distributions. In the particular, the solution u does not dissipate.
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Structure of the thesis
The thesis is divided into three parts.

In the first part we collect some known results from the classical theory and from the
approach of renormalized solutions; then we turn to consider the two-dimensional case,
presenting first the proof of Theorem A and then discussing some counterexamples related
to the Hamiltonian structure.

Part two is the core of the thesis and presents the proof of Bressan’s Compactness
Conjecture in the general d-dimensional case. We discuss first the localization issues
related to the theory of proper sets (Chapter 6) and then we present the concept of
untangling via cylinders of approximate flow and how it is related to uniqueness (Chapter
7), thus establishing Theorem B. Chapter 8 contains the computations needed to construct
the cylinders in the BV case, concluding thus the proof of the Main Theorem. Finally, in
Chapter 9 we present the theory of forward untangling and its applications.

Part three is devoted to present the content of the note [BBM], where a Lagrangian
approach to scalar, multidimensional convervation laws is proposed. In particular, in
Chapter 10 we give a suitable notion of Lagrangian representation for conservation laws
and we exploit it to deduce that, for continuous solutions to conservation laws, the entropy
dissipation measure vanishes.

We now describe more in details the structure of the single chapters.

An unnumbered chapter collects the basic notation used throughout the thesis. We
present also a survey of the results we will need, mainly from Geometric Measure Theory
and from the theory of BV functions. Two short paragraphs are devoted to the theory of
weak traces for L°°-vector fields whose distributional divergence is a measure and to some
tools borrowed from Optimal Transportation theory. No proof is given in this chapter,
whose aim is to be merely a useful notational reference for the reader.

Chapter 1 is devoted to a brief exposition of the classical theory of flows. In Section 1.1
we collect known results of the Cauchy-Lipschitz theory for ordinary differential equations
(Theorem 1.1) and we present the method of characteristics. Then we introduce the
weak formulations of the partial differential equations we want to study: in Section 1.2 we
clarify our notion of weak solution for the continuity equation (discussing, in particular, the
regularity in time of the solution) and in Section 1.3 we introduce the weak formulation of
the transport equation. We show first a quick and general result of existence of solutions
(Proposition 1.13) and, to conclude the chapter, we begin investigating the problem of
uniqueness of solutions to the transport equation in the non-smooth setting: we present
the notions of renormalized solution and of renormalization property and show their links
with the well-posedness problem for the PDE.

In Chapter 2, we present an approach to obtain the renormalization property based on
commutators estimate, Section 2.1. We then illustrate two important results along these
lines, which go back respectively to DiPerna-Lions [DL89c| and Ambrosio [Amb04] and
are studied in Section 2.2 and Section 2.3 respectively. Concerning Section 2.3, we do
not give a detailed account of the proof due to Ambrosio, but rather a slightly different
argument, which however builds on the very same ingredients of the original proof.

Chapter 3 contains the definition of Lagrangian representation, which is a central tool
in the thesis. We begin, in Section 3.1, by presenting a well-known result, due to Ambrosio,
usually known as Superposition Principle. We give a proof of this theorem, building on a
decomposition result formulated in language of 1-dimensional normal currents by Smirnov
[Smi94]: this leads us to introduce the notion of Lagrangian representation, see Definition
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3.6. In Section 3.2 we present in a rigorous way how Lagrangian representations can
be used as a bridge between Lagrangian and Eulerian points of view, transferring well-
posedness results in terms of the PDEs into corresponding statements for the Regular
Lagrangian Flow of the ODE. In particular, we present an example of how they can
be used to deduce in a quick way well-posedness results for vector fields having special
structure (recovering, in particular, results going back to [LBLO04] and [Ler04]). In the
final part of the chapter, in Section 3.3 we introduce the class of nearly incompressible
vector fields and present the statement of Bressan’s Compacntess Conjecture.

In Chapter 4 and Chapter 5 we restrict our attention to the two dimensional case. We
start by discussing, in Section 4.1, how the equation can be disintegrated onto the level
sets of a suitable Lipschitz Hamiltonian and we explain the relevance, within this context,
of the Weak Sard Property. Roughly speaking, if H: R?> — R is a compactly supported,
Lipschitz map, this amounts to ask that

Hy (L%s) L2, (15)

where S is the set of critical points of H, i.e. S := {VH = 0}: it turns out that this
is a necessary and sufficient condition for uniqueness of weak solutions to the transport
equation driven by b = V+-H. The rest of Chapter 4 is entirely devoted to the proof of
Theorem A, which is based on [ABC13, ABC14, BG16]: we summarize here the main
points of the argument, for the reader’s convenience.

To begin, let us observe that, given b: R?> — R? of bounded variation and nearly in-
compressible case, it is not possible to construct the Hamiltonian H: R? — R such that
V1H = b, directly as in the case divergence-free case. However, locally, we can reduce
the problem to the steady case using a Lagrangian representation 1 € . (C([0,T];R%)),
whose existence is granted by the nearly incompressibility assumption and by the discus-
sion of Chapter 3. Using the measure 7, in Section 4.2, we construct a suitable partition of
the plane and we reduce our problem locally (inside a ball B) to the case when the density
is steady, which has been studied in [BG16]. Thus, inside a ball B, we can construct a
local Hamiltonian Hp and then we show how we can split an equation of the form

div(ub) = p,  u:R* =R (16)

where 1 is a measure on R?, into an equivalent family of equations along the level sets of
Hp (see Subsection 4.2.2). In Section 4.3 we establish the Weak Sard Property for the
local Hamiltonians Hg and then we turn to study in detail the relationship between level
sets of the local Hamiltonian Hp and the trajectories of the vector field b: in Section
4.4, we present some lemmata which show that (up to a n negligible set) all non constant
integral curves of b are contained in “good” level sets of Hp.
In Section 4.5 we prove that the divergence operator is local, in the sense that the measure
p in (16) vanishes on the set M := {b = 0} (Proposition 4.28). We stress that this result
is true for every space dimension and it is crucial to obtain a better description of the
link between the level sets and the trajectories. This is achieved in Section 4.6, where in
particular, we prove that “good” level sets of H cover almost all the set M¢ = {b # 0}.
Finally, in Section 4.7 we first show how the time-dependent problem

utb-Vu =0, in 7/((0,T) x R?). (17)

u(O, ) = UD('),
can be reduced to a family of one-dimensional problems on level sets of the Hamiltonians,
which can be solved explicitly. This allows to construct a n-negligible set R of trajectories
with the following property, which is reminiscent of the standard method of characteristics:
if u is a solution of 17, then for all v ¢ R the function ¢ — u(t, y(t)) is constant. This crucial
result (Lemma 4.44) combined with an elementary observation (Lemma 4.45) concludes
in Section 4.7.3 the proof of the Theorem A.
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Chapter 5 is devoted to the presentation of some counterexamples, still in the two-
dimensional setting. We begin in Section 5.1 discussing more in details the Weak Sard
Property; in particular, we present an example, borrowed from [ABC13] of a Lipschitz
function which does not satisfy (15). Then we consider the Chain Rule problem, present-
ing in particular the results obtained in [ADLMO7]. This leads, in Section 5.2, to the
introduction of the so called tangential set of a BV vector field: we discuss its role in
the framework of the chain rule, in view of the results of [ADLMO07]. In Section 5.3 we
propose a two-dimensional counterexample, which answers in the negative to a question
raised in [ACMO5] about the size of the tangential set. The construction is inspired by the
work [BG16]. The final part of Chapter 5 contains a variation on the theme of the Chain
Rule, which is related to the recent paper [CGSW17]: using the Lipschitz function con-
structed in Section 5.1, we give an example of an autonomous vector field b € L (R?; R?)
and a bounded function u: R? — R such that divb = 0, d;u + div(ub) = 0 in the sense
of distributions but the renormalization defect dy(u?) + div(u?b) is not representable by a
measure (let alone it is zero).

The second part of the thesis begins with Chapter 6, where we study localization issues
and the theory of proper sets. In Section 6.1 we explain their definition (see Definition
6.1) and we study their main properties: there are sufficiently many sets which have
a simple geometry and are proper (Lemma 6.7). Furthermore, we show how one can
construct perturbations ¢ of proper sets €2, which are still proper, arbitrarily close to
the original © and such that the entering/exiting fluxes mainly occur across finitely many
time-constant planes, Theorem 6.15.

Section 6.2 is devoted to the study of the behaviour, at a Lagrangian level, of the restriction
operation p(1,b).L% s p(1,0).L%H 1 . The first result we propose is Lemma 6.20,
where we give a representation of the distributional trace as a countable sum of measures
(Té’zi)tm. As we already mentioned in the introduction, it may happen that the restriction
operator induced by cutting the curves inside the domain €2 does not generate a Lagrangian
representation of p(1,b).Z% 1 o: Example 6.21 shows a situation in which this occurs.
However, as soon as one has some regularity of the vector field (e.g. BV —BD), one can
obtain an absolutely convergent sequence of measures representing the trace for every
Lipschitz set: this is proved in Proposition 6.22, relying on the chain rule for traces of
[ACMO5]. In this case, one can find two disjoint subsets A* of 9Q such that (Tgi)ﬁn is
concentrated on A,

The same can be done (without regularity assumptions on the vector field) for proper sets
(and not for a generic Lipschitz set), and it is studied in Section 6.3. The key fact, used
several times in the section, is that the trace controls the flux of trajectories across 9€:
using the perturbations Q¢ of Section 6.1 one can finally show that, if € is proper, the
measure 1) is a Lagrangian representation of p(1,b). 2% g, Theorem 6.30.

The starting point of Chapter 7 is to give a set of assumptions in a proper set {2
which implies uniqueness up to a set of trajectories whose n-measure is controlled: this is
contained in Assumption 7.1. We derive the uniqueness result in two steps: in the first,
Proposition 7.2, we control the amount of trajectories starting from the same point of the
boundary and subsequently bifurcating. In Proposition 7.3 instead we use transference
plans to control the amount of trajectories starting from two different points of 9€2 and
intersecting at a later time. The final result is Theorem 7.14, which follows from the two
steps above together with the deep duality results of [Kel84] (recalled in the Prelimi-
naries): after removing a set of trajectories whose n-measure is explicitly controlled, the
remaining curves are either disjoint or one a subset of the other. For convenience, the
analysis is performed first on perturbation of propers sets, and then passed to the limit as
shown in Theorem 7.15.

The next section, Section 7.2, addresses the problem of passing the local results obtained in
Section 7.1 to global ones. From the estimates of Theorem 7.15, it is natural to introduce
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the untangling functionals f"* and f° ut, Definitions 7.16 and 7.17. Their main property is
subadditivity w.r.t. the domain 2, as explained in Proposition 7.18, and this makes natural
the comparison of the untangling functionals with a measure: this is exactly Assumption
7.20 and a covering argument yields Theorem 7.24, which is the global version of Theorem
7.15. In the case the comparison measure can be made arbitrarily small (which will be
the case if Assumption 7.27 is satisfied) then Corollary 7.26 shows that the Lagrangian
representation 7 is untangled, in the sense of Definition 7.25.

Finally, in the last part of the chapter, we show that if 7 is untangled then there exists a
partition of R%*! into trajectories of b (Proposition 7.29) such that the PDE div(p(1,b)) =
i can be decomposed into a family of ODEs on the characteristics (Proposition 7.31).
The final result is the existence of a partition via characteristics for p(1,b), according to
Theorem 7.33, and its uniqueness in the class p’ € L*°(p), Theorem 7.34. This allows the
explicit computation of the chain rule, performed in Proposition 7.36.

Chapter 8 contains the relevant case for Bressan’s Conjecture: we show that b €

LY((0,T); BVie(RY)) satisfies Assumption 7.27 from which untangling of trajectories is
derived and uniqueness follows. In Section 8.1, we exploit Coarea formula and Rank-One
Theorem to show that it is possible to approximate locally the singular part of Db with
a measure concentrated on uniformly Lipschitz graphs, Corollary 8.5. The proof of this
fact is split into several steps (Propositions 8.2-8.3 and Corollary 8.4). Using the Rank
one property, the vector valued case is reduced to the previous analysis and we obtain
the desired decomposition in Corollary 8.5. Then, in Section 8.2, the explicit form of the
local cylinders is exhibited: in the absolutely continuous part of Db, Section 8.2.1, one
compares the Lagrangian flow 7 with the linear flow generated by a constant matrix A. In
this case, the analysis is pretty much similar to the standard renormalization estimates,
we give in Proposition 8.6 the correct bounds.
The singular part (Section 8.2.2) is definitely more involved: the cylinders are constructed
by solving a PDE (equations (8.11)) using the approximate vector field constructed in the
previous section. Lemma 8.7 guarantees that the Lipschitz regularity of sets is preserved
in time, so that they can be used as approximate cylinders of flows. Lemmata 8.8, 8.9
estimate the lateral flux through these cylinders and yield Proposition 8.10, which give
the correct bounds for the singular case. We collect in the last section, Section 8.3, the
technical proofs of Lemmata 8.8, 8.9.

Finally, in Chapter 9, we present the concept of forward untangling, which simplify
some of the propositions shown in Chapter 7: it is discussed in Definition 9.1 the notion
of forward untangled Lagrangian representation and we explain, in Section 9.1, the local
theory (i.e. in a given proper set: see Proposition 9.2 and Proposition 9.3). Then we
perform the usual “local-to-global” argument in Proposition 9.9, relying again on the
subadditivity of the forward untangling functional (Proposition 9.7).

Section 9.2 aims to give an interesting example in which the forward untangling method
applies: after recalling some preliminary results on weak Lebesgue spaces (in particular,
the useful Lemma 9.12) we show that every Lagrangian representation of a vector field
p(1,b) is forward untangled, whenever b satisfy a suitable estimate on its difference quo-
tients (stated precisely in 9.13). We remark that this case is relevant for at least two
reasons: on the one hand, it allows to recover, in the untangling formulation, the results
contained in [BC13] about vector fields whose gradient is given by a singular integral (of
an L' function). On the other hand, this gives an example of a Regular Lagrangian Flow
which has only a Holder-Lusin property (and not a Lipschitz-Lusin property: see Remark
9.19).

Finally, Section 9.3, contains a quantitative stability estimate (Proposition 9.20). We
compare the Regular Lagrangian Flow of a vector field satisfying Assumption 9.13 with
the generalized flow of a given vector field: we estimate how much the two flows differ in
terms of the L' norm of the difference of the vector fields.
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The last part of the thesis deals with scalar, multidimensional conservation laws. In
Chapter 10, after claryfing the notation and recalling some preliminary results (Section
10.1.2), we give the precise definition of Lagrangian representation of a solution (Definition
10.3). The first fact we show is that, whenever a solution has a Lagrangian representa-
tion, then it is an entropy solution (Proposition 10.5). Next, in Section 10.2.2 we prove
the existence of a Lagrangian representation first for a BV entropy solution (Proposition
10.13), and then the general case (Theorem 10.14). The chapter is concluded with a first
application of the above construction (Section 10.3), where we give the proof of Theorem

C.






Notation and mathematical preliminaries

ABSTRACT. In this chapter we collect some mathematical preliminaries which will be
used throughout the thesis. In particular, for the usefulness of the reader, in Section
I we fix some notations we will use in the following. Section II collects the tools from
Geometric Measure Theory we will use and Section III contains a synopsis of the theory
of functions of bounded variation. Section IV contains a glimpse of the theory of traces
for bounded, measure-divergence vector fields. Finally, in Section V we will present some
topics from the Optimal Transportation Theory we will use later on in the Thesis.

I. General notation

We fix in this section, for the usefulness of the reader, some notations which will be
used throughout the thesis.

Euclidean spaces and topology. For an integer d > 1, the d-dimensional euclidean
real vector space will be written as R?, and its norm by | -|. In the following we will often
consider the space R%! or the space Rt x R¢, whose coordinates will be denoted by t
(time) and z (space), with ¢t € R,z € R%. The open ball in R centered at a point z € R?
with radius r is

Blx):={yeR: |y —a| <r}.

When 2z = 0 and there is no risk of confusion we will simply write B¢ to denote BZ(0).
The unit sphere in R of center 0 will be denoted by S%:= 9B (0) ¢ R .

If X is a metric space, the ball centered in x € X with radius r will denoted BX(z),
and B, (x) when no confusion occurs about X. If E C X then dist(z, E) is the distance
of = from the set F, defined as the infimum of d(z,y) as y varies in E.

The norm in a generic Banach space will be denoted by || - ||, with an index referring
to the space whenever some confusion may occur. If not otherwise stated, 2 will stand
for a generic open set in R

The closure of a set A is denoted by clos A, usually being clear the ambient topological
space. The relative closure of A in the topological space B is clos(A, B). Similarly, the
interior will be written as int A or int(A, B). The frontier/boundary will be written as Fr A
or Fr(A, B) and, in some cases (mainly for Q C R?), we will use the more conventional
notation 0€). We will say that A € B if clos A is a compact set contained in B. A
neighbourhood of x € X will be written as U,. The power set of set X will be denoted
by P(X). Given a product space X x Y, we denote the projection on the space X by px:
sometimes we will also write p; : [ [, X; = X to denote the projection on the j-component
X;. In the product space X x Y, for all sets A we will denote its sections as

Alw) ={y: (x,y) € A}, Ay) = {z: (z,y) € A}.
We say that the family { A, }aer (I some set of index) is a covering of A if

Ac| A,

and, if the elements of the family are disjoint, i.e. Ay N Ag = 0 for a # 3, we say it is a
partition.

xxiii
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Functions and vectors. If A is a set, we will denote by 1 4 the characteristic function

Rt

The notation I is for the identity function I(xz) = x. The symbol g o f denotes the usual
composition of the two functions f: X — Y and g: Y — Z. When the function is defined
in a subset of the ambient space, the domain will be written as D(f) and its range (or
image) as R(f). The graph of a function f is denoted as Graph f, and the support by
supp f. In the case of vector valued functions (vector fields), we will use bold letters, e.g.
b= (b)%,. We will write 7, = (- n)n and 75 = 2 — z5: often we will identify each
of these vectors with their subspace vectors, e.g. @n ~ = -n. A generic vector in R4*!
will be written as B: we will sometime use this notation when the particular structure
of B is not important. If the vector field b : R4t — R¢ is time dependent, then we will
use either the notation b(t): R? — R? or b;. In general, given X,Y topological spaces,
C(X,Y) will stand for the space of continuous functions f: X — Y . If X = R4, OF(R?)
is the space of real valued functions with continuous partial derivatives up to order k. The
space of compactly supported smooth functions in an open set Q C R? will be denoted by
C2°(Q). The space of distributions over Q will be 2’(Q2). The duality pairing between a
distribution f € 2’'(Q) and a function ¢ € C°(f2) will be written as (f, ).

A smooth, non negative function ¢ with compact support and integral equal to 1 will

be called convolution kernel. We will use the notation ¢ = 5*dg0(1)/ . We will denote the
convolution in R? by .

Differential operators. The distributional partial derivatives of a real-valued func-
tion f defined on a subset of R x R? will be written as 0, f;, Oz, f. The differential of a
smooth function f will be written as D f, and the divergence of a vector field b by div b.
Finally, if e is a unit vector, the derivative of b along e = (e;)%; will be denoted by

Def = Z?:l ei0; f.

About the value of the constants. To conclude this section, we will use L for
a scale constant, Cy for a dimensional constant and C for a generic constant which may
change from line to line. If f is some function, we will write O(f) for a quantity equivalent
to f or o(f) for an infinitesimal quantity w.r.t. f: usually the point about where the limit
is taken is clear from the context.

II. Tools from Geometric Measure Theory

In this section we collect some results in measure theory which will be used in the next
chapters. The main reference is [AFP00].

Abstract measure theory. If X is a set and &/ is a g-algebra on X, we will call
(X, ) a measure space. A positive measure on (X, o) is a function u: o — [0, +00]
such that p(0) = 0 and which is o-additive, i.e. for any sequence {A,}, C & of pairwise
disjoint sets it holds p(lJ, An) = > oo 1(An), A positive measure is said to be finite if
u(X) < oo and is a probability measure if u(X) = 1; We say that a measure is o-finite if
there exists a countable family (X, )nen C & such that X = J, X; and p(X,) < 400 for
every n € N. We will write £2(X) to denote the set of probability measures on X.

More generally, if (X, <7) is a measure space and m € N, m > 1, any o-additive function
p: o/ — R™ such that u(@) = 0 will be called real measure (if m = 1) or vector valued
measure (if m > 1). Notice that this means that, for any sequence {A, },, C & of pairwise
disjoint sets, the series y > uu(Ay) is absolutely convergent and it holds p(lJ, An) =

ZZO:() p(Ay).

When X is the d-dimensional Euclidean space R, we will denote the Lebesgue measure
by #¢ and the (d — 1)-dimensional Hausdorff measure by #?~!. The Dirac mass at x
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will be written as ,. The d-dimensional Lebesgue measure of the unit ball in R¢ will be
denote by wy, so that

Z24BX0)) = war?.
Consequently, the .29~ 1-measure of the unit sphere S% ! in R% is dwy.

We say that a set F € &7 is p negligible if u(FE) = 0. A negligible set (w.r.t. some
given measure) will be often denoted by N. We say that a property P(z) depending on
the point € X holds p-almost everywhere in X if the set where P fails is py-negligible. If
p = 2% is the Lebesgue measure on (a subset of) R? | we will often say the the property
P(x) holds almost everywhere.

Measures induced by functions. If j is a positive measure on (X,.27) and f € L' (X, p)
we define fu as the measure on X given by fu(E) := [, fdu, for every E € .

Total variation of a measure. For every measure pu on (X, /) we define its total vari-
ation as the measure |u| defined on o by

|| (E) := sup {Z |W(Ey)| : By C o disjoint, E = | En} .
n=0

n=0
The measure |u| is a positive finite measure.

Concentration. We will say that a measure p on (X, o) is concentrated on aset C C X
if [u](X \ ©) = 0.

Restriction of a measure. Let u be a measure on (X, /) and A € /. We denote by
pe A the measure on &7 defined by p4(F) := u(ANE) for any E € & which will be called
restriction of p to A. We will use a similar notation also for functions, fL 4.

Absolute continuity and singularity. Let p be a positive measure and v a real or vector-
valued measure on (X, 7). We say that v is absolutely continuous with respect to p if

VEed: W(E)=0 = |v|(F)=0.

In this case, we will write v < p. Furthermore, if v is now a positive measure on (X, .o/),
we say that p and v are mutually singular (and we write p L v) if there exists a set E € o
such that pu(F) =0 and v(X \ E) = 0. In the case where p or v are real or vector valued
measures we say they are mutually singular if |p| and |v| are singular.

Borel o-algebra and Borel maps. Let now (X, 7) be a topological space. The o-algebra
generated by open sets is called Borel o-algebra and will be denoted by #(X). If X,Y
are two metric spaces, we say that a function f: X — Y is Borel if f~1(A) € B(X) for
every open subset A C Y.

Support of a measure. Let p be a positive Borel measure on X. The support of u is
defined as the closed set

supp p :={xz € X : p(U) > 0 for every neighbourhood U of z} .

Integration theory. If p is a measure on X and f: X — [—o00, +00] is a y-measurable
map, we denote the integral of f over X w.r.t. the measure p (whenever it exists) by

[ r@utdz)y vy [ 5@ dute).
X X
When p = £ is the Lebesgue measure on (a subset of) R? we write
f(x) dx.
Rd

Sometime we will not write the set of integration, being implicitly characterized by the
measure w.r.t. we are integrating. The Lebesgue spaces LP(X, 1) are defined in the usual
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way and their natural norm is denoted by || -, or by || - ||». The notation L% will be used
for the space of non-negative functions with integrable p-power. We will add the index loc
to denote properties which holds locally, e.g. local integrability, local boundedness.

Awverage. The average integral on a set will be written as

1
f, 1@ utde) = s [ 1) utan).

Push-forward. Let X,Y be two metric spaces, 1 a measure on (X, Z(X)) and f: X —
Y a Borel function. We define the push-forward of y with respect to f as the measure on
(Y, 2B(Y)) given by fyu(B) := u(f~*(B)) for all B € #(Y). Notice that for a Borel map
g: Y — R it holds

/ o(y) (fu)(dy) = / (g0 1)) p(de).
Y X

Scaling of functions and measures. Given a point € R? and r > 0, we define the
rescaling of f about z € R as
faly) = f(@ +ry).

For a measure p, similarly we define u, as

/Yf(y)ug(dy)I/yf<x+y;x> p(dy).

Measures in metric spaces. Let now X be a locally compact separable (l.c.s.)
metric space. A positive measure on (X, Z(X)) is called a Borel measure. If a Borel
measure is finite on compact sets, it is called positive Radon measure. A Radon measure
on X is a function defined on relatively compact Borel subsets of X such that it is a
measure on (K, #B(K)) for any K C X compact. If u: B(X) — R™ is a measure then it is
called finite Radon measure. We will denote by [.#o.(X)]™ and by [.# (X)]™ respectively
the space of R"-valued Radon measures and the space of R™-valued finite Radon measures.
We remark that the space [.#(X)]™ is a Banach space with the norm |||z = |u|(X).
In the case m = 1, the set of signed Radon measures over X is denoted by .Z(X), the
positive Radon measures with .# " (X) and the finite Radon measures by .,(X).

Weak-star convergence. Let X be a l.c.s. metric space, equipped with the Borel o-
algebra. Let p € 4 (X) and {pin }nen C A (X). We say that (), weakly-star converges
to p if

[ s@ i)~ [ f@tao).

for any f € Cp(X). Taking into account Riesz’s Theorem [AFP00, Thm. 1.54], we see
that the notion of weak-star convergence of measures coincides with the standard notion
of weak-star convergence in the dual of a Banach space. Since the results we propose are
often local in space-time, sometimes we will not distinguish between weak-star and narrow
convergence, and sometime we will just write weak (or weak-star) convergence of measures
to denote both of them.

Radon-Nikodym theorem and polar decomposition. We will use several times
the following

THEOREM I (Radon-Nikodym). Let p be a positive measure and v a R™-valued measure
on (X, 7). Moreover, let i be o-finite. Then there exist two vector measures v*, v and
a function f € [LY(X, u)]™ such that

v <, vt Loy, v=v"+vt and v* = fpu.

Moreover, the measures v®, v° are unique and the function f is unique up to modification
i p-negligible sets.
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The function f is also called density of v with respect to pu or Radon-Nikodgm deriv-
ative and it also denoted by g—z. When the measure = Z%, then the first term in the

decomposition above will be denoted by v*¢ (either for the function f or the measure

fu).

Disintegration theorem. We recall here a version of Disintegration Theorem we will
widely use in the thesis. Let X C R™, Y C R™ be open sets, u a positive Borel measure on
F and z — v, a function which assigns to each z € X a R™-valued Borel measure v, on
Y: we say that this map is Borel (or, equivalently, that the family of measures {v;}rex
is Borel) if x — v, (B) is Borel for any B € A(Y).

THEOREM II (Disintegration). Let f: X — Y be a Borel map, where X C R" and
Y C R™; let p be a finite Radon measure on X and v a finite Radon measure on'Y such
that fulu| < v. Then there exists a Borel family of probability measures {jy}yey on X
such that for a.e. y € Y the measure i, is concentrated on f(y) and

u—/yuw(dy),

which means that for any bounded Borel measurable function ¢: X — R

[ ownian) = [ ([ o) via. (1L.1)

Moreover, if {u,}yey is another family for which (IL.1) holds, then p, = w, for v-a.e.
yevyY.

Geometric Measure Theory. We now present the main results needed in the sequel
about Lipschitz functions, rectifiable sets, Area and Coarea formulze.

Lipschitz functions. Let E C R™ be an arbitrary subset and f: F — R". The function
f is said to be Lipschitz if there exists a constant K such that

[f(@) = fW)l < Klz—yl,  Vo,ycE. (IL.2)

The smallest number K for which (II.2) holds is called the Lipschitz constant of f and de-
noted by Lip(f). The linear space of Lipschitz functions on F will be denoted by Lip(E).
We recall that the classical Rademacher’s Theorem guarantees that Lipschitz functions
are differentiable .Z%a.e.

Lipschitz domains. An open set Q C R? is said to be Lipschitz or Lipschitz reqular
if 0Q is Lipschitz: this means that for every point & € 9) there exists a neighbourhood
U, of x and a Lipschitz function ¢, : R 5 U, — R and r > 0 such that in a local
coordinate system

o0 N BY(x) = Graph(I, ¢;).

Rectifiable sets. Let E C R™ be an % measurable set. We say that E is countably
A -rectifiable if there exist countably many Lipschitz functions f;: R¥ — R™ such that

AF (E\ fj fi(Rk)> =0.
=0

We say that E is J#*-rectifiable if E is countably J#*-rectifiable and 7% (E) < co.
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Area formula for Lipschitz curves. For the general Area Formula we refer the reader
to [AFP00, §2.10]. We present here the formulation we will use. Let v: I — R? (where
I C R is an open interval) be an injective, Lipschitz map and let us consider the curve
C :=~(I): then it holds

A (INfHy)) dAt(y /|7 )| ds.
R2

By injectivity, #° (I N ffl(y)) =1 for every y € C' and hence

A o= / 17/ (s)| ds
I
which can be written shortly as

o= (Y| L). (11.3)

Coarea formula for Lipschitz maps. For the general Coarea Formula for Lipschitz func-
tions we refer the reader to [AFP00, §2.12]. We present here the version of the formula
in which we will use it.

Let f: R? — R be a Lipschitz function: according to Coarea Formula we have

IV flL? = / A, dy. (IL4)
R

where E; denotes the level set f ~1(y). Note that this provides a characterization of the
disintegration {1, },er of the measure p := |V f|.£2.

Structure of level sets of Lipschitz functions. Since we will need some results on the
structure of level sets of Lipschitz functions defined in the plane, we recall them here.
First, for any A C R?, we denote by

Conn(A) := {C C A : C is a connected component of A},
Conn*(A) := {C’ € Conn(A) : #1(C) > 0},

and

A* = U C.

CeConn*(A)

Suppose now that 2 C R? is an open, simply connected domain and H: Q ¢ R? = R
is a compactly supported Lipschitz function. For any h € R, let Ej, := H~'(h) and define
the critical set of H as

={z €R?:VH(z) =0 or H is not differentiable at z}.
We recall the following deep

THEOREM III ([ABC13, Theorem 2.5]). The following statements hold for £*-a.e.
h e H(Q):

(1) ##Y(Ey) < oo and Ey, is countably s -rectifiable (in what follows, we will say
E}, is regular);

(2) for s -a.e. x € Ej, the function H is differentiable at x with VH (z) # 0;

(3) Conn*(E}) is countable and every C € Conn*(FE}y) is a closed simple curve with an
injective, Lipschitz parametrization 7: Rlez — C (for some £ > 0 )which satisfies
4(t) € R2\ S and 5(t) = VEH(y(t)) for a.e. t;

(4) AN (Ep\ Ef) = 0.



ITII. FUNCTIONS OF BOUNDED VARIATION AND OF BOUNDED DEFORMATION XXix

III. Functions of bounded variation and of bounded deformation

In this section, we recall the main facts about functions of bounded variation. For a
complete presentation of the topic, see e.g. [AFP00, Chapter 3] or [Zie89]. For BD we
refer the reader to [ACDM97].

Throughout the section, Q C R? will denote a generic open set.

Definition and main properties. As we already said, if b € L'(2;R™) we denote
by Db = (D;b/); ; the derivative in the sense of distributions of b, i.e. the R™*-valued
distribution defined by

D)= [ V2 veeCr®. 1<isdigjsm
R4 ({“)x,

Bounded variation. We say that b € L'(Q;R™) has bounded variation in Q, and we
write b € BV(Q; R™) if Db is representable by a R™*%-valued measure, still denoted with
Db, with finite total variation in €. The space of functions defined on the whole R¢
which are of bounded variation in B4(0)) for every r > 0 are said to be of locally bounded
variation and they make up the space BVi,.(£2,R™). The space BV(;R™) is a Banach
space with the norm

1bllBv () = [[BllL1(0) + [DBI(L).
Bounded deformation. When m = d, given a vector field b € L' (£; R?) we can define

the symmetric part of the distributional derivative of b, which will be written as Eb =
(Eijb)ij, by setting

1 . .
Eyjb:= gD + DY), 1<ij<d.

Accordingly, we say that b € L'(€2;RY) has bounded deformation in 0, and we write
b € BD(;RY), if E;;b is a Radon measure with finite total variation in €2 for any ¢,j =
1,....d.

Approximate limits. We recall also that if b € L'(Q;R™), we say that b has an
approzimate limit at x € Q) if there exists z € R™ such that

lim |b(y) — 2| dy = 0. (IIL.5)
0 Br(x)

The set Sp of points where (I11.5) does not hold is called the approzimate discontinuity
set; for any = € Q\ Sp, the vector z is uniquely determined by (II1.5) is called approzimate
limit of b at x and is denoted by g(m) We say that b is approximately continuous at x
if 2 ¢ Sp and b(z) = b(z), i.e. x is a Lebesgue point of b. It is possible to check that Sp
is a Borel set and the function b: Q \ Sp — R™ is a Borel function, coinciding .#%-a.e. in
Q\ Sp with b. We also introduce the set of approximate jump Jp C Sp, to be the set of
points & € Sy, such that there exist 2+ € R? and v € S*! such that

lim |b(y) — 2T |dy =0, lim |b(y) — 2" |dy =0, (IIL.6)

™0 J B (z,0) ™0 J By (z,v)
where B (z,v) := {y € B.(z): (y — x,v) = 0}. The triplet (2*,27,v) is uniquely deter-
mined by (II1.6) up to a permutation of (27, 2%) and a change of sign of v and is denoted
by (bT(x),b™(x),v(x)). The set of approximate jump points is a Borel set denoted by Jp;
moreover, the map J, 3 2 — (b7 (2), b (2),v(z)) € R™ x R™ x S9! can be chosen to be
Borel in its domain. In the case of 1-dimensional BV functions f (or, in general, whenever
the limits exist), we will often write

f(z+) = lim f(z)

T—T

for the right/left limit.
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Decomposition of the derivative in BV. For b € BV(Q2; R™), by Radon-Nikodym

Theorem I, we can write
Db = D*“b+ D°
where Db is the absolutely continuous part of Db w.r.t. Z% and D®b is the singular
part of Db w.r.t. £ Moreover, DSb can be further split in two parts, so that we obtain
the decomposition .
Db = D*“b+ Db+ Db,

where

(1) Db is the jump part: it is absolutely continuous w.r.t. to the ¢ !-measure
restricted to the (d — 1)-countably rectifiable set J;

(2) Dbisthe Cantor part, i.e. the residual part, orthogonal to the Lebesgue measure:
each set with finite J#¢~!-measure is D°b-negligible.

The following important result relative to the structure of BV functions holds.

PROPOSITION IV (Structure of BV function). Let b € BV(Q2;R™). Then the approxi-
mate jump set Jy is countably %' -rectifiable, 1 (Sy \ Jp) = 0 and

Dib=(b" — b)) @ v L.
Furthermore, the blow-up b’ converges in L' to

- b~ x-v<0,
b=
bt z-v>0.

In the case of scalar functions f € BV(R% R) the following Coarea formula holds.
THEOREM V (Coarea). It holds

Dsl = [ DLl 2. Df = [ Dl 2 (an).
In the case of BV vector field b, we recall the following deep result, due to Alberti:
THEOREM VI (Alberti’s Rank-one, [A1b93]). It holds
Db = M (x)|D*“b| + n(xz) ® m(z)|Db|.

In the following we will use the notation n and m to denote the two unit vectors in
the rank-one property. The matrix M (x) will denote the Radon-Nikodym derivative of
the absolutely continuous part. Note that from the orthogonality of the decomposition

‘Da.c.b’ — ’Db‘a'c', ‘ch‘ = ’Db’c, ’DJb’ = ‘Db‘J

In case of time-dependent vector fields, i.e. b: I x R — R? where I = (0,T) for some
fixed T > 0, we will say b € L' (I; BV},.(R?)) if

bi(-) = b(t,-) € BVie(RY) for Ll-ae. tel
and for all R > 0
IxBpg 1

For a.e. t € I we can perform the usual decomposition of the spatial derivative of b; into
the absolutely continuous and the singular part, i.e.

Db; = D*“b; + Dby = D*“b, + Dby + D°b,

where the measures in the decomposition are defined as above in the autonomous case.
We denote by |Db|, |D*b|, |D®b| the measures obtained by integration of |Dby|, Db/,
| D*b;| with respect to the time variable, that is

T
Db :/ Dby dt.
0
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This explicitly means that
| ettaanbiee) = [ oto)dDbl)at
IxR4 IxR4
for every function ¢ € C.(I x R%) (similar formula hold for the other parts as well).
Sets of finite perimeter. Let F C R% we will say it is of (locally) finite perimeter

is the characteristic function 1p € BV(R%R) (resp. locally of bounded variation). We
recall that the reduced boundary 0*F of F' is the set of points such that

| DLp|(B}(x)) . D1p(Bf(z))
lim ————— " = wy_ e —
Aol wat g By~ ")
where n(x) is the measure theoretical inner unit normal. Furthermore, it holds
1 1
lim .,iﬂd(FﬁBf,l(x)ﬂ{x-n(a:) >0}) =1, lim DS,”d(FﬂBg(x)ﬂ{mn(x) < 0}) =0.

™\0 wdrd N0 wdrd

We finally recall the following (see, for instance, [Zie89, Thm. 5.7.3]):

TueorEM VII (De Giorgi). If F € R? is of locally finite perimeter, then O*F is
countably A1 rectifiable and it holds |D1p| = A 1 L g p.

IV. Traces for measure divergence L*°-vector fields

We need to recall some basic facts about the trace properties of L vector fields whose
divergence is a measure. The main references are [DL07, ACMO05, Anz83, CF99].

Anzellotti’s weak traces. We consider a bounded vector field V' € L>®(R?; R?) and
we assume that its distributional divergence div V' is represented by some Radon measure:
in this case, we will say that V is a measure divergence vector field. There are well known
results that allows to give a meaning and to characterize the trace of such vector fields
over rectifiable sets. To begin, we recall the following

DEFINITION VIII. Given a bounded, open domain with C! boundary  C R?, the
(Anzellotti) normal trace of V' over 0f) is the distribution defined by

<Tr(V, Q) - n,q/)> = /Qw(:r) d(divV)(x) + /Q V- Vi(z) dL(x)

for every compactly supported smooth test function 1 € C2°(R?).

The following Proposition says that the trace of a measure divergence vector field is not
an arbitrary distribution, but it is induced by integration of a bounded function defined
on 0f).

PROPOSITION IX. There exists a unique g € L (0Q; 79 Lpq) such that

loc
(Te(V.9) m.6) = [ gorrtl Woe or )
o0
It is not clear yet the relationship between the function g and the vector field V. We
have thus the following theorem (see [DLO07, Prop 7.10]):

THEOREM X (Fubini’s Theorem for traces). Let F' € C1(Q). Then for a.e. t € R we
have

T(V{F>t}) n=V.-v, A ae onQN{F >t} (IV.7)

where vy denotes the exterior unit normal to {F > t}.



xxxii NOTATION AND MATHEMATICAL PRELIMINARIES

One can also define the traces of V on a oriented hypersurface of class C!, say X.
Indeed, choosing an open C! domain Q' € R? such that ¥ C 09 and the unit outer
normals agree v = vy, we can define

T (V,Y) n:=Tr(V,Q).
Analogously, choosing an open C' domain Q" such that ¥ C 09" and vor = —vs we
define
TrH(V,E) n:=-Tr(V,Q")  n.
We remark that one can replace C' regularity with Lipschitz, so that it is possible
to give the definition of normal trace of a measure divergence vector field on countable

A _rectifiable sets. We collect here other important results on Anzellotti’s weak traces
that will be used in the Thesis:

ProrosiTIiON XI. If V is a bounded, measure divergence vector field, then:

o divV <« %1 as measures in RY;
e for any oriented, C' hypersurface X it holds

divVig= (Tr"(V,S) - n—Tr (V,%) n)#" s

Finally, an interesting case is when the vector field V is of the form V := pv, where
p € L™®(R%) and, for instance, v € BV},(R%R?). In this situation, one has the usual
definition of the trace of v over 92 as BV function. We recall that the trace of BV
functions v for open sets Q C R? of class C! is a measure which is absolutely continuous
w.r.t. A1 gy, We conclude this section by recalling the following chain rule for traces,
proved when v € BV in [ADLMO7] (see also [ACMO05, Theorem 4.2] for the case of
vector fields of bounded deformation).

THEOREM XII (Change of variables for traces). Let U C R? be an open domain of
class C' and let v € BVio(R%GRY) and € Lip(R;R). Then if V. = pv is a measure
divergence vector field, then also B(p)v is a measure divergence vector field and, moreover,

it holds
TrE(pw,U) -
T (B(p)o.U) - = B(Trri((’f’m)_ =

where the ratio is arbitrarily defined at points where the trace Tr(v,U) vanishes.

> Tr*(v,U) - n, AL _ae. on U,

Other results concerning the trace of BD vector fields can be found in [Bab15]. For
further use, we point out that minor modifications of [ACMO05, Theorem 4.2] yield the fol-
lowing slight extension of Theorem XII to the case of time-dependent, measure-divergence
vector fields (it is now intended that the divergence operator acts also on the time variable,
ie. div=divyy).

PROPOSITION XIII. Let U C R? be a Lipschitz domain and let v € L'(R; BV)oc(RY))
and B € Lip(R;R). Then if V. = pv is a measure divergence vector field, then also 5(p)v
s a measure divergence vector field and, moreover, it holds

B Tr(pv,U) - n
Tri(ﬁ(ﬁ’)"% U) n= B(W

where the ratio is arbitrarily defined at points where the trace Tr(v,U) vanishes.

) Tri('v, U)-n, AT _q.e. on AU,

V. Tools from Optimal Transportation Theory and duality

In this section, we recall some results borrowed from the theory of Optimal Transport,
which will be used in the Thesis. The main references are [AG13, Kel84].

Let X,Y be Polish spaces (i.e. complete and separable metric spaces) and recall
that 2(X) (resp. Z(Y)) is the set of Borel probability measures on X (resp. Y). Let
c: X XY — RU{+o0} be a fixed Borel cost function, and p € 2(X), v € Z(Y) be given
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measures, called marginal measures. Kantorovich formulation of Optimal Transportation
Problem is the following:

min {/ c(x,y) m(dzdy) : m € Adm(p, y)} (V.8)
XxY
where the set of admissible test plans is defined as

Adm(p,v) = {m e P(X xY): (px)um =, (py)pT =1v}.
The set Adm(u, v) is always not empty, convex and compact w.r.t. the narrow topology
on Z(X xY); furthermore, we recall that the minimum of Problem V.8 exists, under mild
assumptions on the cost function (e.g., ¢ is lower semicontinuous and bounded from below
is sufficient). It is possible to formulate the dual problem to Problem V.8:

max{/ o(z) p(de) + /¢ ):¢ € LY(u), € L' (v) such that
(V.9)

6(2) + U(y) < cla,y) V(. y) € X x Y}.

The relation between Problem V.8 and Problem V.9 lies in the following classical

THEOREM XIV ([AG13, Thm.1.17]). Assume that the cost function ¢: X xY — R is
continuous, bounded from below and satisfies

c(z,y) < a(x) +b(y)
for some a € LY(X, ), b € LY(Y,v). Then the infimum of Problem (V.8) is equal to the
supremum of Problem (V.9).

In [Kel84], general duality theorems for functionals similar to the ones considered in
Problem V.8 and Problem V.9 are established under minimal assumptions on the ambient
space in the multi-marginal case. Given finitely many finite measures pu; > 0 over Polish
spaces X;, ¢ € I being I some finite set of indeces, the set of admissible transference plans
Adm(p;) is now defined as

Adm(p;) = {m >0: (pz)ﬁ7r<,uz}C//l+<HX>

The next theorem will be used in the thesis:

THEOREM XV ([Kel84, Thm. 2.14]). The following duality result holds for any Borel,
non-negative cost function h: [[, X; — R*:

sup {/ h(z)n(dx) : m € Adm(ui)}
I, X;
—mf{Z/ ) pi(dzx), hi: X; — R Borel, such that Zh >h}

Moreover, we will need the following Proposition, which con81ders the case I = {1,2},
i.e. when we have two Polish spaces X,Y under the assumption that the cost function
¢ is the indicator function of some set C' C X X Y: in this case the special structure of
the cost function can be transferred to the maximizing pair (h1, h2) in (V.10), as the next
proposition claims:

ProprosiTION XVI ([Kel84, Prop. 3.3]). If I ={1,2} and ¢ = 1¢ for some Borel set
C C X xY, then the r.h.s. of (V.10) can be replaced by

1nf{ Z wi(B;), B; Borel, Z 1p, > IIB}

1=1,2 i=1,2

(V.10)

and the minimum is attained.
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CHAPTER 1

An overview on the classical theory

ABSTRACT. The aim of this chapter is to give a rather quick and useful overview on the
classical theory of flows. In Section 1.1 we recall the Cauchy-Lipschitz Theorem (giving
existence, uniqueness and stability of solutions for ordinary differential equations). Then
we introduce the formulations of the partial differential equation we want to study,
namely the continuity equation and the transport equation and we show that, in the
smooth framework, they are easily solved by the method of characteristics. As it is
well-known, uniqueness of solutions to the ODE is readily lost, as soon as one drops
the regularity assumptions on the velocity field: however, even for rough vector fields,
one can still hope to show uniqueness of a suitable notion flow, the Regular Lagrangian
Flow. Tt turns out that the theory of such flows (existence, uniqueness and stability)
can be constructed from well-posedness results of the PDEs associated to the vector
field: we are thus led to consider the continuity equation and the transport equation
with non-smooth coefficients. In Section 1.2 we clarify our notion of weak solution for
the continuity equation (discussing, in particular, the regularity in time). In Section 1.3,
instead, we introduce the weak formulation of the transport equation and we prove a
very general result of existence of bounded solutions. Finally, we begin investigating the
problem of uniqueness of solutions to the transport equation, by presenting the notions
of renormalized solution and of remormalization property, showing their links with the
well-posedness problem for the PDE.

1.1. Cauchy-Lipschitz theory and the method of characteristics

1.1.1. The ordinary differential equation. Let Q C [0, +00) X R? be an open set
and let b: Q — R? be a given vector field. We want to study the ordinary differential
equation (ODE)

7' (t) = b(t,¥(t))- (1.1)

A (classical) solution of (1.1) consists of an interval I C R and a function v: I — R?
such that (¢,7(t)) € € for every t € I and which satisfies (1.1) for every t € I. We
also say that ~ is an integral curve or a characteristic curve of the vector field b. If we
fix (to,z0) € Q, we can couple the equation (1.1) with the initial condition v(ty) = xo.
Usually, we will consider ¢ty = 0 and we drop the index on zy. We will thus consider the
Cauchy problem

X (t,x) =b(t, X (t,x)),

X(0,z) ==x. (1.2)

A map X solving (1.2), whenever it exists, will be called the flow of b. When b enjoys
suitable regularlty assumptions, mainly in the space variable, existence and uniqueness of
the flow of b are ensured by the following, well-known result.

THEOREM 1.1 (Cauchy-Lipschitz). Let b: [0, T] x R — R be a continuous vector field
and assume it is Lipschitz continuous with respect to the spatial variable, uniformly with
respect to the time,

|b(t,z) — b(t,y)| < K|z — yl, Vit € [0,T], x,y € R

Then for every x € R? there exists § > 0 and a unique mazximal solution X (-,z) to (1.2)
defined in a nonempty mazximal time interval [0,06). Moreover, the map X (t,-) is locally
Lipschitz on its domain.
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The proof of Theorem 1.1 is classical and it is based on the Banach-Caccioppoli fixed
point Theorem.

REMARK 1.2. Theorem 1.1 remains valid if we assume that b is only summable with
respect to the time variable and Lipschitz continuous in x uniformly in ¢. Furthermore, we
remind that it is possible to prove uniqueness of solutions under some milder assumptions
on the vector field b than Lipschitz behaviour. For instance, the so called one-sided
Lipschitz condition or the Osgood condition [Cri09, Prop. 1.2.6, 1.2.7] are sufficient to
get uniqueness. [

1.1.2. The transport equation and the continuity equation. The ODE (1.2)
is strictly related to the following linear partial differential equation, known as transport
equation:

{8tu(t, x) +b(t, z) - Vu(t,z) =0, in (0,7) x R (1.3)

u(0,2) = u(x)

where @: R? — R is a given initial datum. Indeed, if u is a smooth solution of (1.3) and
z € R?, we have

%u(t,X(t,x)) = Ou(t, X (t,x)) + 0, X (t,z) - Vu(t, X (t,x))
= Owu(t, X (t,x)) + b(t, X (t,x)) - Vu(t, X (t,z)) =0,

which means that u is constant along the characteristics of b. Hence, we have the following
formula which yields the expression of the solution to (1.3) in terms of the flow of b:

u(t, ) = u(X(t, )_1(1‘)) (1.4)
In the following, we will also consider the continuity equation which reads as
Op(t, z) + div(p(t, z)b(t,x)) = 0 in (0,7) x R? (1.5)

and, in the case of a divergence-free vector field, is equivalent to the transport equation
(1.3). It is possible to derive an explicit formula like (1.4) for the solution to the continuity
equation (1.9), coupled with an initial datum of the form p(0,-) = p(-), for some given
p: R4 — R: as one can easily check, the solution p is given by

P -1

= ———— o (X(t,- . 1.6
Formula (1.6) is usually known, within the language of fluid dynamics, as the Transport
Formula (see, e.g. [MB02, Proposition 1.3]).

1.1.3. Regular Lagrangian Flows. When the vector field b is not assumed to be
smooth (locally Lipschitz in space), but enjoys only Sobolev or BV bounds, there are well
known examples that show that uniqueness at the ODE level, i.e. uniqueness of solutions
to (1.1), is lost. For instance, one can consider the autonomous, continuous (but not
Lipschitz) vector field b(z) := \/|z| defined for z € R. Notice that b € I/Vlif (R) for every
1 <p < 2. It is easy to check that the Cauchy problem

{w'm = V[ (0], (1.7)
z(0)=0
has infinitely many solutions, given by
A (t) = {? , L
it—c)® ift>c,

for every c € [0, +oc]. Heuristically, this means that the solution can “stay at rest” in the
origin for an arbitrary long time.
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However, one can still associate to the vector field b a notion of flow, made of a selection
of trajectories of the ODE. Among all possible selections, we prefer the trajectories that
do not allow for concentration, as presented in the following definition.

DEFINITION 1.3 (Regular Lagrangian Flow). Let 7> 0 and b: (0,7) x RY — R? be a
Borel, locally integrable vector field. We say that the Borel map X : R? x [0,7] — R? is
a Regular Lagrangian Flow of b if the following two properties hold:

(1) for L%-ae. x € RY X (-, 2) € AC(]0,T]; R%) and solves the ODE (1.1) for .£'-a.e.
t € (0,7), with the initial condition X (0,z) = x;

(2) there exists a constant C = C(X) satisfying X (¢,);-2?¢ < C£? for every t €
[0, 7.

We notice that, thanks to the second condition in Definition 1.3, the notion of Regular
Lagrangian Flow is invariant under modifications of b on negligible sets, i.e. if b(t,z) =
b(t,z) for L% 1ae. (t,x) € [0,T] x R? it is easy to check that X is a Regular Lagrangian
Flow relative to b if and only if it is a Regular Lagrangian Flow relative to b.

It turns out that the theory of Regular Lagrangian Flows (namely existence, uniqueness
and stability) can be constructed from corresponding results of the PDEs (continuity and
transport equations) associated to the vector field, in the spirit of the following general
principle: if one is able to prove uniqueness, at the PDE level, in the class of bounded
(nonnegative) solutions, uniqueness at the Lagrangian level, i.e. of the Regular Lagrangian
Flow, follows. For instance, this is the point of view assumed in [Crill] to show the
uniqueness of Regular Lagrangian Flow of (1.7) (see also the recent paper [BDPRS15]
for generalizations). We will come back later with more details on the relationship between
transport equation and ordinary differential equation. In view of what we have just said,
it is thus natural to consider the continuity equation and the transport equation with
non-smooth coefficients: in the next sections we precise the definitions of weak solutions
to these problems we will adopt.

1.2. Weak formulation of the continuity equation

From a physical point of view, (1.5) is the equation satisfied by the density u of
a continuous distribution of particles moving according to the velocity field b; in other
words, the quantity u(¢,x) represents the number of particles per unit volume at time ¢
and position x. Therefore it is often convenient to consider the unknown function « in
(1.5) as the density of a measure and more generally we can consider the equation

Ot,ut + le(b,ut) =0, (18)

where [0,7] > ¢t — p; is a Borel measure-valued function. The continuity equation (1.8)
is intended in the distributional sense, according to the following definition.

DEFINITION 1.4. A Borel family 1 = {i}4c(o,) of locally finite signed measures on
R? such that bsp; is a locally finite measure is a solution to the continuity equation (1.8)

if
T
| [ oiott.0) + bt0) - Vit oldu(writ =0 o € C2((0.7) x R
0 JRre
For the Cauchy problem, we consider distributional solutions to

{&ut + le(b,ut) =0,

) (1.9)
Ho = H,

where [i is a given measure on R? by requiring that

T
/0 /]R (010 2)+b(t.2)- Vot )dn(w)di+ [ 0(0.x)dilz) =D V€ C2=((0.T) xR,
(1.10)
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REMARK 1.5. We remark, in passing, that the continuity equation (1.8) makes sense
(in the distributional formulation) without any regularity requirement on b and/or on p,
provided

// |b] d|pe] dt < o0 for every A € R%. (1.11)
I1JA

When we consider singular measures i, the vector field b has to be defined pointwise and
not only .#%-a.e., since the product by is sensitive to modifications of b in .Z%negligible
sets. However, we will often consider only measures p; which are absolutely continuous
with respect to £, i.e. us = p(t,-). L%, so that everything depends only on the equivalence
class of b in L'((0,T) x RY). ('

We notice that it is easy to derive an explicit formula like (1.4) for the solution to the
continuity equation (1.9) even in the measure-valued case. For instance, if b € C1([0, T x
R?) then one can readily check that

= X (1, )47 (1.12)
is a solution to (1.9). Indeed, the condition pp = f is trivially satisfied, as X (-,z) = x.

On the other hand, testing (1.8) against test functions of the form ¢(t,z) = ¥ (t)p(z) we
get

[ Oumor s [ o) [ ve.o) Vo) et =o.

Since the flow X is C! with respect to the time variable, the map t > (uy, ¢) belongs
to C1([0,T]) as well, so that we only have to compute the pointwise derivative. Since
0 X (t,x) = b(t, X (t,x)) we thus deduce that

Gt = 5 [ X (o))

-/, V(X (t,)) - b(t, X (t,z))dp(z)

= Jos Vo(y) - b(t, y)du(y),
which gives that (1.12) is a solution to (1.8). The assumption b € C! is not necessary
and a formal proof can be conducted along the lines above within the Cauchy-Lipschitz
framework (see, for instance, [ACO08, Prop. 4]). Notice that, by using Area formula, we
can recover (1.6) from (1.12), in the particular case when fi = p.Z<.

1.2.1. Weak continuity in time of measure-valued solutions. We now want to
consider the problem of the time continuity of ¢ = p, where {u}ejo,7 is a Borel family
of measures which solves (1.8). Indeed, the fact that the family solves the continuity
equation gives automatically some regularity conditions on the map t +— s first, we
see that, after (possibly) a modification on a negligible set of times, the map t — p; is
weakly-star continuous in the sense of distributions.

Let us call j: . (R?%) — 2'(R?) the canonical embedding of measures in the space of
distributions and set T} := j(u;) for t € [0, T7.

PROPOSITION 1.6 (Regularity in the sense of distributions). Let {Mt}te[O,T] be a measure-
valued solution of (1.8). Then there exists a negligible set N C [0,T] such that after redef-
inition (if necessary) fort € N the family {Ti},c(0,1), where Ty = j(ut), becomes weak-star
continuous in the sense of distributions, i.e. if t —t € [0,T] then

(To.¢) = (T 0),  for every ¢ € CZ(RY).
PROOF. Let D C Z be a countable dense set. By (1.8) and (1.11), the map
fo:10,T] 5t = (T}, ¢)



1.2. WEAK FORMULATION OF THE CONTINUITY EQUATION 7

belongs to W11(0,T) for any ¢ € D, since

d

pRUNORS /R , bi(z) - Vo(x) dus(z) € L0, T). (1.13)

Hence there exists a negligible set Ly C [0,7] such that fy is uniformly continuous on
[0,T]\Lg. Let L := {UJyep Le: then, for any 7 € [0, T], there exists a sequence ¢y € [0,T]\1
such that ¢, — 7. By uniform continuity of fy4 the sequence fy(x) is Cauchy hence there
exists

= 1i tr).
folr) = lim fo(te)
We can thus define a functional TT on D, for any 7 € [0, 7], by imposing

<fTa ¢> = fSO(T)‘

Taking into account (1.13), we see easily that the functional T; can be extended in a

continuous way to the whole 2. To conclude the proof, it is enough to observe that ft
coincides with T} for t € [0,7T] \ L. O

We now observe that if, in addition, the family {p:}eo,r) solves (1.8) and p; €

L>=([0,T); #(R%)), then Proposition 1.6 can be improved, showing that there exists a
representative of ¢ — p; which is weakly-star continuous in the sense of measures, i.e. in
duality with C.(R9).

PROPOSITION 1.7 (Regularity in the sense of measures). Let {pu}ejo,m) be a measure-
valued solution of (1.8). Suppose that, in addition, esssup;cjo 1y |e|(R?) < oo. Then there
exists a negligible set N C [0,T] such that after redefinition (if necessary) for t € N the
family py becomes weak™ continuous in the sense of measures, i.e. i.e. if t -t € [0,
then

[ o)) > [ o) duglo). for cvery 6 € Cu(®.
R4 R4

PROOF. The proof is just an application of Riesz Theorem. Indeed, we can repeat
verbatim the proof of Proposition 1.6, writing directly u; instead of T;. We just need to
observe that, if we set for any ¢ € D and for any ¢ € [0,7] \ L

00) = 1o(t) = | ola) du(o)

then we have the estimate

£e(0)| < M||6]|oc, (1.14)

where M := esssup, |i|(R?). By the time continuity of £;(¢) the estimate (1.14) holds
for all t € [0,7] and all ¢ € D. Moreover, using (1.14) for any ¢ € [0,7] we can extend
4(-) from D to C.(R?), so that (1.14) holds for all ¢ € [0,7] and all ¢ € C.(R?). By Riesz
Representation Theorem for any ¢ € [0, 7] we can represent the functional ¢;(-) as

ti(p) = /90 dfit

using some finite Borel measure fi; satisfying |f¢|(R?) < M. The resulting family fi; is
weak-star continuous, and coincides with u; for ¢ € [0,7]\ L and this completes again the
proof. O

Finally, an easy adaptation of the above proofs (see, for instance, [DL07, Lemma
3.7]) leads to the following result, which deals with the case where p; = p;.2¢, with
uniform bounded densities p € L*>((0,7); L>°(R%)). In this case, which will be very
relevant throughout the thesis, the convergence can still be improved, as one can find a
representative of p; which is weakly-star continuous in L°°.
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PROPOSITION 1.8 (Regularity in the sense of L>°). Let { it }1ejo,r) be a measure-valued
solution of (1.8) and assume that yu; = peL%, with 1ol oo ((0,7)xre)y < 0. Then there
exists a negligible set N C [0,T] such that after redefinition (if necessary) fort € N the
map t — p; becomes weakly-star continuous in L (RY), i.e. i.e. ift —t € [0,T] then

/ o(x)pe(z) de — qﬁ( )pi(x) dz, for every ¢ € LY(R?).

We conclude with a couple of remarks.

REMARK 1.9. In the general measure-valued case, if y; > 0 for a.e. t € R and b
satisfies suitable growth conditions (for instance, it is globally bounded), then integrating
(1.8) over R? one gets the conservation of mass, i.e. p(R%) = [(R?). In particular,
pe € L2([0,T];.4%(RY)), hence all non-negative measure-valued solutions are weakly-
star continuous in the sense of measures. 'y

REMARK 1.10 (On the definition of the initial condition for (1.8)). When we have
weak-star continuous representative (say, in the sense of measures) one can prescribe
the initial condition for (1.8) either in the distributional way (1.10) or, equivalently by
imposing fig = fi, being fi; the time continuous representative. [

REMARK 1.11 (Counterexample in L!([0,T]; .# (R%))). We want to explicitly remark
that the assumption esssup;cp 1y |pe|(R?) < oo in Proposition 1.7 cannot be relaxed to

pe € LY([0,T); . (R?)). Indeed, let f: (0,2) — R be the Lipschitz function defined by

(o]
fl@) = (-1)"27" = |z —ya|)"
n=0
where ™ = max(a, 0) and y, := > 1, Lo—k49-n-1 Being Lipschitz, f is differentiable a.e.

w.r.t Lebesgue measure and let us set N := {x € (0 2) : fis not differentiable at x}. Let
us define b(zx) := ﬁ if £ ¢ N and b(z) := 0 otherwise. Notice that b(x) € {—1,0,+1}

for every x € (0,2). For any ¢ € C°(R x (0,2)) with ¢ = ¢(t,x) we have

0:/(072) 8m<go(f(x),x)> dz

Il
a\
™
/N
AS)
o~
—~
=
SN—
+
S
—~
S~—
—~
(.
—~~
8
S~—
8
S—

By Coarea formula, we continue

0= /( N (sot (f(@),2) + b(ﬁﬂ)%(f(fﬂ)@)) sign(b(e))| /()| dz
/ Z <¢t (t,z) + b(z)ps (t, 1:)>81gn(b( )) dt.

zef-l
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We now set, for Z-a.e. t € R,

Ty:= Y sign(b(x))ds. (1.15)

zef=1(t)
One can easily check that, for every t # 0, the distribution 7} is induced by a measure, i.e.
T; = . Indeed, for every t # 0 the set f~1(¢) is finite, hence the distribution T; reduces
to a finite linear combination of Dirac deltas, hence it is a measure. The computation
above hence shows that, for ¢ # 0, T; = p; defined by (1.15) is a measure-valued solution
to the continuity equation associated to b. Notice furthermore that, by Coarea formula,

the map t — y; is in L*(R), i.e.
[ hal(®)dt < o
R

while, on the other hand, |u¢|(R) is not uniformly bounded in ¢, as the number of preimages
#{x € f~1(t)} becomes arbitrarily large as t — 0. More precisely, the function ¢ +
#{f~1(t)} is piecewise constant and has jumps (of size 2, in each z € N); for future
reference, we will denote the element of the set f~1(0) as x, for £ € N (and we suppose
they are ordered, 0 = zp < 21 < ... < 2). Notice that Ty is not a measure but a
distribution of order 1, since

(To,0) = —o0)+6(3 ) ~o(7) + .= Lot

keN

< V6 llo|rar — 2]
keN

= Vol > 27F <00

keN

for any ¢ € C2°(0,2) but, for a merely continuous function ¢ € C,(0,2), the sum defining
Ty may diverge, thus T is not a measure.

Finally, one can show that T; is continuous at every ¢t € R in the sense of distributions.
We prove continuity for ¢ = 0: if ¢; — 0 as j — oo, denoting with (xi)k:L_”Cj the ordered
elements of f~1(¢;), we see that x; — xy for every k, as j — 400 by continuity of f.
Hence

T,-Ty;, ¢) = Y (=1 é(ar)—> _(=1)Fé(a]) = > (~DF(xe) =D (—1)F(g(a)—(ax)).
k=1 k=1 k>C; k=1

For j large enough the second term is small enough and the first is the remainder of a
converging series, hence tends to 0 as well. The continuity in the sense of distributions for
t # 0 is easier and is left to the reader. '

1.3. Weak formulation of the transport equation

Let us assume now that b: R x R® — R? is a locally integrable vector field and let
u € L®(R x RY) and consider the transport equation

Owu(t,z) + b(t,z) - Vu(t,z) = 0. (1.16)

We observe that, being u merely bounded, the term b-Vu is not well defined. Nevertheless,
if divb € LL (R x R?) then we can define the product b- Vu as a distribution via the
equality

(b-Vu,d) = —(bu,V¢) — (udivh,¢) VYo e C((0,T) x RY).

This allows us to give directly a distributional meaning to the transport equation (1.16)
and therefore we have the following
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DEFINITION 1.12. Suppose b € Ll (R x RY) and let divd € L. (R x R?). Then we

loc loc

say that a locally bounded function u: [0, 7] x R? — R is a weak solution of (1.16) if
dyu + div(ub) — udivb = 0 in 2'((0,T) x R%).

Concerning the initial condition, an analogous statement like 1.8 applies for solutions
to the transport equation: thus, we can give couple (1.16) with u(0,z) = u(z) (for a
given @: RY — R), by simply requiring that %(0,z) = @(x), being u(t, -) the weak-star L
continuous representative.

1.3.1. Existence of solutions. Existence of weak solutions to (1.16) is rather easy
to prove, thanks to the linearity of the transport equation. Indeed, it is sufficient to
regularize the vector field and the initial data, obtaining a sequence of smooth solutions
to the approximate problems, and then, passing to the limit, we get a solution. Namely,
the following holds:

PROPOSITION 1.13 (Existence). Let b € L>([0,T] x R%RY) with divb € L ([0, T] x

RY) and let ug € L>®(RY). Then there exists a weak solution u € L>=([0,T] x RY) to (1.16)
with initial condition ug.

PROOF. By a regularization argument (for instance, via convolutions) there exists a
sequence of smooth vector fields b° and smooth initial data ug which converge (strongly
in L') to b and ug respectively. Then we consider the regularized equation

{atu(t, z) + b (¢, z) - Vu(t,z) = 0,
u(0,z) = ug(z),

and let u° be its solution (which exists and it is unique, since b is smooth). From the
explicit formula for the solution of the transport equation with a smooth vector field, we get
that {uf}. is equi-bounded in L>([0, T x R?). By compactness, we can find a subsequence
{ufi}; which converges weakly* in L>([0, T] x R?) to a function u € L*°([0, T] x R?) which
is clearly, by linearity, a solution to (1.16). O

1.3.2. The problem of uniqueness. If, on the one hand, the problem of existence of
weak solutions to the transport equation is easily settled by Proposition 1.13, the problem
of uniqueness is much harder. Even for bounded and divergence-free vector fields this
is a nontrivial problem, since oscillations might lead to loss of uniqueness (see, e.g., the
counterexample in [Dep03a]).

A possible strategy to prove uniqueness, which goes back to DiPerna-Lions, is to
formally multiply both sides of (1.16) by 3'(u(t,)), being 3: R — R be an arbitrary C*
function: we get

B/(u(tv x))@tu(t, .7)) + B/(U(t, .T))b(t, 1‘) : Vu(ta J?) =0.

If all the functions were smooth, we could apply ordinary chain rule and we could rewrite
the last equation as

oB(u(t,x)) +b(t,z) - VB(u(t,z)) = 0. (1.17)
This last passage is not justified (and is in general is false) without further regularity
assumptions. However, the validity of this “chain rule” is enough to have uniqueness
of solutions for the Cauchy problem associated to (1.16): heuristically, integrating the
equation (1.17) on R% we get

OB (ult,z)) dx + / b(t,x) - VB(u(t,z))dx = 0.
R4 R4

Assuming that the boundary term vanishes, we apply the divergence theorem and we

obtain p
— | Blu(t,x))dr = B(u(t,x))divb(t, x) dz.
dt Rd R4



1.3. WEAK FORMULATION OF THE TRANSPORT EQUATION 11

Assuming that || div b||z~ < C, for some C > 0, we get

d
@t o Blu(t,x))de < C o Bu(t,x)) dz.

In particular, taking 3(s) = s? and using Gronwall’s Lemma, we get that

/ ul(t,z) de < eCt/ u?(0,2)dz =0,
R4

Rd
if w = 0 and hence u = 0, which by linearity, is enough to conclude that uniqueness holds.
This informal discussion leads us to introduce to the following

DEFINITION 1.14 (Renormalized solutions). Let I C R be an interval and b € L} (I x

loc

R4 RY) with divb € Li (I xRY). We say that a function u € L (I x RY) is a renormalized

ocC

solution if, for every function 8 € C'(R, R), the following implication holds:

{8tu +b-Vu=0, {atﬁ(u) +b-VB(u) =0,
u(0,-) = (") B(u(0,-)) = B(@)(-)
where the equations are understood in the sense of Definition 1.12.
REMARK 1.15. A similar definition (as well as the subsequent theorems) extends to
transport equations with a linear right hand side of order zero in u of the form
0w+ b - Vu = cu, c € L'([0,T]; LS, (RY)).
In particular, choosing ¢ = — div by, we are able to translate all the forthcoming statements

for the transport equation into corresponding results for the continuity equation. o

When the renormalization property is satisfied by all bounded weak solutions, it can
be transferred to a property of the vector field itself.

DEFINITION 1.16 (Renormalization property). Let I C R be an interval and b €
LL (IxR%4RY) and let divb € Ll (I xRY). We say that b has the renormalization property
if every bounded solution of the transport equation with vector field b is renormalized
according to Definition 1.14.

The importance of the renormalization property lies in the following proposition, which
states precisely the informal argument presented at the beginning of this section.

PROPOSITION 1.17 ([Cri09, Theorem 2.3.3]). Let b: RxR? — R? be a bounded vector
field with divb € LY(R; L®(R%)). If b has the renormalization property, then bounded
solutions to the Cauchy problem for (1.16) are unique.






CHAPTER 2

Renormalized solutions via commutator estimates

ABSTRACT. From the discussion of the previous chapter we deduce that the problem of
uniqueness of solutions to the transport equation driven by some rough vector field b is
a delicate issue and a possible way to tackle it is to show that b has the renormalization
property. In this chapter, we want to present two important positive results in this
direction, based on the common approach of commutator estimates, in a sense explained
in Section 2.1. The two results we intend to discuss go back respectively to DiPerna-
Lions [DL89c] and Ambrosio [Amb04] and are studied in Section 2.2 and Section 2.3.
A comment is in order, concerning Section 2.3: we do not give a detailed account of the
original proof due to Ambrosio (which can be found, beside [Amb04], also in [Cri09,
DLO07]), but rather a slightly different argument, which however builds on the very same
ingredients of the original proof. In particular we will make use of the regularization
scheme based on commutators, but instead of decoupling the difference quotients of b as
in [Amb04], we will construct a suitable family of point-dependent convolution kernels
and show strong convergence to zero of the commutator (w.r.t. this kernel) in L', in the
spirit of DiPerna-Lions’ argument for Sobolev vector fields [DL89c].

2.1. Commutators estimates

From Section 1.3.2 we thus deduce that to prove uniqueness of weak solutions to the
transport equation is enough to prove the renormalization property for the vector field b.
In order to do this, following an idea due again to DiPerna-Lions [DL89c], we first write
down the PDE satisfied by u% := ux¢?, being (¢%)s=0 a family of even convolution kernels
in R?. More precisely, if b: R x R? — R is a Borel vector field and u € L®(R x RY)
satisfies

Ou+b-Vu=0 (2.1)

then, convolving both sides of (2.1) with ¢ (and adding and subtracting the term b-Vu?),
we obtain

Ol +b-Vul =b-Vul — (b-Vu) x ¢°. (2.2)
We then define the commutator r¥° as the error term in the right hand side of (2.2):
790 .= b-Vu — (b- Vu) * ¢°. (2.3)

The name commutator comes from the fact that this term measures the difference in
exchanging the operations of convolution and differentiating in the direction of b.

By multiplying both sides of (2.2) by 8/(u%), and applying the chain-rule for Sobolev
maps (notice that w9 is smooth in the space and has the time derivative in L', as dyu® =
—(b-Vu)®) we deduce

8B(u’) +b - VB(u) = Bu’)resd.

Now in order to recover the renormalization property, we would like to pass to the limit as
§ — 0, showing the convergence to zero of the quantity S(u®)r#?. Notice that 799 always
converges to zero weakly in the sense of distributions (without any regularity assumption
on b). However, in order to transfer the uniqueness from the approximate problems to the
limit one, we need strong convergence to zero of the commutator 7. This is indeed the
case, if b has Sobolev regularity, as shown in the next paragraph.

13
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2.2. Renormalization in W'?: DiPerna-Lions’ argument

By elementary facts in the theory of Sobolev spaces it is possible to show strong
convergence to zero of the commutators, when b enjoys Sobolev bounds.

PROPOSITION 2.1 (Strong convergence of the commutator). Let b be a bounded vector
field, with b € L (I; VVlif(Rd;Rd)), where I C R is an interval and let u € L] (I x RY)

loc

with p,q conjugates exponents. Then r#° — 0 strongly in Llloc(l; R%) as § — 0.
PROOF. By definition we have
0 =b.Vul — (b-Vu) * ¢°
=b-Vu® — (div(ub) — udiv b) * ¢’
=b- Vu® — div(ub) * ¢° + (udivb) * .

Recalling the kernels ¢ have compact support, we get by divergence theorem

r0(t,x) = by(x) / w(y)Ve' (z —y) dy — / div (uehe) (¥)@% (@ — y) dy + (ug div by) * ¢°
Rd Rd

_ / u(y)bu(z) - V(@ — y) dy — / w()bu(y) - Vb (& — ) dy + (ug div by) + o°
R4 Rd

= [ ) ble) = bw)] - Vi@ = ) dy + (v +

= ;d/Rd ur(y) [be(2) — bi(y)] - Vo (xé—y) %dy + (ug div by) * °

_ /R wy(z+ 52) [bt(w i 5? - bt(:”)}  Vep(2) dz + (ug divby) x o,

where in the last passage we have used the change of variables y := x + 0z and the fact
that V¢ is odd. To sum up, we have seen that the commutator can be written as

Ot x) = /Rd ut(x + 02) {bt(x * 5? — bt(x)] - V(2) dz + (up div by) * ¢°.

Now it is a standard fact in the theory of Sobolev spaces (see, e.g., [Brel0, Prop. 9.3] or
[Zie89, Theorem 2.1.6]) that, as § — 0,
bi(z +02) — by(x)
)

Moreover, we also have u;(x 4+ dz) — us(z) — 0 strongly in L9, as § — 0, because the trans-
lation is a L9-strongly continuous isomorphism; therefore we deduce that the commutator
converges strongly in L{ (I x RY) to

ug(x) /Rd (Vbi(z) - 2) - Vo(2) dz + uy div by.

— Vby(z) - 2 strongly in L} (2.4)

loc”

Now we observe that
d

0b; 0
e /R (Vble) - 2) - Vplz) dz = ) /R d ; e (1225 () ds
d
(9()@' 8@
= u(x) ijz_l oz, (t,z) /Rd zja—Zi(z) dz
= —uy(x) div b (x)
since, as it can be proved proved integrating by parts, it holds

)
/Rd zjafz(z) dz = —5y;. (2.5)
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This concludes the proof. ]
As a corollary, we obtain the following

THEOREM 2.2 (DiPerna-Lions). Let b € Llloc((O,T);WI})f(Rd;Rd)). Then b has the
renormalization property.

2.3. Strong convergence of the commutators in the BV, divergence-free case

The main difficulty in extending the DiPerna-Lions theorem to the BV setting is the
fact that strong convergence of the difference quotients (2.4) characterizes functions in
Sobolev spaces, so in BV one cannot expect strong convergence of commutators. In 2004,
in the paper [Amb04], Ambrosio extended the DiPerna-Lions theory and showed that the
renormalization property holds for vector fields which are of class BV (locally in space)
and whose divergence is absolutely continuous with respect to Lebesgue measure.

THEOREM 2.3 (Ambrosio). Let b € LL _((0,T); BViee(R% RY)) with divb; < £ for

loc

Lla.e. t € (0,T). Then b has the renormalization property.

In this section we intend to present a detailed proof of Theorem 2.3, in the particular
setting where div b; = 0 for £'-a.e. t € (0,T). The approach we present is slightly differ-
ent from Ambrosio’s original argument, although it involves the same basic ingredients.
Indeed, the original proof in [Amb04] (see also [Cri09, DLO07] for other presentations)
passes through commutators estimates and by-passes the lack of strong convergence via
a splitting of the difference quotients; then, an anisotropic regularization is performed,
based on a local selection of a “bad” direction given by Alberti’s Rank-one Theorem VI.

Instead of this decoupling of the difference quotients, we will construct a family of
convolution kernels (depending on the point (¢,z)) and show strong convergence to zero
of the commutator (w.r.t. this family of kernels) in L!, in the spirit of DiPerna-Lions’
argument (see also [Ler04]). Indeed, the anisotropic regularization procedure performed
in the original argument by Ambrosio is, in some sense, equivalent to let the convolution
kernel vary from point to point. This is exactly the idea behind the alternative proof
we present here: we optimize locally the so called anisotropic energy (see Definition 2.8).
Then we use a Vitali type covering argument to glue toghether the locally optimizing
kernels: in this way, we end up with a well defined function ¢ = (¢, x, z) which is globally
smooth and, for every fixed (t,z), it is a convolution kernel in the variable z. We then
find an explicit expression of the commutator obtained by convolving a solution u € L*
with the kernel ¢ and we finally show that it converges L'-strongly to 0, thus concluding
the argument.

As already said, in order to simplify the presentation, we will restrict our attention to
the divergence-free case; minor adaptations of the proof presented below can lead to the
proof of the general version stated in Theorem 2.3.

2.3.1. Precise statement and preliminaries to the proof. Let us set [ := (0,7")
where T > 0 is fixed and consider a vector field b: I x R? — R?  Assume that b €
LY(I; BVioc(RY)), ie.

bi(-) = b(t,-) € BVige(RY) for Ll-ae. tel
and for all R >0

IxBpr I

We will present the proof, for simplicity, in the divergence-free case, so from now onwards
we assume divb; = 0 in the sense of distributions on R¢ for #'-a.e. t € I. By polar
decomposition we can write

Db; = M;| Db for Lt-ae tel. (2.6)
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Notice that, being divb; = 0 for Z!-a.e. t € I , the matrix M; satisfies
trM; =0 for Z'-ae. tel.

We will denote by ¢ € C2°(I x R x R?) a non-negative, smooth function ¢ = ¢(z, z)
which is a convolution kernel in the z variable, i.e. for every (¢,z) € I x R? it holds

ot(x, ) is radially simmetric; (2.7a)
supp ¢¢(x,-) C B1(0); (2.7b)

/ oz, z)dz = 1. (2.7¢)
Rd

Furthermore, we denote by % the operator of partial derivative w.r.t. x; and by % the

operator of partial derivative w.r.t. z;. The vector Vip; € R4 will be the gradient of ¢ in
the first set of variables (x) and Vaip; € R? the gradient of ¢; in the second set of variables
(z). As usual we write

1 z
i = D)
and, if f; € L (R?) is a function of z
1 r—y
)= (@ = 53 [ hwva(2. 252 ) av

Recall that, by (2.3), the commutator is
790 .= b-Vu — (b- Vu) % ¢°.

We are now ready to state the Theorem:

THEOREM 2.4. Let b € L (I; BV(R%RY)) a compactly supported vector field with
div by = 0 in the sense of distributions and let u € L=(I x R?). Then for any ¢ > 0 there
exist § = 6(g) > 0 and a smooth kernel ¢ € C°(I x R? x R?) satisfying (2.7) such that
for any &' € (0,0) it holds

[t o rxray <€

)

where 10 is the commutator defined as in (2.3).

Before entering into the proof of Theorem 2.4, we collect some preliminaries. To begin,
we recall the following standard

LEMMA 2.5. Let u € #,(R;R™). Define the function

we(t) == w, teR.

Then it holds

/ |pe ()] dt < |ul(Ke) for any compact set K C R,
K

where K. is the open e neighbourhood of K. Furthermore, if i < £ then p. converges,
as € — 0, strongly in LllOC to the density of u w.r.t. L.

PRrROOF. For the first point, we have

1 1
[t < [ neesyia< [ e

and the conclusion follows. For the second point it is enough to notice that pue = p* 1o
and use standard results about convolutions.
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2.3.2. Estimates and regularity of the anisotropic energy. The following quan-
tity will be involved in our computations.

DEFINITION 2.6 (Anisotropic energy of a kernel). For any d x d matrix M and any
smooth function ¢ € C(R%) we define the anisotropic energy (in direction M) as

A(M, ) = /Rd ‘(Mz V(z ‘dz (2.8)

We first show some additional properties enjoyed by the anisotropic energy defined in
(2.8). The first result is the following estimate, due to Alberti. Set

ICZ:{QOECEO(Rd):QOZO,QOGVGD,/ g0:1}. (2.9)
R4
Then we have
LEMMA 2.7 (Alberti). It holds
inf A(M,p) =|tr M|.
Inf A(M, ¢) = [tr M|
For the sake of completeness, we give also a proof of Lemma 2.7.

PROOF. The geometric idea behind this Lemma is that the minimizing kernel ¢ must
be chosen in such a way that its gradient is as much orthogonal as possible to the vector
field Mz or, equivalently, its level sets are as much tangential as possible to Mz. Notice
first that the lower bound is immediate

/Rd [(Mz,Vp)|dz > ‘/ (M=z,Vy)dz

ﬂ/ z]a(pdz

where we have used once again (2.5). To show the upper bound, we take advantage of the
identity

:]trM|

(M2z,V) =div(Mzp(z)) — tr Mp(z)
so that it is enough to show that for any 7" > 0 there exists a kernel ¢ such that

/Rd | div(Mzp(2))] dz < %

Given a smooth nonnegative convolution kernel 1) with compact support, we consider the
following function:

T
_][ w(e—tM i Z)e—ttrM dt
0

tM

where e"* is defined as usual by

so that e™ . z is the solution of the initial value problem

y=M-y
7(0) = z.
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Thanks to the change of variable formula, we have for any integrable bounded function
it holds

[eenera =3 [ [ etz
= ;/OT/H(eth)w(w) dw dt.

This says that the measure p.Z¢ coincides with the time average of the pushforward of
the measure 1.2% along the integral curves of Mz. It is therefore reasonable to hope that
the gradient of ¢ is very orthogonal to the field Mz. An easy computation shows indeed

that

diV(M . Zﬂ)(e_tM . Z))e—ttrM _ _i

p (ﬂ)(e_tM . Z)e—ttrM)

from which we get

/Rd | div(Mzp(2))] dz = /R;
- Jur

:/R ! ‘w(e_TM cz)e  TuM _ Y(z)| dz

T
/ div(M - zap(e7M . z))e tT M dt‘ dz
0

Td
/ —(p(e™M . z)ettrM)dt‘ dz
o dt

aT
2
< T
- T
where we have used again the change of variables and the fact the fRd ¥dz = 1. This
concludes the proof. O

We now turn our attention to the regularity of the energy A w.r.t. M and (: we will
show that, on a suitably chosen compact set, the infimum of Alberti’s Lemma is attained.
Recall the set K defined in (2.9): if 1, v € K we have for any My, My € R4

|A(M1, p1) = MMy, p2)| < wa| My — Mo|[|[Vepr || + /d 2| |V (p1 — p2)| dz. (2.10)
R

Now let R > 0 be a fixed (large enough) real number and set
Kr={peK:||Vy|w < R},

which is easily seen to be a compact set in the uniform topology thanks to Ascoli-Arzela
Theorem. From (2.10) it follows that for every fixed ¢ € Kpg the function A(:,¢) is
uniformly Lipschitz. On the other hand, using standard facts in the Calculus of Variations
(see, e.g., [Dac12, Thm. 3.22 and Remark 3.25ii]) it is easy to prove that for every fixed
M, the map A(M,-) is lower semicontinuous with respect to the strong C° topology in Kg.
Indeed, let ¢, — ¢ uniformly with ||[V¢,|« < R for every n: then, by Banach-Alaoglu,
there exists a subsequence such that Ve, —* Vi, in the w* topology of L. Thus we
have that ¢, — ¢ in w* — WH* and we are in position now to apply Theorem 3.22 of
[Dac12]. Hence, for fixed M, infx, A(M,-) is attained and the function

M — inf A(M,-)
Kr
is R-Lipschitz (being the infimum of Lipschitz functions). Notice that the family of func-

tions infx, A(M,-) is decreasing in R; furthermore, by Alberti’s Lemma 2.7, for every
fixed M with tr M = 0 it holds

%fA(M, ) — 0, as R — +oo. (2.11)
R
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By Dini’s Theorem, it follows that the convergence in (2.11) is uniform, so that
o(R):= sup inf A(M,p) -0 as R— +oo. (2.12)

IM|<1 $ELR
tr M=0

2.3.3. Explicit form of the commutator for point-depending convolution
kernels. We now show how the commutator can be written in a more explicit form when
the convolution kernel depends also on the point, i.e. when we convolve with a function
¢ satisfying (2.7). By the very definition of convolution, we have

b-Vu'=b-V u*gp Zb u*gp

hence we can write

=520t [ wm i (2550 (213)

For the second term, instead we have

(b-Vu) * 906 = div(ub) * Sp(s = Z 88

from which it follows

(60« ) ) = 55 | éuxy)bz(y) o
b Lot 2 (522) 122559

= 51d/Rd u(y)be(y) - [Vlso <x, Tl/) + %VW <$7 x(s_yﬂ dy.

(2.14)
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In conclusion, summing up all terms and using (2.13) and (2.14), we get:

o) = 5 [ w0 [Tie (2552 ) + T2 (0,250 |ay

- (sld/Rd bu(y)us(y) - [vup <m x ; y) n V;w <x x ; y)] dy

- /Rd by(z)us(z + 02) - [wo (z,—2) + % (z, z)] dz

_ /Rd b(w + 62)us( + 02) - [vlgo (2, —2) + %vw (z, —z)] dz

= /]Rd be(x)us(x + 02) - [V1§0(m,z) — % (1‘72)] dz

— /]Rd ug(x + 02)b(x + 02) - [VNJ (x,2) — %Vzw(l‘» Z)} dz

= /[Rd ut(x + 02) [br(x) — be(z + 2)] - Vip (2, 2) dz

+/ ut((]j—|—52) |:bt($+5z)_bt(x):| 'VQQO(.’L’,Z)dZ.
Rd 0
We have thus shown
rd = 0 g0 (2.15)
where we have set
Tf"g(ta T) 1= /d up(z + 62) (by(x) — b(x 4 02)) - Vip (z,2) dz (2.16)
R
and
T§076(t7 x) = / ut(x + 02) [bt(x + 5? ~ bu(2) -Vap(z,2)dz. (2.17)
Rd

We are now going to estimate the L! norm of the quantities defined in (2.16) and (2.17).

2.3.4. Estimate for the term (2.16). We begin by estimating the term r‘f’é. Define
the function w: [0,1] — R as

:// |by(z + 1) — by(x)| dt dz dy. (2.18)
- J IxRA

The function w allows to control the L' norm of r{ ’5, defined in (2.16). Applying Fubini
and recalling the convolution kernel has support in the unit ball, we have

11 s ey = /
1 (IxR4) In

< Hu||oo/ /[ o |bi(z) — by(x + 02)||Vip (z,2) |dt dx dz
X

ut(x +62)(by(z) — by(z 4 62)) - Vip (z,2) dz| dt dz
< Hu||oo/ / 1by(2) — by(z + 62)|| Vi (2, 2) | dt d dz (2.19)

<Hu\|oo\lvlso\|oo// |by(x) — by(x + 62)| dt dx d=z

< ulloo V16 lloow(0).-
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2.3.5. Estimate for the term (2.17). The term 3 ? is more delicate to estimate and
it requires a preliminary study. Indeed, as already pointed out, for the proof of Theorem
2.4, we have to introduce a covering of the space I x R? made up of suitably chosen balls
(which will allow to patch the local minimizers found thanks to Section 2.3.2). We first
show how to find these balls: the idea is that the matrix M; is almost constant within
them (in an L! sense, w.r.t. Db). After that, we will present an estimate of the difference
quotients of b; in the spirit of Ambrosio’s original proof.

The cover and its properties. Recall that the matrix M comes from the polar decom-
position of the measure Db; and is defined in (2.6). By definition, for any Lebesgue point

of M w.r.t. |Db| we have that
1
hm/ Ms(y) — My(x)| d|Db|(s,y) = 0.
50 [Db|(B, (t, 7)) Br(m)‘ (y) — My(w)| d| Db| (s, y)

Let now N C R* the set of radii r such that |Db|(0B,) > 0: being dBs; N dB, = () for
s # r, the set N turns to be negligible (actually, it is at most countable). In particular,
the map r — |Db|(B,(t,z)) is continuous at every r € RT \ N, hence for every € > 0 there
exists n, > 0 such that

’Db’(B(l—nr)r(tv x)) = (1 - 8)‘Db’(BT+W(t,1‘)).

Introduce now the following cover of I x R%:

FE = {Bp(t,:c) c(tx) e IxRL0O< p<e, ]{3 ‘Ms(y) - Mt(x)| d|Db|(s,y) < 6},

p(tvm)
which is easily seen to be a fine cover. By Vitali Covering Theorem [AFPO00] (with
pu = Db), there exists a (countable) disjoint subcover #' C .% such that

|Db| <(I x RY) \UB) <e. (2.20)

Let us write the balls in .#’ as B; := By, (t;,x;); up to restricting a bit B;, we can assume
ri ¢ N for all i € N. In particular, by countable additivity, we have

Z/B |My(z) — My, (2;)| d|Db|(t,z) < e|Db|(I x R?).

Being r; ¢ N for every i € N, we can find 7; > 0 be such that
’Db| (B(lfm)n (tiﬂ xl)) > (1 - E)’Db| (Bm-&-m (tiﬂ xl))
so that

S DB ((B(rsnyr, (11:0) \ Bra, (81, 7:)) < el DBI(I x BY).
ieEN

FEstimates inside B;. We now prove that up to a small term (|| M —M;|| ;1) the difference
quotients of b in direction z are close (inside the ball B;) to a constant vector, whose
direction is given by the matrix M;. Without loss of generality we can assume |z| = 1 and,
up to rotations, z = e;. Let also t € I be fixed. Let

7 RY — R4
T = (xl,x') —

Consider now the measure ji; := 73| Db;| and consider the disintegration

Dby| = /R ouds) dpe). (2.21)

Observe that clearly D1b; := Db, -e; = M - e1|Db;| and, by slicing theory of BV functions
(see [AFPOO, §3.11]) we have D1b; = 01(by)y @ L9 1(da’). Recall that if (C4)ner is a
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(measurable) family of measures on the space X, we can define a new measure on the
space X by setting

¢ _/(hdh which means ((A /Ch

for every measurable set A C X. Now let K C R be a compact set and let A € R?"! be
a measurable set. Then we can estimate

/K |:/Abt($+(5e§)_bt(x> dgd_l(x,)_/AMi.el Ux/(((sml,x1+5])dut($l)] "

/K /81 (be)w ((z1,21 +6]) d d2Y /M e1 0y (1,21 + 0]) dp (z )] dry

/K //:+5 01(by) )(6) d2( /M e1 0y ((z1, 21 + 6))dpe (2 )] day
:§ /K _/(xl,st]xAd(al( t)x/®$d—1>(z,x’)—/4Mi.elaa,/((a;l,xl+5])dut(x')] dz,

:/ / d(let>(€,1‘/)—/Mi'e10'x/((331,$1+5])dﬂt(l‘/):| dry
o K LJ(z1,514+0]xA A

and, using Fubini and Lemma 2.5 (recall that K° denotes the §-neighbourhood of K), we
can further estimate

7| =

| =

% /K [/(Ihméwd(Mt.el|Dbt|)(e,gc’)—/AM..e1 ax/((xl,xl%—é])d,ut(m')} day

=5 [/ My(z) - e1oy ((xl,xl +5]) dpy(zx / M;-eioy ((:z:l,xl +6]) dp(zx )] dzq
|/ (Mt<x> ) e D) oy,

/ |(Mi(2) — M;) - €10 (K°) dyun(a')

By recalling the disintegration (2.21) we deduce

/K [/A bt($+(5€§) — by(7) 427 () _/AMi.el Gx’(((sx1,x1+5])dut(x,)} dan

<[ 10h() - M) er|d Db o).
(KxA)S
(2.22)

Estimate for the second term in (2.15). We are now ready to estimate the L' norm of

®,

, as defined by (2.17). By splitting the integral into the sum of integrals over the balls
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B; of the cover we have

bi(z+ dz) — be(x
“Tf’BIILI(Ide) = H/ Ut(x‘i‘&){ at 5) at )] -Vaop(z,z)dz
Re L1(IxR4)
—-b
< HUHoo/ / bi(x +92) = bul) -Vaop(z, z)dz|dt dx
IxRd | JRd 0
J
—-b
< lulloo Z/ / bule +92) — bu(a) -Vaop(z, z)dz|dt dx
i=17Bi | JR 0
+lulelP2ellDbl (U B+ 50.9))
i>J
and now using Fubini and adding and subtracting we obtain
bi(x + 0z) — by(x
175 1 ety < ||u||oo 902 =000 G, 2) e at
! zydz o
/ (M;z,Vap(x, z)) 0w ((@ ; + %) dp(z') dzy dt| dz

dz

J 0w (22, 2 + 02]) ,
lulee Y [ | [ e Vapta, o) TR 0! o
=1 i

T oo Vo lloo| DB ( B+ B<o,5>).

i>J

Thanks to the estimate (2.22) (integrated in time) and applying again Fubini and Lemma
2.5 for the term with o,/ we can write

HTQ HLl IxR9)

<Hu||ooZ / / . (Hwouoorwx)—Mi\+<Miz,vzw<x,z>>)d\Db\(tw)dz

Tl |Vl DB ( B+ B<o,5>)

i>J

J
<l Vol 3 [ [ 101(0) = 2] d|Db 0, 2)
=1 i

J
lulle 3 / / |(Miz, Voo, 2))| d|Db|(t, z) d=
j 4 JB1—gyr, (tiszi)

+\|u||oo2 / / oo 17l M) = M|+ Moz, Vo, 2))) Db ) d=

0% \B(l 8§)r; (ti,ai)

o[ Vaiplloc | DY ( B+ B<o,a>).

i>J
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and, taking into account that |[M| < 1 and that ¢2 is supported on Bj, we finally
deduce

J
0
17 o < el Vgl 3 [ 10G@) = Ml DI 2) 2
=1 i

J
Tl S / / (M2, Va(z, 2))| d|Db|(t, z) d=
i=1 TR B o) (2.23)

J
T 3l Vaplloe 310D (Bn-+6(75i7 )\ B (b, xz-))
=1

T oo [ Vaiplloc | DY ( B+ B<o,5>).

i>J

2.3.6. Conclusion of the argument: bounds in L!. We are eventually ready to
prove Theorem 2.4.

PROOF. By combining estimates (2.19) and (2.23), we obtain that for every smooth
kernel ¢ satisfying (2.7) it holds

5 5 5
179 L1 (rxray < NrF° N rxmay + 1757 I L1 (rxra)
< Jullool[V1l[oow(8)

J
el Vgl 3 [ [ (@)~ 3] diDb(¢,2)
i=1 /R?JB;
J
> [ f (Miz, Vap(o, 2))| diDb|(t,2)d> (2.24)
i—1 Y R?J B _s), (ti,xi)

J
3l [ Vaglleo 3 DB (me, )\ Bu_gyn (b >)
=1

T lulloe [ V2]l DB ( U B, + BO. 5>>.
i>J

We are now ready to choose parameters to have the desired bound in L'. Let € > 0 be
fixed.
Step 1. Thanks to (2.12), we can find R. > 0 such that

€
max inf A(M,p) < .
IM[loo<1 ¢EK R, (M. 0) < 5[|ulloo| Db|(I x RY)

Step 2. Now we apply (2.20), choosing a covering made up of balls B; := B, (t;, z;)
such that r; ¢ N and

€

M, — M;||Db|(t, z) < —— 2.95
3, 1t = a1D0IE.0) < s (225)

being N the critical set of radii (the ones such that the spherical surface has positive
| Db|-measure). Given the covering above, being b € L}(BV), we can find J. > 1 such

that
£
Db B | <—
| ’(Q, ) < oz
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In this way, being the family of radii r;, with ¢ < Jg, finite, we can assume that

Je
g

Db Br- ti, ‘ B T ti, 7 < 2.26
5190 (Bt )\ Bet-ay 1509 < 1o (2.26)

i=1

Step 3. By inner regularity, we can now pick a § < 1 such that

\Db[( |J B: + B, 5)> < % (2.27)
i>J. [[ul|oc Re
Step 4. Now let @; be the minimizer of the functional A(M;,-) over the compact

Kr., whose existence is ensured by the discussion in paragraph 2.3.2. Define now J. :=
{1,...,Jz} and the function

®i(z) if die Jo: |(t ) — (ti,zi)|] < (1 —0)ry,
o(t,x,z) := m_gl%)”@(z) T‘;ﬂ‘ix' (2) fFeT: A=0r<|(tz)—(t,z)| <r,
Yext(2) otherwise
(2.28)

where e+ € K is any smooth kernel. A direct computation shows that

1
v -
IV1lle < gz (1Bl + lipalo)

C
G
5H11I11€j e (HVQSOzHoo + ||v2802||oo)

2R,

~ dmineg
Furthermore, being @; the minimizer, it holds

Je
>/ A, ol 2)) DB 1, 2
B1—syr; (ti,zs)

=1

Je

-y / A(M;, 3:(2)) d|Db|(t, z)
B(l 8)r; (tl 1'1)

1=

d|Dbl|(t
< S DoT < B Z/B Db, )

(1=8)r; (tirzs)

hence

Je
g

(2.29)

/ A (. 2)) dIDBI(1,2) <
B(l S)r (ti,4) HUHOO

=1

Step 5. Exploting the strong convergence of translations in L', there exists ¢ < §
sufficiently small such that

d min r
§) < S—iee i 2.30
YO0 = S0R ufl (2:30)
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where w is the function defined in (2.18). Recalling (2.24), taking ¢ defined as in (2.28)
and by redefining if necessary § := min{4, §'}, we can finally write

5 5 5
19 rsray < 7% lprsray + 1757l 21 (1 xmay
< Jullool[ V1ol oow(8)

Je
 lulloe Vaglloo 3 /B M(x) — M;|d|Db|(t, 2)
=1 i

Je
+||“”ooZ/ / ((M;z, Vap(x, 2))| d| Dbl (t, ) dz
im1 Y RYB1_g)r, (tiw:)

Je
T 3luloel Vaplloe 3 1DB) <Bm+a<ti, )\ By_s(ti, >)
=1

oo [Vaiplloc | DY) ( B+ B<o,5>)

i>1
Smin. - 9R
(2.30) < |luflo 1011€gl||€1\57ﬁooz 5minie€Js Ti
9
(2:25)  + llulloe Re g
£
(229)  +llulloo g i
(226) 4 3llulloo Re g5
I3
(2.27) +\IUIlmREm

<e.

Hence we have shown that for every € > 0 we can find § > 0 and construct a convolution
kernel ¢ (which depends on ¢) such that for every ¢ < 4 it holds |’7"<P’6/HL1(I><R‘1) <,
which is what we wanted. g



CHAPTER 3

Lagrangian representations in linear transportation

ABSTRACT. In this chapter, we illustrate the concept of Lagrangian representation within
linear transportation theory: this tool will play a significant role in the following chapters.
We begin, in Section 3.1, by presenting a well-known theorem, the Ambrosio’s Super-
position Principle, which allows to represent non-negative (measure-valued) solutions to
the continuity equation driven by some vector field b as a superposition of trajectories.
Since it will be useful later on, we will give a proof of this theorem, using an analog
decomposition result, which goes back to Smirnov [Smi94], formulated in terms of 1-
dimensional normal currents. We will then show (Section 3.2) how the Superposition
Principle allows to transfer well-posedness results from the PDE side to the ODE one,
establishing a theory (existence, uniqueness, stability) of Regular Lagrangian Flows, as
foreseen in Chapter 1. In the final part of the chapter, Section 3.3, we move to consider a
more general class of vector fields, i.e. the nearly incompressible ones: we precise the def-
initions of weak solution and of renormalized solutions for the transport equation driven
by such a field and we discuss their relevance in connection to Bressan’s Compactness
Conjecture, which is stated at the end of the chapter.

Before giving the precise definition of Lagrangian representation, which is the central
topic of this chapter, we begin by presenting a theorem, due to Ambrosio [Amb04], which
is known as Superposition Principle.

3.1. Ambrosio’s Superposition Principle

Let us consider the continuity equation in the form

8tut —|:le(b/,Lt) =0, (31)
Ho = W,

where [0,T] 3 t + u; € .#(R?) is a measurable, measure-valued function and b: [0,T] x

RY — R? is a bounded, Borel vector field. As usual, a solution to (3.1) is understood in

distributional sense. We will consider the space of continuous curves C([0, T]; R?) equipped

with the uniform norm; we will denote by e;: C([0,T]; R?) — R? the evaluation map at

time ¢ € [0, 7], i.e. v+ (t). We have the following

THEOREM 3.1 (Ambrosio’s Superposition Principle). Let b: [0,7] x R? — R? be a
bounded, Borel vector field and let [0,T) > t + py € AT (R?) be a non-negative, locally
finite, measure-valued solution of the continuity equation (3.1). Then there ezists a family
of probability measures {1 },era on C([0,T];RY) such that

o= [ (e o),

foranyt € (0,T) and (eo)ﬁ Ne = 0z. Moreover, 1y is concentrated on absolutely continuous
integral solutions of the ODE starting from x, for fi-a.e. x € R%, i.e.

[hr-z= [ sratyar

In other words, according to 3.1, any non-negative measure-valued solution p; of the
continuity equation (3.1) can be represented as

dng () =0, for allt € [0,T7, fi-a.e. x € RY.

Ht = €47,
27
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where 7 is some nonnegative measure on the space of continuous curves C([0, T]; R%),
which is concentrated on the integral curves of the vector field b. In terms of Theorem 3.1
this measure 7 can be defined by

= / Nz dii(z),
Rd

which means that the family {7;},cga is the disintegration of 7 under the map ey.

Notice that Theorem 3.1 is indeed a bridge between the Fulerian and the Lagrangian
formulations, out of the smooth setting, as it allows to represent (non-negative) distri-
butional solutions to (3.1) as solutions transported by a family of trajectories. Before
investigating how Theorem 3.1 transfers well-posedness from the PDE side to the La-
grangian one, we discuss a proof, which aims to enlighten the connection of Theorem 3.1
with a decomposition result for 1-dimensional normal currents.

3.1.1. Normal currents and Smirnov’s Theorem. We briefly recall some results
and terminology of the theory of currents, mainly following [KPO08] (to whom we refer the
reader for more details). We will write 2%(R") to denote the space of smooth k-differential
forms on R? with compact support. The space of k-dimensional currents P, (R?) is defined
as the dual of 2F(RY).

On the space of currents it is defined a boundary operator, as the adjoint of De Rham’s-
Cartan differential: if T € Z(R") is a k-current, then 0T € Z,_1(R?) is the k — 1 current
given by

(0C,w) = (C, dw),
for any smooth compactly supported (k — 1)-form w. We also recall that the mass of a
current T' € Z5(R"™) is defined as

M(T) := sup {(T,w) L we PPRY), |w(z)| < 1, Va € Rd} , (3.2)

the duality pairing being denoted by (-,-). We will be dealing with a particular class of
currents, which are defined as follows:

DEFINITION 3.2 (Normal currents). We say that a k-current T € Z;(R?) is normal if
both T" and 0T have finite mass, i.e. M(T) + M(9T) < +oc.

We will consider the current associated to an oriented submanifold of ¥ C R%: as
customary (see [KPO08]), the symbol [S, 7, 0] denotes the rectifiable current associated to

the k-rectifiable surface S C R, oriented by the unit simple k-vector 7 with multiplicity
0 € L'(S; % 5), which acts as

([S,7,0],w) := /g(w(x),d:n))@(a:) d%k(x), Yw € .@k(S).

If v: [0,T] — R? is a Lipschitz map, we associate to v the 1-current T, := [v([0,T7),%, 1],
which more explicitly (by Area Formula I1.3) reads as

T
(Ty) = [ w0)- 50 (33)
which in turn yields
T
M(Ty) < / y(t)|dt = #(y([0,T])) and T, = dy(ry — Oy(0) ~ as measures on RY.
0

With a slight abuse of notation we will denote 7%, simply by [y]. Finally, we recall the
following

DEFINITION 3.3 (Subcurrents, cycles, a-cyclic currents). Let T € Z(RY) be a k-
current in R%. We say that:
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(1) S € Z(RY) is a subcurrent of T and we write S < T if
M(T) — M(S) = M(T — 5);

(2) C € Z(RY) is a cycle of T if C < T and 9C = 0;
(3) T is a-cyclic if C = 0 is the only cycle of T'.

A well-known theorem, due to Smirnov [Smi94], asserts that all normal, a-cyclic, 1-
currents in R% can be decomposed into a superposition of curves, according to the following
statement:

THEOREM 3.4 (Smirnov). Let T be a normal, a-cyclic 1-current in R?. Then there
exist a non-negative measure n € 4+ (Lip([0, 1]; R?)) such that

uw»=/ ey dn(y),  for everyw € D' RY,
Lip([0,1];R%)

where [y] is the current associated to v € Lip([0,1]; R?) according to (3.3). Furthermore,
we have also a decomposition of the mass of T

M) = [ M([]) dn()
Lip([0,1];R4)

and a decomposition of the boundary of T, i.e. splitting the measure 0T into its posi-
tive/negative part (OT)* it holds

(OT)*" = (ex)sm, (0T)™ = (eo)sn-

Theorem 3.4 has been proved first in the classical euclidean setting by Smirnov in
[Smi94] but we would like to point out also the useful references [PS12, PS13], where
an extension to Ambrosio-Kirchheim currents in a metric setting has been proved.

3.1.2. A Geometric Measure Theoretic proof of Ambrosio’s Superposition.
Using Smirnov’s Theorem 3.4 we now want to prove the following version of the Superpo-
sition Principle.

THEOREM 3.5 (Superposition Principle). Let b: [0,T] x RY — R? be a Borel vector
field and let [0,T] > t v py € AT (R?) be a non-negative, measurable, measure-valued
map such that

/T/ (14 |b(t,x)]) dut(x) dt < +o00. (3.4)
0o Jrd

Assume furthermore that {p}ejo,m 95 a measure-valued solution of
Oy + div(bpg) =0 in 2'((0,T) x RY). (3.5)

Then there exists a finite, non-negative measure n on I' := AC((0,T); R?) such that p; =
ewn for Lla.e. t €10, T) and n is concentrated on the integral curves of b.

Before entering in the technical proof, we set some notational conventions (valid within
this paragraph) that we believe will make the argument easier to read and to understand.
More precisely:

e we will denote by bold, capital letter (B, ®) functions which take values in R4+

e we will denote by bold, non-capital letter (b, v) functions which take values in
R%:

e we will denote by sans-serif, capital letters (S) 1-dimensional currents in Euclidean

space (0,T) x R? and we will use [@] to denote the current induced by the curve

0;

e we will denote by - the scalar product over Euclidean space and by (-,-) any
duality pairing (measures vs bounded, continuous functions, currents vs forms,
distributions etc) ;
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e we will not give any special name to the spaces of funtions and we will write them
completely; we reserve the use of I' at the very last step of the proof.
Recall that, in view of Proposition 1.7, the function ¢ — pu; can be taken weakly-star
in the sense of measures from [0, T] to .Z*((0,T) x R%).

PRrOOF. We split the proof in differents steps.
Step 1. Reduction to a 1-normal, a-cyclic current. Introduce the vector field

B :=(1,b)
and the measure
po= e @ LY e AT([0,T] x RY).
so that, by assumption, they satisfy
div(Bu) =0 in  2'((0,T) x R%).

Introduce the 1-current S := Bu € 21((0,T) x R?). Assumption (3.4), together with the
definition of mass of a current (3.2), gives that

M(S) = sup {(S,®) : ® € C°((0,T) x RL R || @] < 1}

T
= sup {/ RdB ~®dpydt: ® € C((0,T) x RERITH) @] < 1}
0

T
g/ /(1+|b\)d,utdt<+oo,
0 R4

so that the current S has finite mass. Let us now compute the boundary of S: the current
0S will be a 0-current in (0,7) x R?, hence for any test function ¢ € C°((0,T) x R%R)
we have,

T
(05, 6) = (5, do) = /0 B Voo dpdr

R
T
:/{; /Rd(l,b) “Via¢dpg dt (3.6)

T
0 R4
- <50 ®Mt - 5T®Mt7¢>7

in view of (3.5) (recall that ¢ — u is defined everywhere). In particular, the boundary has
also finite mass, hence we deduce S is a 1-normal current in (0, T') x R%. The fact that S is
a-cyclic can be proved using the fact that the first component of S, i.e. pu, is non-negative:
more precisely, it is easy to show that a subcurrent of S must necessarily have the form
Cp, for some vector field C € L'((0,T) x R%; u; R%*1). This, combined with p > 0, leads
to the desired a-cyclicity of S.

Step 2. Smirnov Theorem. We are thus in position to apply Theorem 3.4, so that we
can decompose S into curves: there exists a measure & on Lip([0, 1]; [0, 7] x R?) such that

T
/ ([O], @) d&(O) z/ B ®dy, dt
Lip([0,1];[0,7] x R4) 0 JRd

for every test vector field ® € C2°([0, T] x R% R¥*+1). This explicitly means that

1 . T
)/O @(@(ﬂ)@(ﬂdmg(@)_/o [ Bwdua G)

/Lip([o,l];[o,T] xRd
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for every test vector field ® € C°([0,T] x R%;R4*1). Furthermore, we also have that
£-a.e. O is injective and has finite lenght, since it holds the decomposition of the mass
M(S):

1
d
Mis) = [ (o)) ) - [ || zewm| )
Lip([0,1];[0,T]xR4) Lip([0,1];]0,T]xR4) Jo T
(3.8)
We also have the decomposition of the boundary of S as
0S = [de(0) — do1)] d4(O), as measures on (0,7) x R (3.9)
Lip([0,1];[0,T] xR4)
and also
|0S| = / [de(0) + do1)] d€(O), as measures on (0,7) x R%.  (3.10)
Lip([0,1];[0,T] x R<)

Step 3. Direction of the curves [ABO8]. By polar decomposition of the current S (see,
for instance, [KP08, §7.2]) we have

S=|sls,
where ||S|| € .2+ ((0,T) x R?) is a non-negative measure and S: (0,7) x R? — R4*! is a
Borel, unit vector field. Clearly, in our case we have
< B ()
1Bl (1, b)[1"

IS = [1Bull = #l[(1, )]

—

Since S has finite mass, we can take as test S into (3.7) (see again [KP08]) and we obtain

1 _

T —
/ S(O(r)) - ©(r)dr d¢(©) = / B - Sdu;dt
Lip([0,1];[0,T] xR4) J O 0 JRd

which is

1A
/ S(O(r)) - O(r)dr d&(© / / | B dy dt.
Lip([0,1];[0,T] XRd) 0

So we have
1 _.
/ S(@(r)) - ©(r)dr dé(©) = M(S)
Lip([O,l];[O,T]XRd) 0

which, in view of (3.4), can be written as

1

S(©(r)) - ©()dr d¢(® M([®]) d¢(®)

/Lip([O,l];[O,T]XRd) 0 /Llp( 0,1];[0,7]xR4)

1
:/ / Lo drdeo).
Lip([0,1];[0,7]xR) Jo || dT
ie.
1 . d
/ | [s@m)-60) - | o]t de@) ~o.
Lip([0,1];(0,T]xR4) | Jo T
Since ||S|| = 1 a.e., the integrand is non-negative and thus we obtain that for &-a.e.
© < Lip([0,1]; [0, T] x R?) it has to hold
d d - )
dTG)( T) = 'dTG‘)(T) S(7,0O(7)), for £ -a.e. T €[0,1]. (3.11)
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Step 4. Reparametrizazion argument. Writing equation (3.11) componentwise, i.e. writing
the equations for (1) := (t(7),9¥(7)), we obtain:

dd Hr) = d @ o 1
cz— I )l for Ll-ae. 7€[0,1].  (3.12)
—0
T ‘ [T
Step 4.1. Inverse map oft Observe that, from (3.11), we get in particular
d d 1
—t —0 o 2
#0500 jraemm 2

which means that the Lipschitz function [0,1] 3 7+ ¢(7) € [t(0),¢(1)] is increasing, pos-
sibly not strictly. Let us denote by s: [£(0),¢(1)] — [0, 1] the generalized inverse function
of t, i.e. s(w):=inf{r: t(r) > w} for any w € [t(0), t(l)]: notice that s may have jumps,
i.e. s is strictly increasing and, hence, of bounded variation. The points where s has a
jump correspond to the values of the flat parts of the function ¢: this means that if ¢ is
such that s™(¢) # s*(t) (actually it has to be s™(¢) < s7(t)) then the curve  is constant
on the interval 7 € (s~ (t),s™(¢)). More precisely, we make the following

Claim. Let w € R such that s~ (w) < sT(w) and let 71,72 € (s~ (w),s"(w)) with
1 7& T92. Then 9(7‘1) = 0(7’2).

Let us prove the Claim: clearly, ¢(71) = t(12) = w by definition, and the same is true
for any point inside the interval (71, 72) (wlog we have assumed 71 < 79). Recall that ¢
is Lipschitz and we have just noticed that it is constant on the interval (71,72): hence
d%t(T) = 0 on this interval and using the first ODE in 3.12 we deduce that on (71, 72) it
holds
Lo =0
dr VT
Plugging this into the second ODE of (3.12), we obtain the claim.

Step 4.2 Area formula. Now we are ready to apply Area Formula with the Lipschitz
map t = t(7): indeed we have for any a,b € [t(0),¢(1)]

/ |B(t(s(w)), 8(s(w))) | duv

s(b)
w=t(T) dt
20 [ B (e(r). 8(r)) | S

s(a)

s(b)

a /s(a)

because, in view of (3.8), &-a.e. curve © has finite length. Thus we have shown that for &-
a.e. © the function w — B(®(s(w))) is L}([t(0),#(1)]). Thanks to this fact we can apply

Area Formula again, without modulus, and we finally deduce, by arguing componentwise,
that &-a.e. © it holds

d
%O(S(w)) = b(O(s(w))), for £ -a.e. w € (a,b) C [t(0),t(1)].

Step 4.3 Interval of definition [t(0),t(1)]. Taking into account (3.9) and (3.10) we can
show that for &-a.e. © = (¢,0) it has to hold ¢(0) = 0 and ¢(1) = T indeed, recalling also

(3.6), we have

dr < 400

or @ p = do(1) d€(O), as measures on [0, T] x R?

/Lip([O,l];[O,T]XRd)
and

0o @ pt = de(0) d€(©), as measures on [0,7] x R?

/Lip([O,l];[O,T]X]Rd)
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and from this we easily deduce that for &-a.e. ©® = (¢, 0) is has to hold
t(0) =0, t(1)="T.

Step 4.4 Definition of curves «v. By Step 4.1 and in particular the Claim therein, and
by Step 4.3, we are allowed to define for &-a.e. (t,80) the following curve:

~: [t(0),t(1)] = [0,T] — R?
w = y(w) = 0(s(w)).

Indeed, the above definition makes sense and define an absolutely continuous curve: in-
deed, in view of Step 4.1 and Step 4.2 for &-a.e. © the associated ~ solves

%’y(t) =b(t,y(t)), for £ a.e. t €0,T),

and in particular « is of class WH1(0, 7).
Step 5. Conclusion of the proof. Let now

R: Lip([0, 1]; [0, T]xR%) — AC([0, T]; [0, T] x RY)
O~

be the reparametrization map that to &-a.e. curve ©® associates its reparametrized form
v. Let £ := Ry and

72: AC([0,T7;[0,T] x RY) = AC([0, T); [0, T]) x AC([0, T}; RY) — AC([0,T};R?) =: T
be the canonical projection. Finally define

0= (n%),€ € A4*(T).
The measure 7 is concentrated on integral curves of b by construction. On the other hand,
for fixed ¢ € [0,T], let p,: [0,7] — R be a sequence of functions in C2°((0,7")) which
converges to a Dirac delta in £ and let v € C°(R?) be arbitrary. Putting ®,(t,z) :=
(V(z)pn(t),0) € C2((0,T) x R%RI*L) as test function in (3.7), we get

1
/ /@n(e(s)) O(s)ds d&(© / / B-®, dudt
Lip([0,1];0,7] xR4) Jo Rd

which is

1 d T
/ | w6@enen)) tirdg(e.0) = [ [ w@hon(t)
Lip([0,1];[0,T]xR4) J0 T 0 JRd
The RHS converges to

T
| [ o@enttdude > [ e = G v)
0o Jre Rd
For the LHS, we have

1
d
/ | wOenltn) tr)dr (e, 6)
Lip([0,1];[0,7]xR%) J0 T
T
| verOyentdéion
and, as n — 400, the latter converges, being ¢ — 1 (~(t)) continuous, to

/ 1) dEn) = [ $r) dn() = e, )
AC([O,T};[O,T]XR"Z)
Thus being 1 € C*(R% R) and f € [0, 7] arbitrary, we have shown

Mt = €eyn
for every ¢ € [0,7] and this concludes the proof. O

/AC([O T7:[0,7] xR4)
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3.2. Lagrangian representations and Regular Lagrangian Flows

Since it will be useful later on, we now turn to consider the following more general
setting: consider a vector field b € L'(R* x R% R?), with compact support and assume
there exists a non-negative function p: Rt x R — R* such that

// o(1+ [b]) dtdz < oo.
R+ xRd

Assume moreover that it holds in the sense of distributions
dip + div(pb) = p € A (RIHY), (3.13)

and, in order to avoid dealing with sets of .Z%*1-negligible measure, we assume that p, b
are defined pointwise as Borel functions. For simplicity, we will often write in the following
that the vector field p(1,b): RT x R? — R is a measure divergence vector field and
(3.13) will be written shortly as

div(p(1,b)) = p (3.14)
where, with a slight abuse of notation, we think the divergence operator div = divy, =
0 + div, acting also on the time variable. An absolutely continuous curve ~: I, — R,
where I, = (7, tj) is a time interval, will be called characteristic if it solves the ODE

%'y(t) = b(t,v(t)), for £' -ae. t € 1,
Accordingly, the space of curves we will work with is
T = {(t1,t2,7) € Rt x RT x C(RT,RY), t; <t}
and in particular its subset made up of characteristics
= {(tl,tg,’y) € T : v characteristic in (tl,tg)}.

We will tacitly identify the triplet (¢ ,tf{ ,v) € I' with ~, so that we will usually write
v € I'; sometimes, to lighten the notation in the case y = 0, we will use I' (and not I") to
denote the space of curves which are characteristics in [0,7]. It is possible to show that
I' is a Borel subset of 7. We now give the following

DEFINITION 3.6. We say that a finite, non-negative measure n € ., (Y) is a La-
grangian representation of the measure-divergence vector field p(1,b) if the following con-
ditions hold:

(1) n is concentrated on the set I" of absolutely continuous solutions to the ODE

Y(t) = b(t,7(1)),
which explicitly means for every (s,t) C I,

t
[ ® =)= [ btrrm ar|antn = o
S
(2) if (I,7): I, = I, x R? denotes the map defined by t ~ (¢,7(t)), then

p LM = /F ((H, v)ﬁi”l) n(dv); (3.15)

(3) we can decompose the divergence u defined in (3.13) as a local superposition of
Dirac masses without cancellation, i.e.

p= /F (965 ) = O ey (@),

|H| - / |:5t’;77(t“7) + 6t’7YL"Y(t7YL)i| n(d’}/)’
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where we recall that, for every +, the interval in which it is a characteristic is
denoted by (t7,t1) = L.

The existence of such a measure n follows from Theorem 3.4, repeating verbatim the
proof presented above of Theorem 3.5. The only point which fails is Step 4.3, and this is
the reason why we have introduced the interval I, in which every v is a characteristic.

Notice furthermore that, in the case u = 0, Condition (3.15) is just another (more
convenient for us) way of writing the usual (e;),n = p(t).Z4 for a.e. t € (0,T) (actually,
we can think the former as the “integrated” version of the latter). Explicitly, (3.15) means
that for any bounded, continuous function ¢ it holds

I pltarettn) 2t tdn) = [ [ ott(0) 2 @0y nian).
RxR4 rJty

We conclude this section with two remarks.

REMARK 3.7 (Disintegration). Observe that for all v the interval of definition is a
bounded time interval (recall that we assume p(1,b) with compact support), so that,
denoting by p* the positive/negative part of the divergence, we can disintegrate 1 in the

following way:
nz/RdH nadp~(2), gt Z/F%ﬁ@dn(v)-

We will consider this disintegration several times in the following chapters. o

REMARK 3.8 (Initial and final points). Notice that the curves v can be defined in the
closed or open interval: indeed, by the first and second points of Definition 3.6, it follows
that

/ / 4012 @)l = [ / bt A (0] dtn(dn) = [ plt,a)lbit,2) 2 (dr o),

so that the total variation of n-a.e. ~ is finite, and thus 7(%) € R? exists. Adding or
subtracting the end points does not change the representation. In the following chapters,
we will usually consider the graph of v in the closed interval, writing

Graph v = clos Graph v, (3.16)
with a slight abuse of notation. [

3.2.1. Lagrangian Flows. As we have seen in Chapter 1, existence, uniqueness and
stability properties of Regular Lagrangian Flows associated to a vector field b can be
derived from corresponding results of the PDEs driven by b. We now want to make this
point rigorous, taking advantage of the concept of Lagrangian representation: the results
we present here are due to Ambrosio (we refer to [Amb04] for the original approach in
BV and to the lecture notes [ACO08] or to the thesis [Cri09] for an account of the results).
Let us start again from the continuity equation

Opee + div(buy) = 0, (3.17)
and assume u; > 0 so that Theorem 3.1 applies: we deduce there exists a measure n €
A+ (T) such that

Ut = €y,

where e; is, as usual, the evaluation map and, as we saw, disintegrating the measure 7
w.r.t. fi = (eg)yn we can write

n= /]R ad() (3.18)
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where 7, is a probability measure concentrated on the set of integral curves of b which
are at x at time ¢ = 0 for fi-a.e. x. Roughly speaking, the measures {n,} make up a
generalized, probabilistic low of b. Thus we expect that, if 7, is a Dirac mass for p-a.e.
z € R? then we have a unique, deterministic flow X. This is indeed the case, as the
following propositions show:

PROPOSITION 3.9 ([Cri09, Prop. 6.4.3]). Let b: [0,T] x RY — R? be a bounded vector
field. Assume that, for every initial datum fi = pL¢, with p € L®¥(R?), the continuity
equation (3.17) has a unique bounded solution starting from fi. Let {nz},cpa C P(T) be a
family of probability measures concentrated on absolutely continuous integral solutions of
the ordinary differential equation starting from x, for £*-a.e. x € R Let n be defined
as in (3.18) and assume that (e;)yn = p(t, )L for some p € L>([0,T] x RY). Then n, is
a Dirac mass for Lg.e. e R

As a corollary, we deduce

THEOREM 3.10 (Existence and uniqueness of the regular Lagrangian flow, [Cri09,
Prop. 6.4.1]). Let b: [0,T] x R* — R? be a bounded vector field. Assume that, for every
initial datum i = pL%, with p € L®(R?), the continuity equation (3.17) has a unique
solution starting form p. Then the reqular Lagrangian flow associated to b, if it exists, is
unique. Assume in addition that the continuity equation (3.17) with initial data i = £°
has a non-negative solution in L>([0,T] x R?Y). Then we have existence of a regular
Lagrangian flow relative to b.

Also stability results can be proved in this way, like for instance the following

THEOREM 3.11 (Stability of the regular Lagrangian flow [Cri09]). Let {bj}ren be a
sequence of vector fields such that

10k | oo (j0,77 xRy + || diV bk || oo (0,77 xRA) < C < +00

and assume that for each by the continuity equation has a unique bounded solution for every
bounded initial datum. Assume that the sequence {by}ren converges in Li ([0,T] x R9)
to a vector field b € L>®([0,T] x R?) with divb € L*([0,7] x RY). Assume that the
continuity equation with vector field b has a unique bounded solution for every bounded
iiatial datum. Then the reqular Lagrangian flows X, associated to by converge strongly in

L>=([0,T); Li. (R?)) to the reqular Lagrangian flow X associated to b.

loc

3.2.2. Vector fields with special structure. Before moving on, to illustrate how
Lagrangian representations can be used, let us briefly consider, for the sake of complete-
ness, a particular class of vector fields, which has been studied in [LBLO4]. In the follow-
ing we will think to the space R = R x R%, d; + dy = d and accodingly we will write
R >z = (21,22) € R x R% and a similar splitting holds for the differential operators
divy = divy, +div,, and V, = (Vg,, Vs, ). With the theory of Regular Lagrangian Flow
at our disposal we can prove the following

PROPOSITION 3.12 (Vector fields with special structure). Let b: (0,T) x RY — R? be
a Borel vector field and assume b(t,x1,z2) = (bl(t,xl), ba(t, x1, IL‘Q)) where
(1) b is divergence-free;
(2) by has a unique Regular Lagrangian Flow X; = X (t,z1);
(3) for a.e. x1 € R% the vector field by(-,x1,-) € L'((0,T); I/Vli’cl(]Rd?)).
Then b has a unique Regular Lagrangian Flow.

PROOF. Let us fix a bounded initial datum p = p(x1,z2) and let p € L=([0,T] x R?)
be a bounded, non-negative solution starting from p. By Disintegration Theorem (see



3.2. LAGRANGIAN REPRESENTATIONS AND REGULAR LAGRANGIAN FLOWS 37

p)2" = [ o7 (o) prltda). where pu(t.dan) = (g )y (p(t)2)
1

and similarly for the initial datum p.2?% =[G4, " (dz2) p1(dz1). Let m be a Lagrangian
representation of p1(1,b1): by assumption, 7; has to be a superposition of Dirac masses,
i.e. it holds

pi(t, ) LY = (er)ym, n = » 5x1(ar) (PLLM) (1)
1

For simplicity, let us denote by ; the curves of the flow 71; define now the vector field
bJ' (t, w2) = ba(t, 71(t), 72).

It is immediate to check that the vector field b' € L1((0,T); T/Vlloc1 (R9%2)) for ni-a.e. i
indeed,

/F [ //(OT) - (163" + [V b3t|) L%+ (dtdas) | (dy1)
1 ,1)X

<Ilolloc // (b] + [V aybal) 2% (dtda)
(0,T)xR4

by projection, and the RHS is finite by assumption (3). In particular, we deduce that

g'2n has a unique Regular Lagrangian Flow X,' for mj-a.e. v and thus the associated
Lagrangian representation is given by

POt drn) 2% = (). = [ o

(P 02%) (da>).

X719 (a2)

By a disintegration argument, we can now easily show that every solution to the continuity
equation driven by b is Lagrangian, in the sense that it is constant along the flow, and hence
uniqueness of the Regular Lagrangian Flow follows. We have for any ¢ € C2°((0,T) x R9)

0= //(0 p(t,z)(pi(t,z) + b(t,z) - Vo(t,z)) dtdx

L (et aa) + oitan. ) Tottn,aa) ) 7o) ) a
1 R%2

1
S,
5S— —

[/Rd? (%(t,'yl(t),m) +b(t,71(t), 22) - v@(t771(t),$2)> p“(t)(t,dxg)} m (dy) dt

_ / oot X (1, 21), 22) X1 (1, diy) () (der) dt
d; JRd2

S5

+// / b(t, X1(t, 1), 2) - Veo(t, X1(t, 1), w2) p 2 G0 (8, divy) (5120 ) (dy) dt
0 JRA JRd2
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where we have used that 7 is a superposition of Dirac masses. Now we basically repeat
)

the same procedure, taking advantage of the flow of bgl : continuing from above we have

T
0 JRU JRé2

T
+ / / ) / bt Xa(tx1), wa) - Vop(t, Xa (b 1), w2) pX 15 (1, darg) (1 2™ ) (dary) dt
0 JR% JR%2
bl'vzlﬂo‘f’b?vzgﬂo

T
d
:/0 /Rdl /Rdz %‘P(ta Xi(t,a1),x2) pXr 0 (¢, das) (912N (dan) dt

T
* / /d /d b2(t7 Xl(tv 331),1'2) ’ VQSO(t7X1(t7x1)7 232) pXI(t@l)(t?de) (ﬁlgdl)(d‘xl) dt
0 R JR%2

d N )
= //( e a%o(t,Xﬂt,a}l),XQXl(t, 1)(t,a:2))p(:c1,x2) gd+1(d$,dt)
0,7)xR

hence the solution is the initial datum p transported along the flow. This concludes. [

REMARK 3.13. In view of the results we will present in the next chapters (in particular,
after the proof of Bressan’s Compactness Conjecture, stated in the next Section 3.3) one
could relax the Assumption (3) of Proposition 3.12 to the following:

(3") for a.e. x1 € R% the vector field by(-, z1,-) € L'((0,T); BVioe(R%)).

In particular, this is relevant in connection to [Ler04]. [ )

3.3. Nearly incompressible vector fields and Bressan’s Compactness
Conjecture

We now turn our attention to study a broad class of vector fields in which the usual
assumption of boundedness of the divergence is replaced by the existence of a solution to
the continuity equation which is bounded away from zero and infinity. As pointed out in
the Introduction, this is particularly important in view of the applications, for instance to
the Keyfitz and Kranzer system [KK80].

DEFINITION 3.14. Let I C R be an open interval and Q@ C R? be an open set. A
bounded, locally integrable vector field b: I x Q — R? is called nearly incompressible if
there exists a function p: I x © — R (called density) such that logp € L*(I x 2) and

Oip + div(pb) = 0 in 2'(I x Q). (3.19)

Thanks to Proposition 1.8, there exists a weakly-star continuous function p € L>(I x
R%) such that p(t,-) = p(t,-) for a.e. t € I. Sometimes we will call p(t, -) the trace of p at
time ¢.

REMARK 3.15. Using mollifications, one can easily prove that every vector field b with
bounded divergence is nearly incompressible. In general, however, a nearly incompressible
vector field does not need to have absolutely continuous divergence. This can be easily
seen considering the autonomous one-dimensional vector field b(z) := 1+ f.(x), for z €
(0,1) where f.: (0,1) — R is the Cantor-Vitali staircase function. It is readily seen that
r(z) = ﬁ satisfies 0,(rb) = 0 in the sense of distributions and r(z) € (3,1) for every
z € (0,1). On the other hand, clearly 9;b is a non-trivial singular measure on (0,1).
Near incompressibility can thus be considered as a relaxed version of the assumption
divb € L>=(I x R%). 'y

We want now to introduce the definition of renormalization property in this new con-
text. As divb may contain non trivial singular part, we have to specify what we mean by
solution, as Definition 1.12 does not apply any more. We give the following
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DEFINITION 3.16. Let b be a bounded nearly incompressible vector field with density
p. We say that a function v € L>(I x R?) is a p-weak solution to the transport equation
Ou+b-Vu =0 if we have

Ay (pu) + div(pub) =0 in 2'(I x RY).
As a consequence, we have

DEFINITION 3.17 (Renormalization property for nearly incompressible vector fields).
We say that a bounded nearly incompressible vector field b: I xR? — R? has the renormal-
ization property if, for some function p as in Definition 3.14, every solution u € L (I x R?)
of

di(pu) 4 div(pub) =0 in 2'(I x RY)
satisfies
9y (pB(u)) + div (pB(u)b) =0 in 2'(I x RY)
for every function 8 € C'(R).

It can be checked that the renormalization property is independent of the choice of the
density p used in Definition 3.17. Furthermore, for bounded nearly incompressible vector
fields with the renormalization property it is possible to develop a well-posedness theory,
in analogy to what done in Proposition 1.17.

REMARK 3.18. Euxistence of weak solutions of initial value problem for transport equa-
tion driven by a nearly incompressible vector field can be proved by a regularization ar-
gument similar to the one used in the proof of Proposition 1.13. For further details, see
for instance [DLOT7]. [ )

3.3.1. Bressan’s compactness conjecture. Nearly incompressible vector fields are
related to a conjecture, raised by A. Bressan in [Bre03]. The original statement of the
conjecture deals with ODEs:

CONJECTURE 3.19 (Bressan’s Compactness Conjecture). Let by: [0,T] x R? — RY,
k € N, be a sequence of smooth vector fields and denote by X} the associated flows, i.e.
the solutions of
W Xi(t,z) = b(t, Xi(t,z))
Xi(0,2) = x.
Assume that the quantity ||bgllco + [|[Vbg||1 is uniformly bounded and that the flows X
are uniformly nearly incompressible, in the sense that there exists C' > 0 such that

1
ol < det (V,Xi(t,z)) < C.

Then the sequence { X}, ren 4s strongly precompact in Li ([0, T] x R?).

loc

In particular, from standard compactness estimates, it has been proved in [ABDL04]
that Conjecture 3.19 would follow from the following one, which amounts to establish a
well-posedness theory for the PDE associated to a BV, nearly incompressible vector field:

CONJECTURE 3.20. Any nearly incompressible vector field b € L'(R; BVioe(R?)) has
the renormalization property in the sense of Definition 3.17.

In the next chapters we will address Conjecture 3.20, considering first the (autonomous)
two-dimensional setting (Chapter 4) and then the general d-dimensional case (in Part 2,
Chapters 6, 7 and 8).






CHAPTER 4

The two-dimensional case

ABSTRACT. In this chapter, we will study the problem of uniqueness of weak solutions
to the transport equation in the two dimensional case. In this particular framework, one
can take advantage of the Hamiltonian structure in R? (in a sense that will be explained)
to prove well-posedness results under more general assumptions. More precisely, we will
begin presenting a result due to Alberti, Bianchini and Crippa that settles completely
the divergence-free, autonomous case: in [ABC14], building also on the structure results
of [ABC13], the authors are able to characterize completely the autonomous, bounded
vector fields b: R? — R? with divb = 0 in R? for which the transport equation has a
unique bounded (or even merely integrable) solution. After presenting, in Section 4.1
a heuristic description of the method of [ABC13], we present a variation which allows
to handle also the case of nearly incompressible vector fields (not necessarily divergence
free). A crucial ingredient for our proof is the Superposition Principle studied in Chapter
3. The results presented in this chapter have been obtained in collaboration with S.
Bianchini and N.A. Gusev and have been published in [BBG16] (see also [BBM17,
Bon16] for other shorter accounts): the main lines of the argument were already present
in the author’s Master Thesis [Bon14] but, since then, some simplifications (especially
in the second part of the proof) have occurred. We propose it here for the sake of
completeness, taking this opportunity to state and prove some disintegration Lemmata
which will be useful in the examples presented in Chapter 5.

In this chapter we describe some well-posedness results that are available in the two-
dimensional case.

4.1. Introduction: splitting the equation on the level sets

The starting point of our analysis is the paper [ABC14], where the authors charac-
terize the autonomous, divergence-free vector fields b on the plane such that the Cauchy
problem for the continuity equation dyu + div(ub) = 0 admits a unique bounded weak
solution for every bounded initial datum.

Let b: R? — R? be a bounded, autonomous, divergence-free vector field with compact
support and let us consider the initial value problem for the continuity equation:

Opu + div(ub) =0

(0, =0 (4.1)

Since divb = 0 and R? is simply connected, there exists a compactly supported Lipschitz
function H: R? — R such that

b(z) = VtH(zx), L?ae. xR

where V+ := (—0s,0;). Such H is unique (being the support compact) and it is called the
Hamiltonian associated to b. One of the main ideas involved in the two-dimensional results
we will present is the heuristic remark that the value of the Hamiltonian H is constant on
the trajectories of the vector field b. Indeed, in the smooth setting, if 4 = b(y(¢)) then

d .

S HO(t) = VH(y() -4(t) = VH(y(?)) - b(v(t)) =0

since VH | b. This means that the trajectories “follow” the level sets of the Hamiltonian
(this is true even in the Lipschitz case: for a precise statement of this property, we refer

the reader to next Lemma 4.26).

41
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Therefore, using the fact that the level sets are invariant under the action of the flow,
we can reduce the equations onto the level sets: taking advantage of the Structure Theorem
IIT of level sets of Lipschitz functions and using Disintegration Theorem II, we can study
the equation on each level set as a one-dimensional problem. Indeed, we have that for a.e.
h € R, every connected component C of Ej;, = H~'(h) is a simple Lipschitz curve which
admits a Lipschitz parametrization 7: I — C, where I C R is an interval (or possibly R/¢z
for some ¢ > 0). Under the change of variable x = 7(s), the equation on C' becomes

Q@1+ N)+8a=0  in Z((0,T) x I) (4.2)

where ) is a suitable singular measure on I and @ = uo~. Note that, due to the particular
choice of =, the vector field b no longer appears in the equation; furthermore, one can prove
that the Cauchy problem for (4.2) admits a unique bounded solution for every bounded
initial datum if and only if the measure \ is trivial (we will discuss this issue more in detail
in the next Chapter 5, Section 5.4). Thus we conclude that uniqueness for (4.1) holds if
and only if A = 0 for every nontrivial connected component C' of a.e. level set Ey. It can
be shown that this is equivalent to the following condition on the Hamiltonian H:

Hy (gzLSQE*) I (4.3)

where, we recall, the set £* is the union of all connected components with positive length
of all level sets of H (see again Theorem III). Condition (4.3) is usually called Weak Sard
Property, as it is reminiscent of the Sard’s property satisfied by all class of functions C?
(in view of Sard’s Lemma).

These informal considerations constitute a very general scheme of the proof of the
following important

THEOREM 4.1 ([ABC14, Theorem 4.7]). Let H and b defined as above. Then the
following statements are equivalent:
(1) if u: [0,T) x R? — R is a bounded solution of (4.1) then u = 0 for a.e. (t,z) €
[0,T) x R2;
(2) the potential H satisfies the Weak Sard Property (4.3).

At this point we point out a couple of remarks.

REMARK 4.2. It is important to stress that Theorem 4.1 gives a necessary and sufficient
condition, while the results in the literature usually give only sufficient conditions for
uniqueness. As a consequence, the (rotated) gradient of every Lipschitz function without
the Weak Sard Property (see, for instance, Chapter 5) is an example of divergence-free
autonomous vector field in the plane for which there is no uniqueness of bounded weak
solutions to (4.1). [ )

REMARK 4.3. In [ABC14], the use of the renormalization property is completely
avoided but can be obtained as an easy corollary. Indeed, in case of divergence-free and
autonomous vector fields b, the renormalization property for a weak solution u of the
continuity equation simply means that S(u) is a weak solution the same equation for
every C! function : R — R. When the potential H of b satisfies the weak Sard property,
this property can be deduced from the renormalization property for the one-dimensional
equation 9;v + 0sv = 0. 'y

REMARK 4.4. Theorem 4.1 actually can be improved to show uniqueness in the class
of weak solutions that are merely integrable in space and time (instead of bounded). The
key point is that uniqueness holds for the corresponding one-dimensional equation among
solutions which are integrable in space and time. o

In [BG16], this Hamiltonian approach has been adapted to a more general setting,
namely the one of steady nearly incompressible autonomous vector fields on R?. In general,
a vector field b: R — R? is said to be steady nearly incompressible when there exists a
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steady density r: R? — R, uniformly bounded from below and above by strictly positive
constants, such that div(rb) = 0 in the sense of distributions over R?. In particular, it is
easily seen that this class contains all divergence-free vector fields (r = 1); moreover, any
steady nearly incompressible vector field is nearly incompressible in the sense of Definition
3.14, but the inverse implication does not hold in general. For instance, consider the one-
dimensional vector field b: (0,2) — R given by b(z) = |z — 1| — 1. If it were steady nearly
incompressible, the function r - b would be constant on (0,2) and thus r could not be
uniformly bounded from above by a positive constant. On the other hand this vector field
b is nearly incompressible: the solution to the continuity equation dp + 9,(pb) = 0 with
the initial condition p|;—g = 1 satisfies e™! < p(t,z) < €', as one can easily demostrate
using the classical method of characteristics, since b is Lipschitz.

Adapting the splitting technique of [ABC14]|, in [BG16] it has been proved that
any steady nearly incompressible vector field of class BV on R? has the renormalization
property (the assumption b € BV in [BG16] could be replaced, for instance, by the
assumption b # 0: see also Remark 4.25 in the following).

In the present chapter we want to extend the results of [BG16] to the non-steady case
and more precisely we want to show the following theorem.

THEOREM 4.5. FEvery bounded, autonomous, compactly supported, nearly incompres-
sible BV wvector field on R? has the renormalization property.

As an immediate corollary, taking into account the link between renormalization pro-
perty and uniqueness of weak solutions to transport equation we have

COROLLARY 4.6. Let I = (0,T) for some T > 0 and let b: R? — R? be a compactly
supported, nearly incompressible BV wvector field with density p. Then

(1) Yug € L®(R?) there erists a unique (p-)weak solution u € L®(I x R?) to the
transport equation

Ou+b-Vu=0
with the initial condition ul—o = ugp;
(2) Yug € L¥(R?) there exists a unique weak solution u € L™ (I x R?) to the conti-
nuity equation
Owu + div(ub) = 0
with the initial condition u|i—o = ug.

4.1.1. Notation for this chapter. Within this chapter we will adopt the following
conventions:

e I':= C([0,T); R?) will denote the set of continuous curves in R?;

o I':= {yeT:~(t) =+(0), Vt € [0,T]} denotes the set of constant curves (whose
graphs are fixed points);

el =T \ " denotes the set of non-constant curves (whose graphs have positive
length);

e ¢;: I' = R? is the evaluation map at time ¢, i.e. e;(y) = ().

Moreover, if A C R? is a measurable set,

e Iy:={yel: L' ({te0,T]:~(t) € A}) > 0} denotes the set of curves which
stay in A for a positive amount of time;

e I'4 :=I'NI"4 denotes the set of non-constant curves which stay in A for a positive
amount of time;

e I'y := I'N T4 denotes the set of constant curves which stay in A for a positive
amount of time.
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e for every s € [0, 7], we denote by
I ={yeTl:q(s) € 4},
I = {7y eTias) € 4},
0% = {'yEf: ’)/(S)EA}
accordingly the sets of all curves, non-constant curves and constant curves, which
at time s belong to A;

o Ta:={yela: v(0)¢ A,~(T) ¢ A} denotes the set of curves which stay in A
for a positive amount of time and have the endpoints outside A.

Finally, if A C R?, we recall that we denote by
Conn(A) := {C C A : C is a connected component of A},

Conn*(A) := {c € Conn(A) : #1(C) > o},

A* = U C.

CeConn*(A)

and

4.2. Partition of the plane and local disintegration

Let b: R? — R? be an autonomous, nearly incompressible vector field, with b €
BV(R?) N L>(R?); we assume b is compactly supported (with support in the unit ball of
R?, B := B(0,1)), defined everywhere and Borel.

4.2.1. Local reduction to the steady case. Let us consider the countable covering
A of R? given by
B = {B(x,r) cxeQ?re Q*}.
For each ball B € &, we are interested to the trajectories of b which cross B, staying
inside B for a positive amount of time. We therefore define, for every ball B € % and for
every rational numbers s,t € QN (0,7") with s < ¢, the sets

Tpst:={v€lp: 7(s) ¢ B,(t) € B},
where we recall
Ip={yel: Z({t€0,T]:~(t) € B}) > 0}.
In this first section we will work for simplicity with the sets Tp := Tpg o7, where
B € # (and without any loss of generality we assume T € Q).

REMARK 4.7. It is easy to see that

U Tp=TI.

Be#
Indeed, for every curve which is moving there exists a point v(t) # v(0),~(T), so that one
has only to choose a ball in Z containing ~(¢) but not ~v(0), v(7T). [ )

By Definition 3.14, there exists a function p: [0, T] x R? — R which satisfies continuity
equation (3.19) in 2'((0,T) x R?). Therefore, by Ambrosio’s Superposition Principle
(Thm. 3.1), there exists a measure 7 on I', concentrated on the set of trajectories of b,
such that

p(t7 )$2 = (et)ﬁnv (44>
where we recall that e;: I' — R? is the evaluation map « — 7(t). For a fixed ball B € %,
we consider the measure 1 := nLt, and we define pp by pp(t,)L? = (et)ﬁnB. See also
Figure 1. Then we set

T
rp(z) = /0 pp(t,z)dt, z € B. (4.5)
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¥ = b(v) @0)

Figure 1. By means of Ambrosio’s Superposition Principle we find a La-
grangian representation 7 for the density p and we further select
a suitable family of characteristics crossing the ball B (this pro-
duces the “steady” density r defined in (4.5)).

LEMMA 4.8. It holds div(rgb) = 0 in 2'(B).

PRrROOF. For any ¢ € C2°(B) we have

because for np-a.e. v € Tp, v(0) ¢ B, v(T) ¢ B. O

4.2.2. Disintegration with respect to Hamiltonians. From Lemma 4.8 we have
div(rb) = 0 in B; since B is simply connected, there exists a Lipschitz potential Hg: B —
R such that

V1 Hp(z) = rp(z)b(z), for £*-a.c. x € B.
Using Theorem III on the Lipschitz function Hp, we can define the negligible set N1 such
that Ej, is regular in B whenever h ¢ Nj; moreover, let Ny denote the negligible set on
which the measure ((Hp)3.£?)5"8 is concentrated, where ((Hp)3-£?)5"® is the singular
part of ((Hp)3-Z?) with respect to .£!. Then we set

N :=N;UN; and E* == UpenE}, (4.6)

Therefore we can associate to B a triple (Hp, N, E). For any x € E let C, denote the
connected component of E such that x € C,. By definition of E for any x € E the
corresponding connected component C, has strictly positive length.
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Let us fix an arbitrary ball B € #. For brevity let H denote the corresponding
Hamiltonian Hp.

LEMMA 4.9 ([ABC14, Lemma 2.8]). There exist Borel families of measures oy, kp,
h € R, such that

,%QLB:/(Ch%ILthLO'h) dh+/l€hd<(h), (4.7)

where

(1) ¢, € Ll(%l\_E;), cp, > 0 a.e.; moreover, by Coarea formula, we have ¢, =
1/|[VH| a.e. (w.rt. A g:);

(2) K is concentrated on Ef N {VH = 0};

(3) ¢ := Hﬁ$2|_(B\E*) is concentrated on N (hence ¢ L £1);

(4) on, is concentrated on E; N {VH = 0};

(5) op, L A for L1-a.e. h¢ N;

(6) if b € BV, then oy, is concentrated on Ep N{b # 0,rp = 0}.

PROOF. Points (1)-(4) are exactly [ABC14, Lemma 2.8]. Concerning Claim (5), using
Coarea formula (I1.4)), we can show

AN E,N{VH =0})=0

for #-a.e. h ¢ N. Therefore o5, | ' for £1-ae. h ¢ N. Finally, Point (6) can
be proved using minor modifications of the proof of [BG16, Theorem 8.2]: indeed, if
b is of class BV and hence approximately differentiable a.e., then Hy.Z 2|_{b:0}J_ L1 by

comparing two disintegrations of .Z 2\_{1,:0} we conclude that oy, is concentrated on {b # 0}
for a.e. h. 0

REMARK 4.10. Thanks to (4.7) we always can add to N, if necessary, an .#!-negligible
set so that for any h ¢ N for J#'-a.e. x € E} we have r(z) > 0, b(z) # 0 and r(z)b(z) =
V+4H(x). [

4.2.3. Reduction of the equation on the level sets. Our goal is now to study
the equation div(ub) = u, where u is a bounded Borel function on R? and p is a Radon
measure on R?, inside a ball from the collection 2.

LEMMA 4.11. Suppose that p is a Radon measure on R? and u € L>®(R?). Then
equation
div(ub) = u (4.8)
holds in 2'(B) if and only if:
o the disintegration of pu with respect to H has the form

p= [ mndn+ [ ondcin) (4.9)
where ¢ is defined in Point (3) of Lemma 4.9;
o for L'-a.e. h
div (uchbflLEh) + diV(uth) = Uh; (4.10)
o for (-a.e. h
div(ubkp) = vp. (4.11)

PROOF. Let A\* be a measure on R such that Hy|u| < L1+ ¢+ ), where ( is defined
as in Lemma 4.9 and \* L #' 4+ (. Applying the Disintegration Theorem, we have that

M:/MM+/%%w+/Mwwm (4.12)
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with pp, vp, A\p concentrated on {H = h}. Writing equation (4.8) in distribution form we
get

/ u(b- V) dm+/¢du:0, 6 € C(B).
RQ

By an elementary approximation argument, it is clear that we can use as test functions ¢
Lipschitz with compact support.

Using the disintegration of Lebesgue measure (4.7) and the disintegration (4.12) we
thus obtain

/[/ uc(b- V) dA g, + / (b.w)dgh] i

/ / (b- V) drp dC(h / / & dyuy, dh (4.13)
// b v dC(h // b AN, AN (h) =0,

for every ¢ € Lip.(B). In particular we can take

¢(z) = Y(H(z))p(r), ¢ CF(R), p € CF(B),

so that we can rewrite (4.13) as

/ Wb(h) [ / ucn(b- V) dA g, / u(b- V) dah> dh
+ v / (v Vo) d(h) + [ wih /2¢duhdh
+ [ o / o dc(h) + [ 0l /ZsodAhdv(h):o,

b(x) - Vo(x) = Y(H(x))b(z) - Vip(z)

for #?-a.e. x € R2. Since the equalities above hold for all ) € C*°(R) we have

/[/ uch(b-V@)dﬁlLEh+/ (b-V)d ]dh+// @ dpy, dh = 0,
R2 R2

/[/ u(b-V)dky + gpdyh]
/ / o d\ dX*(h) =

which give, respectively, (4.10), (4.11) and (4.9).

because

O

4.2.4. Reduction on connected components of level sets. If K C R? is a com-
pact then, in general, not any connected component C' of K can be separated from K \ C
by a smooth function. However, it can be separated by a sequence of such functions:

LEMMA 4.12 ([ABC13, Section 2.8], [BG16, Lemma 5.3]). If K C R? is compact
then for any connected component C of K there exists a sequence (¢ )nen C C°(R?) such
that

(1) 0< ¢, <1 on R4 and ¢, € {0,1} on K for all n € N;
(2) for any x € C, we have ¢n(x) =1 for every n € N;
(3) for any x € K\ C, we have ¢p(x) — 0 as n — +o0;
(4) for any n € N, we have supp Ve, N K = ().

With the aid of this lemma we can now study the equation (4.10) on the nontrivial
connected components of the level sets. In view of Lemma 4.11 in what follows we always
assume that h ¢ N (see (4.6)).
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LEMMA 4.13. The equation (4.10) holds iff
e for any nontrivial connected component C' of Ey, it holds
div (uchb,%A\_c) + div(ubopLe) = pric; (4.14)
e it holds
div(ubop(m,\Er)) = Hhi(B,\E)- (4.15)

PROOF. For any Borel set A C R? we introduce the following functional

Aa(¥) ::/Auch(b-V¢)d%1LEh+Au(b-Vw)dah+/A¢duh,

for all ¢p € C°(B). Now fix a connected component C of Ej and take a sequence of
functions (¢, )nen given by Lemma 4.12 (applied with K := E}). By assumption, we have
that A(y¢,) = 0 for every ¢ € C°(B) and for every n. Let us pass to the limit as n — oo.
On one hand we have

/wnduh:/dew/Eh\Cw%dw/deu

because the second term converges to 0 since ¢, — 0 pointwise on Ej, \ C. On the other
hand V(¢¢,) = ¥V, + ¢, Vb, In the terms with ¢, Vi) we pass to the limit as above.
The terms with the product ¥)V¢,, identically vanish thanks to the condition (4) on ¢, in
Lemma 4.12. Therefore, we have that for every ¢ € C°(B)

A, () = /C wen(b- Vo) dA + / u(b- Vi) doy, + /C dun = Ao (W),

C
as n — +oo. Since Ag, (¥¢,) = 0 for every n, we deduce that Ac(¢)) = 0 and this gives
(4.14). In order to get (4.15), it is enough to observe that Ej is a countable union of
connected components C, therefore (from the previous step) we deduce that

/ ucy (b - Vo) dA" +/ u(b-Vy)dop+ | Ydu, =0, Vi€ CX(B).
i N B

Hence

AEh\E;L = / ucp(b - V) d.#" +/ u(b - V) doy, +/ Wduy, =0,
Ef\Ep, E}\Ey, E;\Ej,

for every ¢ € C°(B). Remembering that ! (E} \ E;) = 0 by Theorem III we get (4.15)
and this concludes the proof. The converse implication can be easily obtained by summing

the equations (4.14) and (4.15). O
LEMMA 4.14. Fquation (4.14) holds iff

div (uchbjfll_o) = UpLo, (4.16a)

div(ubopLc) = 0. (4.16b)

The proof of Lemma 4.14 would be fairly easy in the case when C is a straight line.
Roughly saying, in this case (4.14) would read as

[u@a@b@ @) ds+ [ua@b@ @) done) + [ 6@ dute

Y € C°(R). Since oy, is concentrated on a Z!-negligible set S, any ¢ € C§ can be
approximated in C°-norm with a sequence of C'-functions ¢, having 0-derivative on S.
Consequently, ¢!, converge to ¢ weak™ in L as n — oco. Then, substituting ¢ = ¢,, and
passing to the limit as n — co we get

[ u@en@p(a)é ) do + [ ofa) duta) -

Hence the only technicality here is to repeat this argument on a curve.
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Before presenting the formal proof of Lemma 4.14 we would like to discuss the paramet-
ric version of the equation (4.16a). Let v: I — R? be an injective Lipschitz parametriza-
tion of C, where I = R/ez or I = (0,¢) for some ¢ > 0 is the domain of 7. In view of
Remark 4.10) we can assume that the directions of b and V- H agree #'-a.e. on C. So
there exists a constant w € {+1, —1} such that

b(r(s) _ _ /()

b(v(s)) 7' (s)]
for a.e. s € I. We will say that v is an admissible parametrization of C if w = +1. In
the rest of the text we will consider only admissible parametrizations of the connected
components C'.

(4.17)

LEMMA 4.15. Equation (4.16a) holds iff for any admissible parametrization v of C
Os(Ten|b]) = fin
where Ygllp, = pLC, U= U0y, Ch = CL O and b = bon.
In the proof of Lemma 4.15 we will use the following result:

LEMMA 4.16 ([ABC13, Section 7]). Leta € L'(I) and u a Radon measure on I, where
I =Rlz or I = (0, €) for some £ > 0. Suppose that v: I — Q is an injective Lipschitz
function such that v # 0 a.e. on I and v(0,¢) C Q. Consider the functional

/¢adt+/¢>d,u, V¢ € Lip.(I).
If A(p o) =0 for any ¢ € C(Q) then A(p) =0 for any ¢ € Lip.(I).

PROOF OF LEMMA 4.15. In view of Area Formula (I1.3), if v: I — R? is an injective
Lipschitz parametrization of C' then

A=y (L)
Using this formula the distributional version of (4.16a),
/ ucyb - v¢d%ko+/ pdpn, =0, Vo € C°(B),
C C
can be written as

/I u(y(8))en(1(5))b(1(5)) - (V&) (v(s) ()] s + / 6(+(5))dfin(s) = 0

where i, is defined by [y := ('yfl)ﬁ (-
Using (4.17) we can write the equation above as

/U(’Y(S))Ch(’Y(S))WI(S)(Vﬁb)(’Y(S)) |d8+/¢ ))diin(s) =0,

I
which reads as

[ aa @00 bl ds + [ d6s)dints) o

I

Since the equation above holds for any ¢ € C2°(B) it remains to apply Lemma 4.16. O
PROOF OF LEMMA 4.14. Let us write A(¢) = M(d)) + N(¢), where

M () ::/Cuch(b-v¢) d%”l—i—/c¢duh
and
N(¢) := / ub - Vdoy,
C

for every ¢ € C°(B). Fix a test function ¢: we are going to “perturb” ¢ in such a way
that N(¢) becomes arbitrarily small and M (¢) remains almost unchanged. Since A(¢) =0
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we will obtain that | M (¢)| < € and this will imply that M (¢) = N(¢) = 0. By Lemma 4.9,
we have 03, L #'Lc therefore there exists a #'-negligible set S C C such that oy, is
concentrated on S. Moreover, by inner regularity, for every n € N, we can find a compact
K C S such that

on(S\ K) < %

Using the fact that #'(K) = 0, for every n € N, we can find countably many open balls
{Br,(2j)}jen which cover K and whose radii r; satisfy

Yo,
ri < —.
‘) "
JEN
Furthermore, by compactness, we can extract from {Brj (2j)}ien a finite subcovering,

{By,(zj)} with j = 1,...,v where v = v(n) € N (we stress that v depends on n). For
every j € {1,...,v}, let

PI™ = (20 — 1,250 + 1)
denote the projection of B, (z;) onto the z;-axis, with i = 1,2. Since P} is an open
interval we can find a smooth function ¢"": R — R such that
0 &epPlm
1 dist(&,0P") > 21,

W%b{

and 0 < wf” < 1 for every £ € R. Now we consider the product ¢! := wl.l’nwf’n cop"
and we define the functions x7': R — R as

:fwwm

for i = 1,2 and n € N. Now we set x"(z) := (x7(2),x5(z)) and ¢, := ¢ o x". Since
X" —idlleo <437 < 2 we deduce that ¢, — ¢ uniformly in C because

|9n(2) — ¢(2)] < [[Volloollx™ —id[lec =0

as n — +o0o. Let us now take an admissible parametrization of C, v: I — R, and let us
introduce the functions ggn := ¢, 0. Using for instance the density of C' functions in
LY(I), we can actually show that 5{;(}5,1 —* 8S$ in weak* topology of L*°. Passing to the
parametrization as in the proof of Lemma 4.15 we get

/C ucp(b- V) dA#"r = /I UCLb O ds,
where we denote by ~ the composition with v. Using weak* convergence, we obtain that
/C ucy(b- Vo) dA" — /C ucy(b- Vo) dia.
On the other hand, by uniform convergence, we immediately get

/¢nduh—>/¢duh,

as n — +o00. In particular, we have that M (¢,) — M(¢). Now observe that V¢, = 0 on
K by construction, hence we get

N(dn) < /5 Tl < Jubllcl| V- = 0

and this implies that N(¢) = 0. Therefore, 0 = A(¢) = M(¢), which concludes the
proof. O
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We note, in particular, that from (4.16b), being b € BV and taking v = 1 in (4.8), we
have that div(bopLg, ) = 0 for a.e. h.

Let
F:={b#0,rg=0}NE. (4.18)
By Point (5) of Lemma 4.9, oy, is concentrated on F'N Ej, hence we have
div(1rboy) = 0, for £1-a.e. h. (4.19)

This important piece of information is very useful to prove the following
LEMMA 4.17. We have div(1pb) =0 in 2'(B).

PROOF. For every test function ¢ € C°(B), we have

/()V¢ M—/Lmh Vé(z) doy(z)dh.

Using again Point (5) of Lemma 4.9 and (4.19), we get that

[ b Vo) don(a) =0
FNE),
and then we conclude. 0
Finally, let us mention a covering property of the set E*:
LEMMA 4.18. Let E* be the set defined in (4.6). Then
E* > {VH #0} mod .Z2.
PROOF. Suppose that P := {VH # 0} \ E has positive measure. Then

O</’VH’d.CL‘—//ﬂpdjf Lg, dh =0

where the first equality is due to Coarea Formula (I1.4) and the second equality holds since
1p is zero on Ej, for a.e. h. O

Note that in general E* can contain a subset of {VH = 0} with positive measure (see
[ABC13]). However, in the next section we show that, if H has the weak Sard property,
then in fact E* = {VH # 0} mod £>.

4.3. Weak Sard Property of Hamiltonians

4.3.1. Matching properties. As we have seen at the beginning of Section 4.2.2,
to every Hamiltonian H we can associate a triple (H, N, E') where N is the set given by
Theorem Il and E = Upg N E}.

Suppose now we have another triple (ﬁ , N , E), we ask whether, given x € E N E it is
true that Cp, = C,. This is essentially the definition of matching property; moreover, we
will prove the “Matching Lemma”, which states that gradients of H and H being parallel
(in a simply connected set) is a sufficient condition for matching.

4.3.2. Matching of two Hamiltonians. Let us consider two Lipschitz Hamiltoni-
ans Hy and Ho, defined on the same open, simply connected set A; according to Theorem
ITI, we have two negligible sets N7 and N3 such that the level sets E}L and E,Ql, of Hy and
Hy are regular for h ¢ Ny and i’ ¢ Ny. We set By := Upgn, E} and Ea := Upgp, Ej.

DEFINITION 4.19. The Hamiltonians H;, and Hy match in an open subset A’ C A if
Cl 02 for £?-a. e x € A'NE; N E;, where C” denotes the connected component in A’
of the level sets H; ' (H;(z)) which contains z.

As usual, given two vectors v1, vy € R? we write v; | vo if v1 = avs or vy = aw; for
some real number «.
We now state and prove the following



52 4. THE TWO-DIMENSIONAL CASE

LEMMA 4.20 (Matching lemma). Let Hy, Hy be defined as above. If VHy || VHs a.e.
on A" C A open, then the Hamiltonians Hy and Ho match in A’.

PROOF. Let by := V- H;. Then divb; = 0. Let us prove that
div(H2b1) =0 (4.20)
in the sense of distributions. Indeed, we have for every ¢ € Lip,(A’)

/H2(b1-w) do = / (b1 - V(Hap) — p(by - V)] de.

The first term is zero because divb; = 0 (and ¢Hs can be used as test function since it is
Lipschitz); the second term is also zero because VHy || VH; a.e. on A’) hence by | VHy
a.e. on A’

From (4.20), using [BG16, Theorem 4.1 and 6.1], we obtain that there exists a 1
negligible set N such that Hs is constant on every non trivial connected components C'NA’
of the level sets of H; which do not correspond to values in N. By disintegration, we have
that the sets of points 2z € A’ N Fy such that Hy(z) ¢ N are a negligible set and therefore
we can infer that for a.e. x € A’ N Ey, Hy is constant along the connected components in
A’ of the level sets of Hy. By repeating the same argument for Ho we get the claim. [J

4.3.3. The Weak Sard property. Let us begin this section with the following
remark concerning Weak Sard Property.

REMARK 4.21. Informally, the Weak Sard Property means that the “good” level sets
of H do not intersect the critical set S, apart from a negligible set. In terms of the
disintegration of the Lebesgue measure (4.7), we can say that H has the weak Sard property
if and only if o, = 0 for a.e. h. '

Now we give the following

DEFINITION 4.22. We set
rg:=rp+1p,
where we recall that rp is the function defined in (4.5) and F' is the set defined in (4.18).

By linearity of divergence, by Lemma 4.8 and Lemma 4.17, we have
div(rpb) =0

in 2'(B). Therefore, we conclude that there exists a Lipschitz potential H such that
VH* =7gb. B

Moreover, we observe that VH || VH a.e. in B: therefore we can apply Matching
Lemma 4.20 to get that the regular level sets of H and of H agree. In particular, we
obtain E = E mod £?, directly from the definition of H. We note also that the function
H has the Weak Sard property: indeed, directly from the construction, we have VH #0

on E hence, since E = E mod 2, it follows that .#2(E N S) = 0.
Finally, disintegrating #?_p w1th respect to H we get

L= /(Ch%lLEh“FO‘h) dh,
R
while using the Hamiltonian H
LPp= /R A dh.

In particular, it follows that o, = 0 for a.e. h, which means that H = H (up to
additive constants) and H has the Weak Sard Property.
We collect this result in the following

LEMMA 4.23. The Hamiltonian Hp has the weak Sard property.
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We conclude this section with the following corollary concerning the covering properties
of the set E* defined in (4.6):

COROLLARY 4.24. Suppose that H has the weak Sard property. Let E* be the set
defined in (4.6). Then
E*={VH #0} mod .Z°.

PROOF. The argument is similar to Lemma 4.18. Let Q = E*\ {VH # 0}. By (4.7)

.ﬁ(@):/(/@ dah) dh =0

since by Remark 4.21 o, = 0 for a.e. h. (|

REMARK 4.25 (On the BV assumption). If we do not assume BV regularity of b, but
b(x) # 0 for £%ae. = € R? the conclusion of Lemma 4.23 still holds. This can be
proved using minor modiﬁcatlons of the above argument. More precisely, since b is nearly
incompressible the function m(z fo (1,x) dr, where p is the density of b, solves

dlv(mb) = p(T,-) = p(0,-)

in 2'(B), being p(T,-) and p(0,-) the weak-* limits in L> of p(¢,-) as ¢t — T and t — 0
respectively. Applymg Lemmata 4.11, 4.13, 4.14 with u = m, from (4.16b) we obtain

div(mbopLc) = 0.
Hence Lemma 4.17 holds replacing 1pb with m1pb: in particular, setting
rp:=rp+mlp

we can repeat the argument of Section 4.3. o

4.4. Level sets and trajectories 1

In this section, we assume that Hp is defined on all R? (using standard theorems for
the extension of Lipschitz maps).

4.4.1. Trajectories. We now present some lemmata which relate the trajectories
v € Tp to the level sets of the Hamiltonian. The first result we prove is that n-a.e. 7 is
contained in a level set.

LEMMA 4.26. Let B € A, t1,t2 € [0,T] and set T := {y:7v((t1,t2)) C B}. Then
n-a.e. v € T we have (t1,t2) 3 t — H(y(t)) is a constant function.

PROOF. Let (g:): be the standard family of convolution kernels in R?. We set H.(x) :=
H * g-(x) for any = € B. For every t € [t1,t2] define

_ /T [H(~(t)) — H(~(0))|dn(7)

and we will prove I = 0. First note that I is positive because the integrand is non-negative
and 7 is positive. On the other hand,

< [ e O)ldn() + [ IH((0) = H2(0) i)

4 H

+ / HL(7(0)) — H(~(0))|dn(~).
:

Now for a.e. © € R? we have H.(z) — H(z): hence

/\Ha(v(t)) H(v(t))] dn(y /IH (z)|p(t, z)dz — 0
.
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as € = 0. Therefore, we can infer that
IT — 0, I5 =0
as € | 0. Let us study I5. We have

56 < [ [ ol asinty
- [ [ 198666 sl asant)
/tl/IVH (@)]d((ec)gnr) (x) ds
/ /yVH (@) |pr(t, 2) da ds

/|VH @)1z d:v—>/]VH b(2)|r1(x) dz = 0
where we have used VH.(z) — VH(zx) for a.e. x. In the end, we have that I5 — 0 as
€ J 0 and this concludes the proof. O

We now show that Lemma 4.26 can be improved, showing indeed that np-a.e. 7 is
contained in a regular level set of H.

LEMMA 4.27. Up to a np negligible set, the image of every v € Tp is contained in a
connected component of a regular level set of Hp.

ProoOF. Using Lemma 4.26, we remove np-negligible set of trajectories along which
Hp is not constant. Set E¢:= B\ F and consider the set

P :={yeTp:~v((0,T))NB C E}.

It is enough to show that n(2?) = 0: this means that for n-a.e. 7 the image v(0,7) is
not contained in the complement of E and thus we must have (in the ball) v(0,7) C E
for n-a.e. v € Tp (this follows remembering that a.e. 7 is contained in a level set). By
Coarea formula (see Lemma 4.9), |VH|.£?_ge= 0, i.e.

/]lEc(m)]VH(xﬂ da = 0.

Since VH = rgb* in B and g > 0 (since pp > 0), we have

0= / 1pe(2)|rp (2)b(z)]| dz
:/ILEc(a:)TB(:c)|b(x)]dx

T
= // 1ge(x)pp(t,z)|b(x)|dx dt.
0
Using (4.4) we have

o_/ /nEc (+()] dn(y //\b )| dn() dt

which implies (by Fubini) that for n-a.e. v € & we have

T
/0 Ib(4(t))] dt = 0.

This gives |b(y(t))| = 0 for a.e. t € [0,7T] and this contradicts the definition of T . Hence
n(#) =0. O
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4.5. Locality of the divergence

In this section we prove that the if div(ub) is a measure, then it is 0 on the set
M = {x €R?: b(z) =0, € Dy and VPP'b(z) = O}, (4.21)

where Dy, is the set of approximate differentiability points and V#PP'b is the approximate
differential, according to Definition [AFP00, Def. 3.70]. For shortness, we will call this
property locality of the divergence.

Let U be an open set in R%, d € N. The main result of this section is the following

PROPOSITION 4.28. Let uw € L>®(U) and suppose that div(ub) = X\ in the sense of
distributions, where A is a Radon measure on U. Then |\|_pr= 0.

Note that we do not assume any weak differentiability of u or ub, so the conclusion
of Proposition 4.28 does not follow immediately from the standard locality properties
of the approximate derivative (see e.g. [AFP00], Proposition 3.73). Moreover, we also
mention a related counterexample (contained in [ABC13]), where the authors construct
a bounded vector field V' on the plane whose (distributional) divergence belongs to L>,
is non-trivial, and is supported in the set where V vanishes. Our proof is based on
Besicovitch-Vitali covering Lemma ([AFP00, Thm. 2.19]) and uses some basic facts
about the trace properties of L™ vector fields whose divergence is a measure (recalled in
the Preliminaries, see Section IV).

PROOF OF PROPOSITION 4.28. Fix an arbitrary = € M. For brevity let B, := B,(x).
By (IV.7) with F(y) := |z — y|?, there exists an .#!-negligible set N, such that for any
positive number r ¢ N, we have

/ ub - vdt1
OB,

where v denotes the exterior unit normal to dB,. By a simple Fubini-type argument we
have that

IA(By)| =

< c/ b dod L,
OBy

C bl d#?t < ¢

- |b(x)| dx = o(rd)
aBT T BQT

because, by definition of M, we have fBT |b| dz = o(r). Therefore

AB)| = or). (4.22)

Fix ¢ > 0. By (4.22) for any x € M there exists 0, > 0 such that for any positive number
r < 0, such that r ¢ N, we have

INB,(z))] < e, (4.23)

Let S C M be an arbitrary bounded subset. By regularity of A, there exists a bounded
open set O D S such that |A|(O\ S) < €. Hence, for any = € S there exists p, > 0 such
that B(x,r) C O for any positive number r < p,. Consequently

F = {B(.’L’,T) rx eSS r< min(/)m(sx):r ¢ N$}

is a fine covering of S. Hence we can apply Besicovitch-Vitali covering Lemma ([AFP0O0,
Thm. 2.19]): there exists a countable disjoint subfamily {B;};eny C % such that

By (S\LiJBz) =0.
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On the other hand, since |J; B; C O by construction, we have

By (LiJBi\s> <e.

Using (4.23), since the balls B; are disjoint, we have

A (UB) ZA ) < eZ? (UB) :

S)-A(LZJBZ) —A(LiJBi\5> -0

as € | 0. Hence A\Lg= 0 and, by arbitrariness of S C M, ALp= 0. O

Hence

4.5.1. Comparison between .#? and 7. We present here two general lemmata
which relate the Lebesgue measure .22 and the measure 7 and are based on nearly incom-
pressibility of the vector field b.

LEMMA 4.29. Let A C R? be a measurable set. Then £?*(A) = 0 if and only if
n(T4) =0 where

Ty={yel: L{te0,T]:~(t) € A}) >0}.

PROOF. Let us prove first that £2(A4) = 0 implies n(FA) = 0. We denote by p4 the

density such that pa(t,-)£? = ey (nir,) and ra(z) = fo pa(t,x)dt. We have, using
Fubini,

T
0=2L%A)=rs2%A) = /0 /F]lA(:U)pA(t,:U) dx dt

/ /nA (+) dt
// 1a((8)) dt dn()
/FA/ La(y(t)) dtdn(y)

:/F L {t € [0,T]: v(t) € A}) dn(v),

hence, Z1({t €[0,T] : v(t) € A}) =0 for n-a.e. v € 4.
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For the opposite direction, using that p is uniformly bounded from below by 1/C, we

get
:g/ﬂA(x)dx:é/oT/]lA(:c)d:cdt
/ /ILA plt, z) da dt
- / [ 1t dnto) e
// La(y(1)) dt dn()
// La(y(8)) dt dn()

= LN {t €[0,T]: v(t) € A}) dn(y) = 0. O

LEMMA 4.30. We have £*(A) = 0 if and only if n(I'%,) = 0 for every s € [0,T7.

PROOF. For direct implication
0=-2(4) = [ La(@)p(s.2) do

= [ 1ata(s) dnty)
= [ Latr(e) dn) = n(r).

A
For the opposite direction,

é.,%Q(A) _ é/llA(:c) dz
</]1A(x)p(s x)dx
= [ 146 dnt

We now recall the set M, defined in (4.21) as
M = {:p cR?: b(x) =0, x € Dy and V*PP'b(zx) = O},
and we consider the sets _ _
'y :=I'nTy
and ~
Z{VGF:W(S)GM}.
Using Proposition 4.28, we can show the following
LEMMA 4.31. Let M be the set defined in (4.21) and for every fixzed s € [0,T] let
S ={veTl:v(s)e M}. Then:
o 7([%,) =0 for a.e. s €0,T];
e (') =0.
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PROOF. Let us denote by 13, := Ly, and consider the Borel function
M
prr(t, ) L% = ewmis.
It is easy to see that pj, solves continuity equation
Opyys + div(pisb) = 0. (4.24)
Integrating in time on [0, ¢] we get
¢
e (b [ phu(rir) = Girte.) = pia(0,)2%
0
In particular, thanks to Proposition 4.28, we have that

(P3s(t,) = p3s(0,-) L =0 (4.25)

hence p3,(t,-) = pj;(0,-), for a.e. x. Furthermore, integrating in space the continuity
equation (4.24) we get the conservation of mass:

d
/ P (t,x) de = 0. (4.26)
dt R2

Therefore, using (4.25) and (4.26), we have

[ uttade= [ pisttado— [ pigltande =
R2\M R2 M

= [ utsada = [ pigtsaao = [ P2 =
— [ B (e)dnai() =0,

which gives us p3,(t,-) = 0 a.e. on R?\ M. Hence

0—/ / Yt ) dx—/ /le\M ) dni () dt
RQ\M

and this implies that 77}9\4(1:38’\4) = 0 for s € [0,T], since v € T are not constant functions
(by definition) and b =0 on M.
Now the second part easily follows from the first one by a Fubini-like argument: indeed,

we set
T o~
I :—/ n(I‘fw)ds =0.
0

Since n(ffw) = [z 1am(7(s)) dn(7y) and using Fubini’s theorem we get

1_// Lar(1(s)) ds dn() = 0

ie. LY({t€[0,T]: v(t) € M}) =0 for n-a.c. v € [y and this concludes the proof. [

4.6. Level sets and trajectories II

The results obtained in the Section 4.5 provide us with a better description of the
relantionship between the trajectories v € I'g and the level sets of Hp, thus improving
the results of Section 4.4.
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4.6.1. Trajectories and level sets coincide up to a translation in time. Let
B € A a fixed ball of the collection and, as usual, let Hg denote its Hamiltonian. Thanks
to Lemma 4.27, there exists a n-negligible set N such that for every v € I'g \ N the image
~(0,T) is contained in a connected component ¢ of a regular level set of Hg. Recalling
Theorem 111, there exists a parametrization ~, of ¢ with the following properties:

e v.: I. — R? is a Lipschitz map, where I. = R/ez or I, = [0,/] for some ¢ > 0 is
the domain of ~;

® - is injective;

o /(5) = b(v(s)) for Ll-ae. se .

Thus it makes sense to wonder about the relationship between the trajectory v € I'g\ N
and the parametrization v, of the corresponding connected component. The following
proposition precises this relation, showing that v and ~, coincide up to a translation in
time.

PROPOSITION 4.32. Let N be the set given by Lemma 4.27 and v € T \ N. Then (a
suitable restriction of ) vy coincides with . up to a translation in time.

In order to prove Proposition 4.32, we need the following auxiliary

LEMMA 4.33. Let v: I — R? be a solution of the ordinary differential equation
V() =b(r(t), telCR,
where I = [0,T] and |b| Li (A1) Assume that there exists a injective curve §
defined on I such that v(I) C 5(I) and that 5 = b(3). Then

/ m:T_gl({te[O,T]:7’(t)=0})-
(o)) [b(w)]

PRroOOF. Observe that

/ CMl(w)@/ Lip 0y (w) dAt (w)
(o)) [b(w)] ~¥([0,T]) |b(w)]

2 [ O,
{te€[0,T]:v'(t)#0} 1b(v(7))]
= T2 ({re[0.7]: 7)) = 0}).

—~
-

where

(1) follows by definition;
(2) is the Area formula, i.e. 1 o= v4(|Y|-ZL?), where C = ~((0,T)), which can be
applied because there exists ¥ by hypothesis.

This concludes the proof. ]
Now we can prove Proposition 4.32.
PROOF. Let ¢ € [0, 7] such that ~v.(0) = v(¢). By Lemma 4.33, we have that for any s
in a suitable subinterval of [0, 7] it holds

/ W) Gy i - M@+ 5 0y (b = 0}). (4.27)
([t.t+s)) b(w)]

By Lemma 4.31 and the fact that L%*{b=0}\ M) =0, where M is defined in (4.21), we
know that for n-a.e. vy €T,

LY {te(0,T]: () {b=0}}) =

dAt (w) .
/([tt—i—s]) bw)| (4.28)

hence (4.27) is actually
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On the other hand, applying again Lemma 4.33 to ., which is injective, we get

djfl(w) .
/Mo,s) blw)] (4.29)

Since, by definition, ~.(0) = (), comparing (4.28) and (4.29) and using the fact that
|b| > 0 #'-a.e. on vy, we deduce that

Y(t +5) = Ye(s)

which means that « (restricted to a suitable time subinterval of [0, T]) and . coincide up
to a translation in time. O

4.6.2. Covering property of the regular level sets. Let us recall that for each
ball B € % and for any rational numbers s,t € QN (0,7") with s < ¢ we have set

Tps={7€TB:7(s) ¢ B.y(t) ¢ B}.

REMARK 4.34. In the same way as in Remark 4.7, we can easily see that

U Tsa=T

Be#
5,t€QNI0,T)

[ )

For each Be #,s € QN (0,T),t € QN (s, T) restricting n to Tp s, we can construct
the local Hamiltonian Hp ,; as in Sections 4.2.1-4.2.2.
We now set

E:= |J Ep
Be#
$,t€QN[0,T]

The following covering property is a global analog of Lemma 4.18:

LEMMA 4.35. It holds that E D {b # 0} mod .£2.

PROOF. Let P := {b # 0} \ E. Then for any B € 4 it holds that P C {VHz = 0}
mod Z2. Since b # 0 on P and VH' = rpb it holds that g = 0 a.e. on P for all B € &.
Then for any B € %

0= / rgdx
PNB

- /OT / 1pnp(2)pp(t, ©) dz dt
:/f/OT 1prs(y(t)) dn(y) dt,

hence n-a.e. v € r spends zero amount of time in P N B. Since B is arbitrary and 4 is
countable, we can generalize this claim to the whole set P:

T
/f /O 1p(y(¢)) dtdn(vy) = 0. (4.30)
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By nearly incompressibility

ZL*(P)

IN

T
C/o /lp(m)p(t,a:)dxdt
T
= C/ __1p(y(1) dn(v) dt
0

T

where
e (*) holds by (4.30); .
e (**) holds because 1{p—oy(7(t)) = 1 for any ¢ € [0,7] and any v € I': indeed,

for any v € I' which is an integral curve of b we have 0 = ~/(t) = b(7(t)), hence

(t) € {b=0};
e (***) holds because P and {b = 0} are disjoint. O

In view of Corollary 4.24 the proof above actually leads to a stronger statement:

LEMMA 4.36. The following holds true: E = {b#0} mod £2.

4.7. Solution of the transport equation on integral curves

We now pass to consider a general balance law associated to the Hamiltonian vector
field b, i.e. dyu+div(ub) = v, being v a Radon measure on (0,7") x Q and v € L*°((0,T") x
Q). A reduction on the connected components of the Hamiltonian H can be performed,
similarly to what we have done for equation div(ub) = p to above. In some sense, we are
presenting now the time-dependent version of Lemmata 4.11-4.13-4.14-4.15.

4.7.1. Local disintegration of a balance law. For the purposes of this Chapter,
in the following Lemma, it would be enough to consider the simpler case where v = 0.
Since we will need it later in this form we state and prove it as follows:

LEMMA 4.37. A function u € L*([0,T] x Q) is a solution to the problem

o sana
if and only if

o Up(t,s) :=u(t,yn(s)) solves

Ortin + Osin = U in 2'((0,T) x I)
up(0,-) = uon(-), 7

e it holds
div(uboy) = 0
for L1-a.e. h, where v,: I — R? is an admissible parametrization of a connected com-
ponent C' of the level set Ey of the Hamiltonian H and Uy, is a measure such that U, =

(v ).
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PRrROOF. Multiplying equation in (4.31) by a function ¢» € C2°([0,7")) and formally
integrating by parts we get

T T
ugt) + div(ub) = Yv = div </ utp dit b) = / uthy dt — 1 (0)ugp + (/
0 0 0

which can be written in the form

T

P dt> v,

div(wb) = p, (4.32)
where w := fOT u) dt and

W= (/()thdt—qp(())m) L%+ </0T¢dt>y.

Applying Lemma 4.11 and Lemma 4.14 to (4.32), we obtain that continuity equation is
equivalent to

div (wchbflLEh) = Up (4.33)
and
div(uboyp) =0

for #'-a.e. h, where the measure j; can be computed explicitly, using Coarea Formula
and Disintegration Theorem

T T
uhz( /0 uwtdtw<0>vo>%kEh+< /0 wdt)uh.

Thanks to Lemma 4.15, equation (4.33) is equivalent to
asa = ﬁh?
in 9'(I). Now being 7, Lipschitz and injective, we have
(e (A e,) = nl£,
and this allows us to compute explicitly

fin = (v, s

T T
= (v V) ( /O wiby dt e A, — /R 2z/J(O)UoChdfflLEhJr /0 Wt”h) (4.34)

' T
:/0 o(7,7(8)) - (7) dT — Y (0)uo(yr(s))en(v(s)) + </0 1/1(T)d7'> 5.

where
Un = (v, av-
Formally, (4.34) means

T
fn = —/ Oyt + Up.
0

To sum up, we have obtained that Problem (4.31) is equivalent to

Oy, + Ostup, = Vp,

un(0,-) = uon (),
and

div(uboyp) =0

in 2'((0,T) x I) for £!-a.e. h € R. O

Now, we show how Lemma 4.37 can be used in our setting to select a suitable family
of trajectories on which the reduction can be performed.



4.7. SOLUTION OF THE TRANSPORT EQUATION ON INTEGRAL CURVES 63

LEMMA 4.38. Fiz o € QN (0,7), 0 € QN (0,T) and B € #. Let H := Hp ,9. Let
u € L([0,T] x R?) be a p-weak solution of the problem

in 2'((0,T) x R?).

ou+b-Vu=0,
u(0,-) = uo("),

Then there exists a negligible set Z = Zp 59 C R such that

e for any h € Z the level set Ey, := H~'(h) is reqular;

e if h ¢ Z and E}, is regular then for any nontrivial connected component ¢ of Ej,
with admissible parametrization v.: I — R?, any t € (0,T) and any s € I there
exists a constant w such that

u(t + 57%(3 + f)) =w

for a.e. £ € R such that s+& €1 andt+ € € (0,7T).
In particular, for any s € I it holds that

u(§; Ye(s 4+ §)) = uo(s)
for a.e. £ € R such that s+ €& € 1.
PROOF. Setting v := up € L>([0,T] x R?) and vo(-) = uo(-)p(0,-), by definition of

p-weak solution we have

{8,511 + div(vb) = 0, in 2'((0,T) x R?).

U(Ov ) = UO(‘)?

Hence we can apply Lemma 4.37 in B to get

{81& (5en|b]) + s (Ten[bl) = 0, in 2'((0,T) x I). (4.35)

0(0,-) =o(-),

for all h € H(B) \ N1, where Z*(N7) = 0. From (4.35) it immediately follows that the

function
& = (Penfbl) (¢ + &5 +€) (4.36)

is equal a.e. to some constant wi. Applying the same argument to the problem

{aw WEH=0 w0 1) <),

p(0,) = po(-),

(which holds thanks to nearly incompressibility assumption) we obtain a negligible set Ny
such that for all h € H(B) \ N, for any connected component of Ej, the map

& (PanlBl) (t+ €5 +©) (4.37)

is equal a.e. to some constant we. Let N := N; U Ny and fix h ¢ N. Comparing (4.36)
and (4.37), using that pcy|b| > 0 s#'-a.e. on Ej, (for a.e. h), we obtain that

E—alt+&s+¢§)

is equal a.e. to the constant w = wj/wy for a.e. h ¢ N, which is what we wanted to
prove. ([l
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¥ = b(v) (<Br(0)

Figure 2. The passage from the local argument to the global one is made
possible by the Matching Lemma 4.20 and the relation between
trajectories and level sets.

4.7.2. Selection of appropriate trajectories. We state and prove the following

LEMMA 4.39. There exists an n-negligible set N C T' such that any integral curve
v €'\ N of the vector field b has the following properties:

(1) for any B € A, if v € Tp sy then each connected component of v([s,t]) N B is
contained in a reqular level set of Hp;

(2) for any T € (0,T) there exist a ball B € B, s € QN (0,T) andt € QN (1,T) such
that v € Tpss-

See also Figure 2.

PRrROOF. First of all, using Lemma 4.31 we can remove a negligible set of integral curves
of b which stay in the set {b = 0} for a positive amount of time. Applying Lemmata 4.26
and 4.27 countably many times (for each ball B € % and all rationals s € Q N (0,7") and
t € QN (s,T)) we obtain the set N C I' such that the first property holds. Next, for
any 7 € (0,7) there exists s € QN (0,7) such that y(s) # (7). (Otherwise, since 7 is
an integral curve of b, it would have to stay in {b = 0} for a positive amount of time).
Similarly there exists ¢t € (s,T) such that v(t) # v(7). Then for any ball B € # with
sufficiently small radius, containing v(7) and not containing ~(s) and «(¢) it clearly holds
that v € Tp ;. ]

LEMMA 4.40. Let Zp s denote negligible set given by Lemma 4.38. Then for n-a.e.
v €I it holds that

Hp s :(v([0,T])) N Zp st = 0.

PROOF. Set A := H]§727t(ZB7S7t): by Coarea Formula, .#?(A) = 0. Applying Lemma
4.29 we deduce that

a({rer: 2 ({te0,T]: () € A} >0} ) =o0.
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On the other hand b # 0 a.e. on Ep ,;, hence
{7 eT\N: 7([0,T]) N Epsy C Ep, h € Z}

- {7 eT\N: ([0, ) N Ep.s; C A}
Cl{yel: L' ({te[0,T]:~(t) € A}) > 0}. O

From the Lemma 4.40 it does not follow immediately that the endpoints v(0) and v(T')
are contained in regular level sets of some Hamiltonians. But now we are going to establish
this property. Being Zp ¢ given by Lemma 4.38, let Ep ¢ := Ep s \ Hgls (ZB,s) and

E = U Ep.ss.
Be4A,
5,teQN(0,T): s<t

Note that since EB,M = Eps: mod £? (by Coarea formula), it follows that E=EFE
mod .Z2.

The following lemma shows that 7-a.e. nontrivial trajectory of b starts from the set
E (and also stops in E):

LEMMA 4.41. For n-a.e. v € I it holds that v(0) € E and ~(T) € E.

ProOOF. Consider the set X of 7 €~f such that v(0) ¢ E. By Lemma 4.36 it holds

that b = 0 a.e. on the complement of E. Hence by Lemma 4.31 we have n(X) = 0. The
argument for v(7") is similar. O

In the lemmata above we have been removing 7-negligible sets of trajectories of b. Let
us summarize some properties of the remaining ones:

LEMMA 4.42. There exists a n-negligible set R C T such that for any T € [0,T] and

any v € T\ R there exist s € QN (0,T), t € QN (s,T) and B € B such that v(1) € Ep 4.

PRrROOF. We define R as the union of 7-negligible sets given by Lemmata 4.39, 4.40
and 4.41. If 7 € (0,T) the claim follows from Lemma 4.39 since we can always find s and
t such that 7 € (s,t) and the desired property holds. If 7 = 0 or 7 = T then the result
follows from Lemma 4.41. O

COROLLARY 4.43. For any v € D'\ R and any 7 € [0,T] there exists 6 > 0 and a
constant w such that the function § — u(§,v(§)) is equal to w for a.e. £ € (T —0,7+3d)N
[0,T]. Moreover, if T =0 then the constant w is equal to uo(y(0)).

PROOF. The result follows directly from Lemma 4.42, Proposition 4.32 and Lemma 4.38.
O

4.7.3. Conclusion of the proof. Now we are in a position to recover the method
of characteristics in our weak setting;:

LEMMA 4.44. Suppose that b is a bounded, autonomous, BV compactly supported,
nearly incompressible (with density p) vector field on R? and let u € L>([0,T] x R?) be a
p-weak solution of the problem

Ou+b-Vu=0,
u(0,-) = uo("),

Then for n-a.e. v € T’ for a.e. t € [0,T] it holds that
u(t, y(t)) = uo(v(0)).

in 2'((0,T) x R?).
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PROOF. It is clear that the thesis holds for any v € I'. Indeed, by Proposition 4.28
O(pulpr) =0

in the sense of distributions, where the set M is defined in (4.21). Hence it is sufficient
to consider only the moving trajectories, i.e. v € I. Let R be the set given by Lemma
4.42. Let v € '\ R. By Corollary 4.43 for any 7 € [0, 7] there exists § > 0 such that
the function ¢ — u(t,~(t)) is equal to some constant w;, for a.e. t € (1 —d,7+ ) N[0, 7).
Moreover, if 7 = 0 then w; = ug(7(0)). It remains to extract a finite covering of [0,7]. O

The following lemma is elementary, we prove it for sake of completeness.

LEMMA 4.45. Let u € L*([0,T] x R?). If for n-a.e. v and a.e. t € [0,T] it holds that
u(t,y(t)) = uo(y(t)), then u solves the transport equation with the initial condition ug, i.e.
Ou+b-Vu=0,

PROOF. Let ¢ € C2°([0,T) x R?) be a smooth test function which vanishes at 7. Then

T
| [ o+ pub-Voydzd s [ p(0.2)un()p(0.0) do
0 R2 R2

:
g
g

u(t, y(£)) O (t, y(t)) dn() dt+AUO(V(O))w(O,V(O))dU(V)

/ ¢
/% 8wt%»®Mﬁ+/wﬁ®M@%WWM)

I
——/ o(1(0))2(0, 7(0)) diy(y) + /mw@mmwmmwwz& 0
I T

We are finally ready to prove the main theorem of this chapter, i.e. Theorem 4.5.

PROOF OF THEOREM 4.5. Let u € L>([0,7] x R?) be a solution of

O +b-Vu =0, o ,
{u(0,~) = (), in 2'((0,T) x R%).

By Lemma 4.44 the function t — u(t,~(t)) is constant for n-a.e. 7. Then for any § €
CY(R,R) the function t — S(u(t,¥(t))) is constant for n-a.e. v. Hence by Lemma 4.45
the function B(u) is a solution of

{@U%w)+b-VﬂW)=
B(u)(0,-) = Bluo)(-)-
This concludes the proof. O



CHAPTER 5

Further remarks on the two dimensional case

ABSTRACT. The aim of this chapter is to collect some examples and counterexamples re-
lated to the two dimensional case and to the Hamiltonian structure of the problem. More
precisely, we will begin by discussing more in detail the Weak Sard Property (already
introduced in Section 4.1): in particular, we present an example (taken from [ABC13])
of a Lipschitz function which does not have the Weak Sard Property. In the second part
of the chapter, we will briefly discuss the Chain Rule problem (Section 5.2) and then
present two counterexamples (still in R?) related to this problem: first, in Section 5.3,
we will present a variant of a construction taken from [BG16], which allows to conclude
that a priori estimates on the size of the tangential set of a BV vector fields in R? are
not available (thus answering in the negative to a question raised in [ACMO5]). Then,
in the final part of the chapter, in Section 5.4, we propose an example of a vector field
in R? which has a (non-steady) renormalization defect which is not a measure: this is
related to the recent work [CGSW17], where the authors, by means of an abstract
convex integration scheme, produce counterexamples of this kind in R? for d > 3.

5.1. More on the Weak Sard Property

Let f: R? - R be a Lipschitz function and let us consider the critical set S, defined
as the set of all # € R? where f is not differentiable or Vf(x) = 0. As already said in
Section 4.1, we are interested in the following property: the push-forward according to f
of the restriction of .Z2 to S is singular with respect to .Z!, that is

fﬁ (.,?QLs) 1.7t (5.1)

This property clearly implies the following Weak Sard Property, which is the one used in
[ABC14, Section 2.13]:

fi (L srpe) L L7 (5.2)

where the set E* is the union of all connected components with positive length of all
level sets of f (recall Theorem III). We have already seen the connection of the Weak Sard
Property in the framework of transport and continuity equation in Chapter 4. It is possible
to prove that in some sense the Weak Sard Property is satisfied by a generic Lipschitz
function (in Baire’s category sense), as the class of all Lipschitz functions H: Q@ — R
satisfying the Weak Sard Property is residual in the Banach space of Lipschitz functions
Lip(2) (see [ABC13, Thm. 4)).

5.1.1. “Very” Weak Sard Property versus Weak Sard Property. To begin,
let us show a quick example of the fact that condition (5.2) is strictly weaker than (5.1).

We exhibit a Lipschitz function which has the Weak Sard Property but it does not
satisfy (5.1).

PROPOSITION 5.1. There exists a compactly supported Lipschitz function H: R* — R
such that

(1) SNE =0 mod £?;
(2) Hﬁ(DgQLS) = OZ«ZIL[*M];

where S is the critical set of H, i.e. S ={x : VH(z) =0}, E is the union of the regular
level sets of H and « is a strictly postitive real number.

67
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a
2

Figure 1. The sets @ (black) and Q1,Q2, @3, Q4 (red).

PRrOOF. For simplicity, we split the proof into several steps.

Step 1. The construction of the set. Consider a square @@ = [0,a] x [0,a], a > 0.
Suppose that b € (0,a/4). Let Q1, Q2, @3 and @4 denote the squares which are the
connected components of ([b,a/2—b]U[a/2+b,a—b]) x ([b,a/2 —b]U[a/2+b,a—b]) (see
Figure 1). Define

Fb(Q) = {Qh Q27 Q37 Q4}

When @ is a translation of [0, a] x [0, a] we define F}, similarly. If Q@ = {Q1,..., @y} where
Q1,...,Q, are disjoint squares with side a, let us define

Fy(Q) = | J F(Qy).
i=1

Step 2. The construction of the function. Given two positive real numbers 0 < r < R
we introduce the following cut-off auxiliary functions:

1, t<r
Cror(t) == ﬁ:ﬁ, r<t<R, Xr,R(%) = G R(17]0),
0, t>r
where |7|o = max(|z1], |22]), = (21, 22) € R%. Now, given a square Q = [, {] x [, /]

and b € (0,/¢) we define
hqb(z) = Xe—b,e()
when = € @, and set hg(x) :== 0 when = ¢ (). Finally, set

3 1 1 3
Hop(2) = 7hqup(2) + 7hup(2) = 1hQus(2) = 1houp(2) (5.3)
for x € Q and Hgp(x) := 0 for ¢ Q. We clearly have
3
HHQ’[) co — Z and HVHQ’b co — 4_15
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Step 3. Iteration. Let now

1
by = Eéfn,ao =1, apy1:=an/2— 2by,.
By induction it follows that
n—1
2", =ag—4Y  2Fb,
k=0

n 1 _ 2
Hence 2™a, ~\, ag — 41*i ‘g = 3, therefore

2 _
anN§2 " as n— +oo.
Define
Qo = {[0,a0] x [0,a0]},  Qur1 = Fy,(Qn)
Let

Spi={r€QQeQn}, S:=[)5%.
n=1

Step 4. Passage to the limit and conclusion. Since S,, consists of 4" squares with side
Qan,
2 _ 4

a:=|S| = lim |S,|= lim 4"a
n—oo n— o0
Finally, we define

ho(z) =477 > Hqp,(2),

QEQn

o0 (5.4)
H(z) := Z hi ()
n=0

where Hg, is given by (5.3). The series in (5.4) converges uniformly because ||hy,|lo0 <
4", Moreover,

[Vhnlleo < 47— < 16

1
a S
and, since Vh;.£? L Vh; &2 for i # j, it follows that ||VH|/o < 16, hence the function
H is Lipschitz. From the uniform convergence of the series (5.4), it follows that for any
measure /i

(Hpn)zp — Hyp
as n — 0o, where

Hn(.%') = i hk(.%')
k=0

Finally, if we let p := £?_g, from the definition of hj, it follows that

47 —1
Up 1= (Hn>ti:u =a-47" Z 5%?
k=0

where 3, = (2k +1)4™™ — 1. For any ¢ € Cy(R), it is easy to recognize that the integral
[ ¢ dvy, is the Riemann sum (up to the constant factor «), and thus one has that [ ¢ dv, —

! f_ll ©(z) dz. In conclusion, it holds
Up — Oé-flL[—m},

which is what we wanted to prove. ]
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Figure 2. The sets Cj (black) and C; (red).
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5.1.2. A function that does not have Weak Sard Property. In this section,
we present an example (which goes back to [ABC13]) of a Lipschitz function that does
not have the Weak Sard Property (5.2). Although this example is well known, we want
to recall it for the reader convenience, as it will be extensively used in Section 5.4 as the
building block of a counterexample.

Let (an)nen, (bn)nen be decreasing sequences of positive numbers with asymptotic
behaviour given by

1
n o be g
Hence, the following quantities
oo R o0
a:= Z 2nt2q,. b:= Z ontlp,
n=0 n=0

are finite. Chosen a real number § > 0, we set
co:=90+a, do =5+b.

The construction of the set. We consider the set Cy, which is the closed rectangle with
width ¢g and height dg. Then we define C; to be the union of 4 closed rectangles with
sizes

C1 :IE—QCLO, dl 325—b0
like in Figure 2. If we iterate the above construction, we obtain a sequence of nested sets:
more precisely, if C,, is the union of 4™ pairwise disjoint, closed rectangles with width ¢,
and height d,, then C, 1 is the union of 4"*! pairwise disjoint closed rectangles with

width
Cp, dn

Cn+1 = ? — Zan, dn_|_1 = 7 - bn

It is easy to see that from this recursion we have
n—1

2, =co— 2" 24, N6 and  2%dy =do— Y 2" by, N6

m=0
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which implies that ¢,, d, are always strictly positive and satisfy

)
Cp dn ~ 27
If C denotes the intersection of the closed sets C,, we have

Z2(C) = lim £%(C,) = lim4"d,,c, = §°.

Construction of the function. We now turn to the construction of a suitable sequence
of Lipschitz and piecewise smooth functions f,: R? — R. The function fy is defined by
its level sets, drawn in Figure 3a. Let s, be the oscillation of the function f, on the
component of C,; it is clear from the picture that

Sn
Sp+1 = Z7
hence s, = 4 "sg = 47 "dp.

L™ gradient estimates. We can now estimate the gradient of the functions f,,. It is
easy to see that the supremum of |V f,| in the set C,, is attained in the set E defined in
Figure 3a. Choosing the axes as in Figure 3b we can write an explicit formula for f,; in
particular, the line that passes through the points (—ay, b,) and (ay,, %" —by,) has equation

1
To = bn + E(ZL‘l + (ln)(dn — 4bn)

Then if we pick a 7 € (0, b,,) we impose the similarity of the triangles, hence
b v
bn bn + ﬁ(l‘l + an)(dn - 4bn)

hence we get

4a,xo
(dp, — 4bp)x1 + andy,’
Therefore, the function f, has the following explicit formula in E:

T =

s s OnSnT2
@) = (L=t (b4 2) =t 4+ 27 = - :
fa(@r,29) = (L —7)t 4+ 7 (¢ + A Tl (dp, — 4bp)z1 + andy,

A direct computation shows that

1
Vin(z) = tndp + (dn — 4by)71

Taking into account that z; > —a, and that d, — 4b, > 0 (due to the asymptotic be-
haviour) we can estimate from below the denominator:

andy, + (dn, — 4by)x1 > 4apby,.

(_(dn - 4bn)(fn(x) - t)a ansn) .

On the other hand, we clearly have |f, —t| < s, and thus we obtain the following estimate:
(dy, — 4bp) S, + anSn
4a,b,

Now let us define the function h,, := f,, — fn._1. Clearly, by definition of f,,, the support
of h,, lies in C,,; moreover,

IVhnlloo < IV fallzoocn) + 1V famtllzoe (o, oy ~n*27"

Since the distance of a point in C,, from R? \ C,, is of order ¢, ~ 27", by the Mean Value
Theorem

IV falle e,y < = O(n*27M).

Al Lo ~ ntd™".
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s

N
A%

S
=)

ao

(a) Level sets of the function fo.

o)

X1
—0Qn Qn

(b) Estimate of |V f,|: the level sets of f, in the set E.

Figure 3. Level sets of the function fy and estimates for |V f,,|.

For every z € R? set

fl) = lim fo(x) = fo(@) + Y hn(2).

We sum up the properties of the function f in the following
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THEOREM 5.2 ([ABC13, Prop. 4.7]). If C is the set above and f is the function built
in the previous sections, then:
(i) f is differentiable at every x € C with V f(x) = 0;
(ii) Z\(J(C)) = do;
(iii) fi(L*c) = mfll_f(c), where m = 62 /dy; in particular, f does not satisfy the
Weak Sard Property.

5.2. The Chain Rule problem

We now leave, for a moment, the two dimensional framework and we present in this
section a problem which is closely related to the one of establishing the renormalization
property for weakly differentiable vector fields. It is usually known as the Chain rule
problem and it reads as follows:

PROBLEM 5.3 (Chain Rule). Let d > 2 and assume that it is given a bounded, Borel
vector field b: RY — R?, o bounded, scalar function u: R — R and Radon measures
A\ € A (RY) such that

divb = ), (5.5a)
div(ub) = u, (5.5b)
in the sense of distributions on R?. Characterize (compute) the distribution
v :=div(8(u)b),
where B: R — R is a fized C* function.

In the smooth setting one can use the standard chain rule formula to get
v = div(B(u)b) = B'(u) div(ub) + (8(u) — uf' (u)) divb
= B'(wp+ (B(u) — up'(u)).
The extension of (5.6) to a non-smooth setting is far from being trivial and this is exactly
the aim of Problem 5.3.

Problem 5.3 arises naturally in the study of partial differential equations, like the
transport equation, the continuity equation or, more generally, hyperbolic conservations
laws: indeed, they all can be written in the form div(uB) = ¢, where B: R x R — R x R?
is vector field which has a space-time structure and ¢ € 2'(R?) is some distribution.

Specifically, let us assume b is a locally integrable, divergence-free vector field and u € L
is a weak solution to the transport equation

Ou+b-Vu=0.

(5.6)

These two pieces of information can be written as
div, B =0, divy z(uB) =0

where B := (1,b) € R4*! and divyy := 0; + div,. We thus see that this fits in the setting
above and the renormalization property would follow by computing

v = divy »(8(u)B)

and proving v = 0. More generally, considering Problem 5.3 for a particular choice of B
and 3, one can establish uniqueness and comparison principles for weak solutions also to
scalar conservation laws (in the spirit of Kruzkov’s theory, see [Kru70]).

As noted in [ADLMO7], if one replaces “divergence” by “derivative”, the problem boils
down to the one of writing a chain rule for weakly differentiable functions (a theme that
has been investigated in several papers, see e.g. [Vol67, ADM90] for the BV setting).
However, the “divergence” problem seems to be harder than the “derivative” one, due to
stronger cancellation effects.
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5.2.1. Positive results. If we assume Sobolev regularity on the vector field, i.e. b €
WoP(RY) and u € LY _(R?) with p,q dual exponents, the chain rule has been established
in [DL&89c]. In this case, it turns out that v can be computed in terms of A and u just as

in the classical (smooth) setting: it holds

v = (B(u) — upf'(w)A + B'(u)u,
provided p = div(ub) is absolutely continuous with respect to the Lebesgue measure #¢
on R?%. As we have seen in the Introduction, this result has been extended in [ADLMO7],
using the commutator estimate due to Ambrosio [AmbO04]: it is first proved that the
distribution v = div(3(u)b) is a Radon measure which satisfies v < |A|+|p|. Furthermore,
by decomposing A, i, v into three parts (the absolutely continuous part A%, the jump part
M and the Cantor part \°, as in the standard BV setting) they show that:

e the absolutely continuous part behaves as in the Sobolev case:
v = (B(u) — uf' (u)A* + B’ (u)p?, as measures on R%.

e For the jump part, they use the results obtained in [ACMO5] to prove that 27 can
be computed in terms of the traces u™ and ™ of u on the (countably) rectifiable
set X where ) and p7 are concentrated on.

e The Cantor part is harder and it is not characterized completely in [ADLMO07],
but only up to an error term. More precisely, it has been proved that

ve = (B() — uf' (@) \Lays, +6' (W) oy s, +o

where @ is the L! approximately continuous representative of u, S, is the set
of points where the L' approximate limit does not exist and o is an error term
(which is a measure concentrated on S, with o < \¢ + u°).

Thus it remains to characterize the error term ¢ apperaring in the Cantor part. For,
the approach (adopted in [ACMO5] and in [ADLMO7]) considers the tangential set of
b, according to the following definition.

DEFINITION 5.4 (Tangential set). Suppose that b € BV(Q;R?) is a bounded vector
field. Consider the Borel set F of all points x € €2 such that:

(1) there exists and it is finite the limit

_ o Db(Bl(x))
M= 8 v B2

(2) the approximate L!-limit b(z) of b at z exists.
Then we call tangential set of b (in Q) the set

Tp:={x € E: M(x)- b(x)=0}.
Roughly speaking, the tangential set is made up of points at which the derivative is

orthogonal to the vector field. Via a blow-up argument, in [ACMO5] it has been shown
the following

PROPOSITION 5.5 ([ACMO5, Thm. 6.5]). Let b € BV (4 RY) and let u € L ()

such that div(ub) is a locally finite Radon measure on 2. Then the inclusion S, C Tp
holds up to | div® b|-negligible sets.

A couple of questions which naturally arise at this point are thus the following:
(Q1) Let b € BV NLZ (2 RY). Does the Cantor part of the divergence |dive b|

1
vanish on the tange‘)ritial set?
(Q2) Let b € BVj,, ﬁLﬁfC(Q;Rd) be a nearly incompressible vector field, i.e. assume
there exists p € L*>(Q) so that Inp € L*>°(Q) and 9;p + div;(pb) = 0 in the sense
of distributions. Does the Cantor part of the divergence |div®b| vanish on the

tangential set?
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(Q3) Let b € BV, ﬁLﬁfC(Q;Rd) be a nearly incompressible vector field, i.e. assume
there exists p € L>(Q2) so that Inp € L*°(2) and 9;p + div,(pb) = 0 in the sense

of distributions. Is it true that the other inclusion
Ty C Sp
holds up to | div® b|-negligible sets?

The answer to all the three questions is negative. More precisely, (Q1) has been ad-
dressed and solved in [ADLMO7]. A counterexample concerning (Q2) has been proposed
in [BG16], where the Chain Rule problem is completely solved in the case d = 2 for
bounded variation vector fields.

In a sense, Question (QQ3) aims to give a precise estimate of the size of the tangential
set and it was raised in [ACMO05]. We will address to it in the next section.

5.3. On the size of the tangential set

In this section, we want to exhibit an example of a bounded, autonomous vector
field b: R?> — R2, of class BV(R?) for which there exists a density p: R? — R, with
Inp € L*®(R?) and div(pb) = 0 in the sense of distributions, for which the inclusion
Ty C S, does not hold up to | div® b|-negligible sets. This answers in the negative to (Q3);
our construction is inspired by and based on [BG16].

D Dy D2 D3 Dy Ds Des Dr (

o
=

v

b
il
)

Aq Az Az Ay As Ag A7 B

Figure 4. A cell C = ABCD and the set Patch(C).

5.3.1. Compressible and incompressible cells. We begin by giving the following

DEFINITION 5.6. A trapezium ABCD in the plane R? is called a cell if

e the bases AB,CD are parallel to eq;

e AD and CB are the sides and AD - es > 0;

e |[CD|<|AB|.
In particular, if |[CD| = |AB| we say that the cell is incompressible while if |CD| < |AB]|
we say the cell is compressible.

5.3.2. Patches and iterative construction. Let C = ABCD be a compressible
cell. We introduce the following auxiliary points (see Figure 4):
o Ag,...,As € AB with Ag = A, As = B and |4;4;41| = 3|AB| for every i =
0,...,7;
e Dy,...,Dg € DC with Dy = D, Dy = C and |D;D;1| = %|DC| for every
1=0,...,7;
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e K. FFGe AD and H, J, K € BC with
|AG| = |GF| = |FE| = |ED|,  |BK|=|KJ|=[JH|=[HC];
o [y,...,Fy € FJ with Fy = F, F3 = J and

1
|FiFi1| = 6 (|AB| + |CDJ)

for every i =0,...,7.
Accordingly, we define the following “patch” operation:
DEFINITION 5.7. Let C = ABCD be a cell. We define the map Patch as follows:
e if C is incompressible, then Patch(C) := C;
e if C is compressible, then

Patch(C) := {The 16 compressible and the 16 incompressible cells indicated in Figure 4} ;
o if {C;}Y, are N disjoint cells, then

N N

Patch (U ci) = | Patch(Cy);

i=1 i=1

We denote by Patch™ the n-th iteration of the map Patch. One can compute that, if C

is a compressible cell, then Patch™(C) is the union of 16" compressible cells and 12 (16" —1)
incompressible cells.

5.3.3. Construction of the associated vector fields. We know want to use the
geometric construction presented above to define a vector field associated to each cell.

DEFINITION 5.8. Let C = ABCD be a cell. We define the vector field ve: R? — R?
associated with C as follows:

(1) if C is incompressible we set

AD
ve(2) = Leonve () 75 o
(2) if C is compressible we set
x—M
’Uc(w) = ]lconvc(iﬁ)m,

where M is the intersection of lines AD and BC.
(3) if {C;}, are N disjoint cells, then

,UUZ'Ci = Zvci .
7

Notice that inside any compressible cell it holds
(ve, Vyve =0, (5.7)
and this means that C C T,.. On the other hand, a vector field associated with an
incompressible cell has empty tangential set. Following [BG16], we then define
Range(C) := oscc ve

where we recall oscg f = sup, ,cp [f(2) — f(y)] is the oscillation of a function f: E — R".
We have, by direct computation,
|AB| — |CD|
R ey D _ == -
ange(C) = Jve(D) —ve(O) = Gi5aB, ep)

From Definition 5.7, one has that
Range(C;) < 27!.Range(C) VC; € Patch(C). (5.8)
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On the other hand, setting for simplicity, v := v¢ and w := Vpyich(c), We have that, if C is
incompressible then C = Patch(C) and hence
lv(z) —w(z)| = 0, Ve eC.

On the other hand, if C is compressible, for any x € C, recalling Definition 5.7, we have
that
—cot(ZCBA) < wvi(z) < cot(£DAB),

where cot(-) is the cotangent function. By observing that z; — wi(z1,22) are (non-
strictly) decreasing function, we also have
—cot(ZCBA) < wi(x) < cot(£LDAB).
This implies that
lv(z) —w(z)| = |vi(z) —wi(z)] = cot(LDAB) + cot(LCBA) = Range(C).
Therefore, in any case it holds

Sup [ve(2) — Vpatch(c)(z)| < Range(C). (5.9)
TE

5.3.4. Passage to the limit I. Let un now fix a compressible cell C := ABCD and
define the n-th approximation vector field as

b, = UPatch™(C) - (510)
We have the following

LEMMA 5.9. There exzists a constant C > 0 and a bounded vector field b: Q — R? such
that
(1) supq |b,| < C for alln € N;
(2) b, — b uniformly in §;
(3) IbnllBv() < C for alln € N.

PROOF. For any = € Q, let C, be in Patch™(C) such that = € C, . Recalling (5.9), we
have
bnt1(2) = bu(2)] = [Vpateh(c,) — ve, (#)] < Range(Cy).
On the other hand, by induction from (5.8) it follows that
Range(C;) < 27" -Range(C).

This implies

sup |byi1(z) — bu(z)] < 27" - Range(C).
e

Hence the series
o0
> sup [bpy1 — byl
n=1 Q

converges and thus the sequence (b, )nen is uniformly bounded. This yields Points (1) and

(2)'We now prove Point (3). For any compressible cell C' = A’B’C’D’ in Patch™(C), set
v := ver. Recalling (5.7), we have
Oovi(x) = —vi(x) - dhvi(x), vz e .
This implies that
Vo) < (+lm@)- 10w < (+0)- Bwi@), Vred

where ¢ € max{| cot(£DAB)|,|cot(£LABC)|}. Thus,

IVolliey < (1+0)- /

|O1v1(z)|dz = (1+¢)- (JA'B'|—|C'D')).
c/
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Therefore,

[D%a|(Q) = > velluiey < (1+0)-(|AB| - [CD)). (5.11)
C’ePatch™(C)

Let us now turn to estimate the jump part of b,. Observe that the jumps of b,11 — b,
are concentrated on the union of upper and lower bases of compressible cells of Patch™(C).
For any compressible cell C' = A’B'C'D’ € Patch™(C), by recalling (5.9), we can estimate

Db,y — Diby|(C') < 3|A'B'| - Range(C') = — AP

B dist(A’B',C'D')
_ 3lAB]
dist(AB,CD)

(14'B'| - |C"D")

" (|A'B'| - |C'D]).

This implies that

n3lAB| - (|AB| — |CD])
dist(AB,CD)

|DIb,y 1 — Db, |(C) < 27 = 27"3|AB| - Range(C).

Since | D7by|(C) = 0, we then obtain
1Db,|(C) < (Zz*’f) .3|AB| - Range(C') < 6|AB]| - Range(C). (5.12)
k=1

Combining (5.11) and (5.12), we finally obtain
1bullBvie) < (1+¢)-(JAB| = |CDI) + 6|AB| - Range(C) .

and this completes the proof. O

5.3.5. Passage to the limit II. We now study some fine properties of the limit
vector field b. Assume that the origin coincides with point A of the initial cell and let

L= {(xl %dist(AB, CD)) z1€R, neN, meZn [0,4"]}

denote the union of the horizontal lines containing bases and midlines of all the cells
obtained by iterations of the map Patch. Let Patchg,,,.(C) denote the union of all com-
pressible cells in Patch”(C). Let

Sp = U conv(C'), S = ﬂ Sh- (5.13)
C’'€Patchion,, (C) neN

LEMMA 5.10. The Hausdorff dimension of the set S is equal to % In particular, the
Lebesgue measure of S is 0.

PROOF. Recalling that S, is a union of 16" disjoint compressible cells in Patchg,,,.(C)
with height 47" - dist(AB, C'D). For each C' € Patchg,,,,(C), C' can be covered by 2" balls
of radius r, = 8 "d with d := max{|AB|,|BC|,|AD|}. Thus, for any a > 0,

%‘i (S) < %(s (Sn) < 16™. 2787 — 25n—3o¢ndo¢.
This implies that
A5(S) = lim A(S) < db. (5.14)

On the other hand, let {U;} be any finite cover of S. For each U;, there exists k € N such
that

64_(k+1) . d1 S diam(Ui) § 64_k . d1 .
where d; = 3-min {|AB|, |CD|,dist(AB,CD)|}. For any j > 3k, the number of trapeziums
in Patch’(C) that intersects U; is at most

. . . 4N 2
1672 . 4=k = 167 . 6475 < 163~(2—>3 - diam(U;)
1



5.3. ON THE SIZE OF THE TANGENTIAL SET 79

Since {U;} is a finite cover of S, there exists jy € N sufficiently large such that U; intersects
at most 167 - (%)% . diam(UZ-)g number of trapeziums in Patch’(C). On the other hand,
{U;} intersects all 1670 trapeziums of Patch’(C). Thus,

1670 < 161'0-(?)3-2(11&111(@)3.
1 -

This implies that

Hence,
5 di\3
H3(S) > (—) . (5.15)
The proof is complete by (5.14) and (5.15). O
We now can show the following fine properties of the vector field b.

LEMMA 5.11. Let b denote the limit of (by)nen given by Lemma 5.9. Then b € BV(Q)
and
(1) the absolutely continuous part D®b is zero;
(2) the jump part DIb is concentrated on L and Dib,, = Db locally in Q asn — +00;
(8) div®b = div’ b = 0;
(4) the Cantor part Db is concentrated on the set S (defined in (5.13)) and Db, —
D°b;
(5) the measure div®b is concentrated on the set S;
(6) it holds |div®b| < 5 .g.
PROOF. The vector field b is of class BV by Lemma 5.9 (using lower semicontinuity
of total variation). We now address separately each point.

1. By Lemma 5.10, we have that .#?-a.e. point x € Q belongs to the interior of some
incompressible cell Z € Patch™(C) for some n € N. Inside this incompressible cell b coin-
cides with the vector field associated with Z, which is constant (by definition). Hence the
approximate differential of b is zero a.e. in 2 and, by Calderon-Zygmund Theorem, this
gives D% = 0 (see, for instance, [AFP00, Thm. 3.83]).

2. Observe that any =z € Q\ L is a Lebesgue point of b. Indeed, any such z is a
Lebesgue point of b,, for all n € N: we have

/&(x)|b(y)_b(m)|dy = /Br(w)|bn(y)—bn($)ldy+/ [b(y) — bua(y)l dy

B (x)
[ Jbute) — bla)] dy
By (x)

Using uniform convergence one can show that b(x) is the Lebesgue value of b at z. Since
all the points in 2\ L are Lebesgue points of b, the jump part D?b is concentrated on L.

3. By (5.12), the jump part D7b,, converges to some measure p concentrated on L
Dby = p
locally in © as n — +oo. Since b, — b uniformly in 2, we have Db, = Db locally in

as n — +oo. Thus, D%, — v := Db — p, locally in Q as n — co. On the other hand,
recalling that Db* = 0, we have

p+v = Db+ D'b.
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Since both D7b and p are concentrated on L, we obtain that Dib = p + viy. Therefore
to prove that DIb = p it is sufficient to show that vLy;= 0. For any a,b € [ and n € N,
by using the same computations as in derivation of (5.11) one can derive the estimate

D[ (2N R x (a,b)) < (1+4¢)- ([A1B1| = [C1Dy])
where A1 B1C1D; = QN R x (a,b). Since
|A1B1| — |C1D1| < |b—a|-(|cot(£D1A1By)| + |cot(£LA1B1Ch)|)
= [b—a|- (|cot(£LDAB)| + | cot(LABC)|)
we then obtain that
|ID,[(2XNR % (a,b)) < (1+¢)-(Jcot(£LDAB)| + |cot(LABC)|)- (b—a). (5.16)

Covering L by horizontal stripes with arbitrary small total projection on zo axis, it is
possible to show that |v|(L) < ¢ for any £ > 0. Hence indeed vi1= 0.

4. We have proved u = D7b and v = D°b. By the construction of b,, for any n € N, D’b,,
is concentrated on the union of upper and lower bases of compressible cells of Patch™(C).
Hence,

Db, = [(b:[—b;) ® 62}%1%.

Since b2 — b2~ =0 and ey = (0,1), we then have div’ b, = 0. But div’ b, A divi b as
n — o0, since DIb, — Db as n — 400, therefore div’/ b = 0.

5. From the steps above we already know that Db is concentrated on the set S and
that the measure div®bd is the weak* limit of the measures div®b,,. For any m € N, for
any Cp, = ApmBmCim Dy, € Patch™(C), we have that

1
(9'vcm

div? by, (z) = div ve,,(z) = pe
1

(x), Vo € int(Cp,) -

This implies that
) ) 81}%
div® by, (int Cp,) = / Tm(a}) dz = |CpnDm| — |AmBml| -
 OT1

Thus, for any fixed n € N and for any C,, = A,,B,,C,D;, € P,(C), it holds
div® by, (int Cp,) = |CrDy| — |AnBy| forallm>n.
and
| div® by, |(int C,) < |AnBp| — |CrnDy|, forallm>n.
By letting m — oo, we obtain
|diveb|(int C,) < |ApByp| —|CnDy| < 8" (|JAB|—|CD)).

Therefore, div®b is concentrated out of compressible cells (i.e. on the set .5).

6. For any S1 C S, let U; be any finite cover of S. For each Uj;, there exists k; € N such
that

§7Fi=ld; < diam(U;) < 8 %id; .

Observe that U; has nonempty intersection with at most 2 compressible cells in Patchfg’,mp ().

On the other hand, for a compressible cell Cy, = Ay, By,C, Dy, € Patch]ggmp(C) with

Ui NCy, # 2, there exists a trapezium KLMN C Ay, By, Cy, Dy, with K, N € Ay, Dy,,
L,N € By,Cy,;, KL || MN, and

dist(MN,KL) = 8 %d; < 272% . dist(Ay, By,, C, Dy,
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such that U; N C, C KLMN. With the same argument of Step 5, one can show that
| dive b|(U; N C,) < |diveb|(KLMN)
< |KL| - |MN]|
dist(M N, KL)
= - (|Ag, By, | — |C, Dy

< 27 (|Ag Br,| — Ok, Dy,|) = 27°% - (|AB| - |CD)).

This implies that
|diveb|(U;) < 2-27%% . (JAB| - |CD)).
Recalling that
1 5
dlamg(U) > —d3 .27k

32
we get
64
|diveb|(U;) < — - (JAB| — |DC|) - diam3 (Uj;) .
di
Hence,
64
|diveb|(S)) < d—%-(|AB] IDCY) - Zdlam% U).
i
Therefore 1
|diveb|(S1) < % - (|AB[ = [DC) - # A5 (8))
dy
and the proof is completed. [l

5.3.6. Nearly incompressibility. We now want to prove that the vector fields b,
are uniformly (steady) nearly incompressible in the following sense: for every n € N, there
exists a bounded function p,, such that it holds div(p, B,) = 0 in the sense of distributions
on €, for every n. Moreover, we need also some uniformity in the near incompressibility
(to pass to the limit), i.e. we want that there exists a constant C' > 0 (which does not
depend on n) s.t.

O<C_1§pn§0<—|—oo
for every n € N.

The base step. Let us fix any compressible cell C = ABCD and divide the cells in
Patch(C) into two blocks.

The cells in blocks of the first kind are characterized by the fact that their lowest cell
is incompressible; analogously, the cells in blocks of the second kind are characterized by
the property of having a compressible lowest cell: see Figure ba. In what follows, we will
work in the blocks of the first kind, the construction for the other cells being completely
analogous.

Given a block of the first kind like the one in Figure 5a, we define the auxiliary function
f1 in the following way:

|JM]|
Ji(z1, @2 T
(21 22) = L (o, )]
One can easily observe that the function fi is constant in the incompressible cells: more
precisely, we have

where Li(x1,22) == {(y,z2) |y e R}NJMRS.

2-|AB|
=1 in the cell JM LK, = pin '= ——=———— in the cell ONPQ.
f1 in the ce f1 = pin AB|+|CD| in the ce Q
On the other hand, in the compressible cells, we have
2U _ LKL
fi(@y,w9) = 22—, in the cell KLNO

Ty — T2
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(b) The restriction of the function p" to a line parallel
and sufficiently close to J.S behaves like the function
Tn.

Figure 5. The density p, along the flow lines in blocks of the first kind.

and
2V xQP
fi(z1,22) = pin - 2‘/72 in the cell QPRS,

being U = (24, 2Y) the point where KO and LN intersect and V = (2}, xY) the point
where S and PR intersect.
We remark that the restriction of f; along any line parallel (and sufficiently close)

to JS is an increasing function which takes the values from 1 to IABl 21d looks like the
ICD]

function 7, depicted in Figure 5b.

Finally, applying the map Patch, we end up with a scalar function pf (defined in
original cell C) which coincides with f; in the blocks of the first kind and with the analogous
function fo in the blocks of the second kind.
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We sum up some useful properties of the function pf in the following

LEMMA 5.12. For a fized compressible cell C = ABCD, the function pf satisfies the
following properties:
(1) p§ takes the values from 1 to % and is continuous in every C; € Patch(C).
Moreover, for any x € C, it holds
" |AB
S ICD)”

C,— C
P < pile) < ppT and

(5.17)

where pf’Jr and pf’_ are the values of pf in the upper and lower bases of C re-
spectively.
(2) The function p§ solves

div <p(1j vPatch(C)) =0 in @,(C) :

PROOF. Point (1) follows immediately from the definition of the function p§ (and of
the function fi and f2). Let us prove Point (2): for any C; € P1(C), we will show that
diV(p? UPatch(C)) =0 in Cl . (5.18)

If the cell C; is incompressible, then (5.18) holds since both p{ and Vpatch(c) constant in C;.
If C; is compressible (say, C; = KLNO), for any (z1,2z2) € KLNO, we have by definition

U
1T —
Vpatch(c) (T1, T2) = <%], 1>

and
c _zg —aft e
P1 (1‘1,1'2) - U - U )

being ¢ := 2Y — xX% a constant. We have thus

U
c r] — &7 1
v r1,T9) =c- | — , )
(pl Patch(C))( 1 2) ( ($2 xg)Q xg _ xQ)

and a direct computation yields (5.18). O

Inductive step. We now define by induction a sequence of functions (py, )nen which will
be the required steady densities for the vector fields B,,. For a fixed initial compressible
C = ABCD, we define

pi(x) = pi(x), VeeC.
Assume now that p,, is constructed. For any C, = A, B,,C,,D,, € P,(C), we define p,+; in
the following way:

e If C,, is an incompressible cell then

Pn+1(x) == pn(x) vV € C,y, .

e If C, is a compressible cell, denote by pﬁ"’f the value of p, on the lower base of

Cn. Let p7" be the function which is constructed as in the previous step with the
compressible cell C,,. For any z € C,,

pra(x) = P - pi" () (5.19)

From Lemma 5.12, for any C,, = A, B, C,D,, € P,(C), it holds

where pg”’_ is the values of p, lower base of C,, and
Le,(z1,22) = {(y,22) [y € R} NCy.
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This implies that
Cn7
Pn i _ |An By

pg”’_ ~ [CnDy
Hence, from (5.19) and (5.17), we have that
pn+1(z) = pn(x), Vo € A,B,, UC,D,,. (5.21)

We have now the following

LEMMA 5.13. For a fized compressible cell C = ABCD, the followings hold:

(1) the function p, takes the values from 1 to % and 1is continuous in C, €

Patch,,(C).
(2) The function p, solves

div(pnbn) = 0 in 9'(C) .

PROOF. Recalling lemma 5.12, (5.20), (5.21) and (5.19), one can obtain (1) by using
the method of induction. To prove (2), we only need to show that for any C,, € P,(C)
div(ppb,) = 0 inC, . (5.22)

If C, is an incompressible cell, then (5.22) holds since p, and b, are constants in C,.
Assume that C,, is a compressible cell. Let C,—1 € P,—1(C) be such that C,, C C,,—1. We
have

Cn—1,— Cn—
(pnbn)(@) = p" 3" () - p1" (@) - Viateh(c, 1) () -
Recalling (2) of Lemma 5.12, we obtain (5.22) and this concludes the proof.
O

5.3.7. The counterexample. We are eventually ready to prove the following theo-
rem, which is analogue of Theorem 3.9 of [BG16] and ensures the existence of a bounded,
nearly incompressible, BV vector field for which the inclusion

Ty C Sp

does not hold up to | div® b|-negligible sets.

THEOREM 5.14. There exists a bounded vector field b € BV(Q;R?) and a function
p: Q — R such that:

(1) div®b is a non-positive measure concentrated on the set S;
(2) | div®b|-a.e. x € S belongs to the tangential set Ty of b;

(3) p(Q2\ S) is equal to a subset of null £'-measure in [1, M].

ICD]
(4) div(pb) =0 in 2'(Q) and logp € L>®(Q);
(5) the function p is (L*-approximately) continuous | div®b|-a.e x € S.

PrOOF. Exactly as in [BG16], we consider the sequence of vector fields defined in
(5.10). By Lemma 5.11, there exists a bounded BV vector field b:  — R? such that
b, — b uniformly in 2 as n — oo. We prove again separately each point of the statement.

1. This claim follows immediately from Lemma 5.11, Point 5.

2. If V is a vector and A is a matrix, we denote by (V, A) :=V @ A = (v;a’"); (sum over

repeated indices). Let ¢: @ — R be a bounded Borel function with compact support in

Q). Due to Lemma 5.11, Point 4, we have that D*b,, —* Db locally in 2: this gives

lim / o(b, D*b,) = / (b, D). (5.23)
Q Q

n—-+00
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On the other hand
/ 6(b, D b,) — / 6(b— by, D"b,) + / 6 (b, D by). (5.24)
Q 0 Q

Now, by construction of b,, we have (b, D*b,) = 0 (see (5.7)); moreover, b, — B uni-
formly in © and, by (5.16), the total variation of D%b,, is uniformly bounded. Hence

im / 6y — b, Dby = 0. (5.25)
Therefore, from (5.23), (5.24), (5.25) we conclude that
/ o(b, Db) = 0, V¢ bounded and Borel. (5.26)
Hence, writing the polar decomposition Db = M|Db|, from (5.26) we deduce
/ o(z M (z)) d|Db|(z) =0, V¢ bounded and Borel

and since (5.26) holds for arbitrary ¢, we deduce that
e (b(x),M(z)) =0, for |[Db|-a.e. z €
e |D°b| is concentrated on the set {x € Q: (b(z), M(z)) = 0}.
The claim now easily follows remembering that, by definition, |D°b| is concentrated
on the set of Lebesgue points of B (see [AFP00, pag. 184]) and moreover | div’ b| < |Db|.

3. Let (pn)nen be the sequence constructed in Lemma 5.13. It is easy to see that the
sequence (pp)nen is Cauchy in L>®(Q) (like the standard approximating sequence of the
Cantor-Vitali funtion). In particular, one can verify that it holds

|nt1(2) = pu(2)| S w(n) (5.27)

where < means that the inequality holds up to a positive constant (which depends only
on the initial cell) and the sequence of real numbers (w(n)),en is convergent (actually it is
summable). Hence there exists a limit function p € L*(Q) with Inp € L*°(2). Moreover,

denoting by A, := pp,(\ Sp), for n € N, it is easy to see that each A, is finite and
A, C [1 ;gg” Thus the set A := p(Q\S) C [1 JSIB)” is at most countable and the claim
now follows.

4. Since b, — bin L' and p,, — p for a.e. x € Q, we can pass to the limit in div(p,b,) = 0
and deduce that div(pb) = 0, hence b is nearly incompressible.

5. Denote by L the set of (L'-approximately) continuity points of a function f we
show
() Lp. €Ly (5.28)
neN

Fixed any z € we have

neN Pn’
][ lpn(y) — pn(x)| dy — 0 as s — 0T Vn € N.
Bs(x)

Recalling (5.27), we have

f |p<y>—p<x>|dy<f |p<y>—pn<y>|dy+][ pu(y) — pula)| dy
B (z) Bs(x) Bs(x)
n(x) — p(x)|d
T ]fw\p (2) - p(a)| dy
< w(n n n d
< <>+]f35(x)rp<> pula)| dy
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This implies that
lim lp(y) — p(z)|dy = 0
s—0+ Bs(x)

ie. x € L,. We now observe that, by the construction, each Q\L,, has finite length,
hence it has Hausdorff dimension 1. In view of (5.28), it holds that

oL, € ()L,
neN
so also the set Q\L, has Hausdorff dimension at most 1. Since | div®b| < #°/3, as shown
in Lemma 5.11, this is enough to conclude the proof. ]

5.4. Non-steady renormalization defects

We now come back to the Chain Rule problem discussed in Section 5.2. In particular,
we want to briefly discuss the recent work [CGSW17] where, using the abstract machinery
of convex integration, the authors construct examples of vector fields b: R* — R? and
densities u: R? — R such that (in the language introducted in Problem 5.3) A =0, u =0
but div(u?b) # 0 in the sense of distributions in R? for d > 3. More precisely, their main
result reads as follows:

THEOREM 5.15 ([CGSW17)). Let d > 3 and Q C R% a smooth domain. Let f be

a distribution such that the equation divw = f admits a bounded, continuous solution
w: Q — R on Q. Then there exist a bounded vector field b € LOO(Q;Rd) and a density
w RIS R, with0< C ' <u<C ae. for some constant C > 0, such that

divb=0

div(ub) =0

div (u?b) = f
i the sense of distributions in €.

5.4.1. The two-dimensional case. The assumption d > 3 is essential in [CGSW17],
in view of the result of [BG16]. More precisely, in [BG16], the authors proved that if
d =2, b is bounded and of class BV and u: R* —» R, with 0 < C~! < u < C a.e. for some
constant C' > 0, are such that

divb =0
div(ub) =0

then the Chain rule property holds, i.e. we have necessarily div (uzb) = 0. Actually, the
same conclusion is true if the assumption b € BV is replaced by b # 0 a.e. in €.

However, still remaining in the planar setting, in view of the results obtained in
[BBG16], it seems reasonable to consider the Chain Rule problem also in the non steady
setting, i.e. assuming that the vector field has a (special) space-time structure (and letting
the divergence operator acting also on the time variable). More precisely, we are led to
consider the following variant of Problem 5.3:

PROBLEM 5.16 (Non-steady Chain Rule). Let T > 0 be fized and assume that it
is given a bounded, Borel vector field b: (0,T) x R? — RY, a bounded, scalar function
u: (0,7) x R = R and Radon measures \ and p such that

divb = A,
Owu + div(ub) = p,
in the sense of distributions on (0,T) x R%. Characterize (compute) the distribution
v = 0B (u) + div(B(u)b),
where B: R — R is a fized C* function.
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In this section we want to show the following

THEOREM 5.17 ([BB17a]). There exists an autonomous, compactly supported vector
field b: R? — R?, b € L*(R?), and a bounded, scalar function u: (0,T) x R? — R, such
that

divb = 0,
Oru + div(ub) = 0,
in 2'((0,T) x R?) but the distribution
O (u?) + div (u?b) ¢ .#((0,T) x R?)

i.e. it is not (representable by) a Radon measure.

The rest of this chapter is devoted to the proof of Theorem 5.17. We first collect some
preliminary results.

5.4.2. A particular change of variables. As in [ABC14, §2.16], we will denote
by I the interval [0, L], by .#' the Lebesgue measure on I and, in general, A will be an
arbitrary measure on I, which is singular with respect to .#! and has A as the set of its
atoms (points with positive measure). We set L := (£ +\)(I) and I := [0, E] We denote
by Z1 the Lebesgue measure restricted to I. We denote by & the multifunction from I to
T that to every s € I associates the interval

a(s) = [0-(s),04(s)]
where
o_(s):= (.,2”1 + )\)([0,5)), o4(s):= (31 + )\)([0, s])

It is immediate to see that o is surjective on I, strictly increasing, and uni-valued for every
s ¢ A, because o_ and oy are strictly increasing, and o_(s) = o (s) whenever s ¢ A.
Moreover it is obvious that the map is expanding, i.e.

S92 — 81 S §2 — :9\1 (5.31)

for every si,se € I with s; < sg, and every 51 € 0(s1),52 € 0(s2). Accordingly o is
surjective from I onto I, uni-valued and 1-Lipschitz (because of (5.31)); furthermore, it is
constant on the interval o(s) for every s € A and strictly increasing at every point outside
o(A).

We recall the following

LEMMA 5.18 ([ABC14, Lemma 2.17]). Let F a £ -null set I on which the measure
A is concentrated and let F := o(F). Then
(1) it holds 0, L' = L1 + A;
(2) the derivative of o agrees with 175 a.e inl.
5.4.3. Solutions to singular, one-dimensional transport equations. In the fol-

lowing we will be dealing with one-dimensional transport equations involving singular
terms, i.e. equations of the form

(vl +. L x \) + 0w =0, (5.32)

where v: [0,7] x I — R is a function of ¢,s and X is a singular measure on I. We
explicity remark that we are now considering functions as equivalence classes modulo
the measure £ x 1 + #1 x \. Clearly, equation (5.32) has to be understood in the
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sense of distributions on (0,7) x I: we say that v is a solution to (5.32) if for every
¢ € C°((0,T) x I) it holds

// (t,s)(¢e(t, s) + ds(t,s)) dsdt = //qbtts (t,s)d\(s) dL.

It is very well known that such equations present a severe phenomenon of non-uniqueness
(for the associated initial value problem). In order to clarify what we mean, we begin by
discussing an example.

Assume for simplicity that I = R and A is the Dirac mass at 0, so that we are
considering the equation

O (v(L x 89)) + v =0 in D'((0,T) x R). (5.33)

If v represents the density of a distribution of particles, then equation (5.33) is saying
that each particle moves at constant speed 1 from left to right, except when it reaches the
point 0, where it may stop for any given amount of time. Therefore, if vy is an arbitary,
bounded initial datum (for simplicity, suppose its support is contained in (—o0,0)), then a
solution of (5.33) with initial condition v(0, s) = v (s) is the function v: [0, +00) x R — R

defined by
—t 0,
v(t,s) = vols —t) s 7
0 s =0,
which physically means that no particle stops at 0. Another solution can be constructed
by stopping all particles at 0, i.e.

vo(s —t) s <0,

0 s =0,
0
uo(r)dr s> 0.

—t
More in general, for every o > 0 one can construct a solution for which the particles arrive
at 0, stay there exactly for time a and then leave (see Figure 6):

up(s —1t) s<0

—t+a
u“(t,s) == / uo(T)dr s=0

—t
up(s —t+ o) s> 0.

More precisely, we recall the following result, which is used in the proof of [ABC14,
Lemma 4.5].

LEMMA 5.19. Let A\ be a non trivial measure on [0, L], singular w.r.t. to fl'—[o,L}- Let
furthermore K C (0, L) be a closed, £*-negligible set, with \(K) > 0. Then the problem

{at(vu + LX) + 00 =0
v(0,-) = 1k()

admits a non trivial bounded solution.

(5.34)

We recall here the main steps of the proof, as it will be useful in the following.

PROOF. Clearly, the function v(¢,s) := 1x(s) is a stationary solution of (5.34). Fol-
lowing [ABC14], we construct a second solution by exploiting the change of variable
s = 0(3) defined in 5.4.2. We thus define

w(t,o(s)) for s ¢ A,

vt s) = ][ w(t,5)d5  forsc A, (5.35)
&(s)
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t

—
«

Figure 6. A particular solution to equation (5.33): the particles at the
initial time are of two different colors (yellow and green): they
start moving following characteristic lines, arrive at 0 and stay
there for a prescribed time « before leaving.

where we recall A is the set of atoms of A and w : [0,T) x [0,L] — R is the (unique)
bounded, distributional solution of

Ow + dsw = 0
w(0,-) = Tgx)(-)-

To see that (5.35) actually solves Problem 5.34 we proceed as follows: first observe that
(5.34) can be explicitly written as

T L L
/ / (006 + Ln pDeg)v (L1 + \) dt = / (0, )1 d(L1 + \). (5.36)
0 0 0

By changing variable s = o(s), i.e. setting v(t,s) := v(t,0(5)) and qg(t,’s\) = ¢(t,0(9))
and using Lemma 5.18, we can rewrite (5.36) as

/ / 8t¢+8A@vdsdt / qﬁ sk d

Since on the complement of o(A) it holds v = w, to conclude we only need to show that

/ (9v + D50)0d5 = / (v + D:0)wds.
5(A) 5(J)

g

Indeed,
/ (0b+ 0ed)ids = 3 / (00b + 0:0)5d5
7(A) acA” (@)
= Z Oho(t, s / vds
acA d(a)
—Z@tqﬁts/ w—/ 8t¢+&q§wds
acA

since 8g$(t,§) =0 and 8t$(t,§) = Ouo(t,s) for all s € 7(s) and by direct definition of v.
To conclude the proof it is enough to show that the solution ¥ does not coincide with the
stationary one, and for this a possible strategy is to show that the maximum M(¢) of the
support of v(t,-) is strictly increasing at t = 0 (see [ABC14, Lemma 4.5))). O



90 5. FURTHER REMARKS ON THE TWO DIMENSIONAL CASE

5.4.4. Further remarks on the Hamiltonian without Weak Sard Property.
In order to show Theorem 5.17, we need to perform some constructions involving an Hamil-
tonian which does not have Weak Sard Property, for instance the one whose construction
has been recalled in Section 5.1.2. We will denote that function by f.; 4.5, since cg, do, d
are free parameters in the construction. Recall also that oscf.; 4,,s = do so that, up to a
translation, we can suppose directly that

Feodo.s(R?) = (0, do).
The critical set S of f., 4,,6 has area .Z 2(S) = 62 and, as shown in Theorem 5.2

52
(o tos)e(L7c) = -2 0 p(0)-

Therefore, we can apply Disintegration Theorem to the probability measure 6%.,2” 2 o wor.t.
the map f, 4,,5. We thus write

1 1
=L c=— | vdh
e N
where h — v}, is a measurable measure-valued map, v, being a probability measure con-

centrated on fc_old0 s(h)NC for Z1-a.e. h € R. We can actually say more, characterizing
completely the measure vy,. In particular, we want to show that for a.e. h the intersection

Feoutp s M) NC

is a single point. We have indeed
f007d0»5(h) ne= ﬂ (fco,do,é(h) N Cn)

and for every h it is possible to prove that f;oldo s(h)NC,, is a sequence of nested intervals
whose measure goes to 0 as n — +oo. For instance, if h € (dy/2",dp), we have that

fﬁl(h) N Cn = <an—17 Canl - an—l) X {d()}

The length of the interval is clearly —20p-1=¢,~20-2"" = 0asn — +oo. This
shows that f~(h) N C = {z}} for every h € (0,dy) = f([0,co] x [0,do]). So v, has to be

0z, - Finally notice that we can write

L= / 8z, m dh.
R

Cn—1
2

Scaling the Hamiltonian f115. Set now Hj := f; ;5 whose range is (0,1). The disin-
tegration now looks like

L o= 52/ Sz, dh = || / Oz, dh
R R
which will be written from now onwards as

XZLC:/RCMS:U;L dh,

where we have set for .Z1-a.e. h the coefficient ¢;, := |S|. The map h + ¢, is thus constant
and it simply represents the density of f;(.-Z%L¢) along the level sets. We will see that
this map plays a significant role in the construction: we will suitably modify it, in order
to obtain a piecewise constant map which is integrable but not square-integrable. To do
this, we perform some scaling transformations: for fixed n € N and a € R we first scale
the domain of H; with the following linear map:

Qn: (z,y) — (37, 2%)
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The area of the critical set was |S| = §% = fol cp dh, while after the operation the area
becomes

S
det Q,, - |S] = ’ |
hence we set
. ls]
h . 2n .

Now we rescale the range (0,1) — (0,27"%) via a map Ry o: R — R so that if we impose

5] 7
27 = ) Cp, dh
we have to set accordingly
18l 1S
h - 2n " on(l-a)

Finally, we define the translation operator 7, . which acts both in the domain and in
the target in the following way: if a function is defined in the square [0, 1] X [0 ! ] C

) 27’7«
R? with range [O, QW] then under the action of 7, the domaln becomes the rectangle
[0,1] x [zn, in 1] while the range turns to the interval [2%7 Sra= 1] We call the resulting

function 7.0 © Rya © Qn,a © Hy := Hy o and we define now

) =Y Hpalz,y), (z,y)eD:=J <[0, 1] x [21nznl—1D = [0,1] x [0, 1].

neN neN

In other words, we have “patched together” the rescaled Hamiltonians, one above the
other, with ranges that are adiacent intervals. Notice that the function is well defined, as
the domains of the different H,, ,, are disjoint, so that for any (x,y) € D the sum is locally
finite (actually it reduces to a single term).

Properties of H,. Some remarks about the properties of H, are now in order.

e For o > 0, the function H, is bounded. Indeed, its range is
Ha(D) — U [2—na’ 2—na+1]
neN

whose measure is
1
L?(H,(D)) = — =1y < 400,

2710(
n

for a > 0.
e For any o € R, the area of the critical set of H, is always finite:

Lo
Y 5] 1 5]
/O dh Z on(1- a) 2na - Z |S| < too.

e On the contrary, we have that

) Ell 1 |SI?
/0 *dh = Z 22n(1—a) no Zﬂ: on(2—a)’

In particular, if we take a > 2 we have that

la
/ ()2 dh = +o0.
0

In other words, for a > 2, the function h +— ¢} belongs to L'([0,44]) \ L*([0,44])
(it behaves essentially like nljy -2 in [0, 1]).
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5.4.5. Solution of the equation and structure of the defect. We now fix oo > 2
and we consider the corresponding Hamiltonian H, constructed in paragraph above and
we set b := VH,. By construction, setting oy, := ¢}d,, we have that H, satisfies the

following
1
2 _ 1
A _/R<’VH’% |_Eh+0‘h>dh.

For typographical reasons, we will write from now onward simply ¢ instead of ¢}. By
applying Lemma 4.37 to H, we get at once the following

PRrROPOSITION 5.20. The problem
Oru + div(ub) =0
{U(O’ ) = uo(:)
s equivalent to
Oy, + Ostiy, + cpO UL ® 65, =0
Uo(s) = uon
0Os (ﬁhchfl ® 55h) =0
for L -a.e. h.
REMARK 5.21. Notice that, by splitting
u=mlg+ ulge
the equation can be written as
Or(ulge) + 0i(mlg) + div(mlgb) +div(ulged) =0
T

because b = 0 on S by construction. Hence, taking into account that b = 0 on the critical
set, Proposition 5.20 is actually establishing that

Gt(u]lsc) + diV(u]lgcb) = —815(771]15)
u(0,-) = uo(-)

is equivalent to

~ ~ -~ 1 —
{&uh + Ostup, + chOymp L @ b, = 0 for Z'-a.e. h.

uo(+) = uon(-)
'

We are eventually ready to give the proof of the main result of this section, i.e. Theorem
5.17.

PROOF (OF THEOREM 5.17). Take as b = VH,, with @ > 2 and consider the Cauchy
problem for the transport equation associated to b with initial condition ug := 1g:
Opu + div(ub) =0
U(O, ) = ]15()
We disintegrate the equation on the level sets and we obtain, denoting for typographic
simplicity by vp(t, s) := up(t, s), we have

Orvn + Dson = —cndy(op Lt X d,) for Zt-ae. h
vR(0,-) = s,y (+)
i.e.
1 J—
O(n(1+ L x ends,)) + 00 =0y oy (5.37)
o (0,°) = enlls,y ()
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which is exactly of the form 5.34. Applying Lemma 5.19, we have that the function
Ch]la(sh)(a(s) — t) S 75 Sh

Chﬂa(sh)(/s\— t)d§ S = Sp,
(sn)

vp(t,s) ==

is a non-stationary solution to (5.37). Some easy computations show that

1 Sp+ch

’Uh(t, Sh) = 7[ ﬂg(sh)(é\— t)d:S\: — Chl[8h78h+ch](§_ t)dé\
o(sn) Ch Jsy,

sp+cp—t
= / Lisy, 5 +ex] (T)dT

h—t
_jen—t t<ep
B 0 t>cp
In particular, we have that for a.e. h € R and for every ¢ € (0,7") it holds

atvh(tv Sh) = _]1[0,0;1} (t)
Hence, for this particular solution, the one dimensional equation on the level set Ej, is
explicit:

Opop, + Osvp = enlip ],
which can be written also in the divergence form

dives(vn(1,1)) = el - (5.38)

From (5.38), we deduce immediately that, for a.e. h € R, the vector field v,(1,1) is a
bounded, divergence-measure vector field in (0,7") x R,. Applying Point 2 of Proposition
XI we can write for a.e. t € (0,7)

vy, (t) — v (t) = el e, (£) (5.39)

where v,jf are the (L> functions representing) Anzellotti traces on the surface ¥p, := {s =
sp}, defined as
L TrE (oa(1,1),5)

T T (1,1), ) =T (on(L 1, 2.

We observe that by construction v, = 0 a.e., hence (5.39) reduces to

+ _
Uy = Ch]l[o,C;J'

Taking now (1) = 72 and applying the Chain rule for Anzellotti traces (XII) (being the
vector field v := (1,1) clearly of bounded variation) we obtain that for a.e. h € R the
vector field wy,(1,1) := v3(1,1) is still a divergence-measure vector field and it holds

w, =0, w,f = +c%]l[0’ch},

ie.

wy, —wji = i1,
so that, applying again Point 2 of Proposition XI, we can write

dive,s(wp(1, 1)), = (9@ + OsW)Ls, = —Cj L[,
which in turn can be written as (recall my, = cpvpls, )
Oy, 4 OsWp, = —cpOp(Mmp L x 0s),)s for a.e. h € R.

Integrating and using Remark (5.21), we obtain the equation satisfied by u?:

Or(u?) + div(u?b) = T,
being T the distribution defined by

T := -0 (u*lyg). (5.40)
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To conclude, it is enough to prove the following
Claim. The distribution 7' defined in (5.40) is not representable by a Radon measure.

By contradiction, assume that T is induced by some measure &: being the divergence of the
bounded, measure-divergence vector field w(1, b), we would necessarily have ¢ < s#?. On
the other hand, it is immediate to see, directly from the construction of the Hamiltonian,
that for any ¢ € C2°,||¢]loc < 1 we have

/[O,T]xRQ o(t, x) dE(t, ) :/(]T/Su%,a:)qst(t,x) dtdm:/R/OTu(t,a:h)c%gbt(t,xh)dtdh

which diverges being c;, ¢ L?(R). This shows that T' cannot be a distribution of order 0,
hence it is not representable by a measure. 0
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The general d-dimensional case






CHAPTER 6

Localization method via proper sets and flow traces

ABSTRACT. In this chapter we begin to face the general, d-dimensional case of Bres-
san’s Conjecture. As a starting point, we propose a method to localize the concept of
Lagrangian representation explained in Chapter 3. Notice that a Lagrangian represen-
tation is by definition a global object, thus it is not immediate to relate it with suitable
local estimates. In Section 6.1 we introduce a class of sets, which will be called proper,
and we carefully study their main properties. In Section 6.2 we show how Lagrangian
representations can be used to represent the trace of a measure-divergence vector field
on an arbitrary closed set as a (possibly non-absolutely convergent) sum of measures.
Finally in Section 6.3 we show how Lagrangian representations can be localized to proper
sets.

Let us consider a vector field with compact support of the form
p(1,b) € LYR x RY R,
where
p: Rt x RY — R, b: RT x R? - R?
and we assume that it holds in the sense of distributions
div(p(1,b)) = p € (R,

From now onwards, if not otherwise stated, we will adopt the convention of writing div in
view of divy ,, as in (3.14). As usual, to avoid dealing with sets of .2’ d+1_negligible measure,
we assume that p,b are defined pointwise as Borel functions. Let 1 be a Lagrangian
representation of p(1,b) in the sense of Definition 3.6.

6.1. Proper sets and their perturbations

In the first paragraphs of this section we want to define a family of sets which have
good trace properties for a given vector field p(1,b) € LY (R, R¥1) and we call these
sets p(1, b)-proper. Their main properties are that their boundary 95 is piecewise C, it is
made of Lebesgue points of p(1,b) and more importantly that the measure p(1,b).#% gq
is measuring the flux (in a sense that will be made precise) of p(1,b) across 0S.

In the second part of this section we perturb these sets in order to take advantage of
the fact that the vector field has the form (1, b): the idea is to have the influx and outflux
occurring on time-constant hyperplanes, i.e. regions of the boundary 0€) such that their
outer normal is n = (£1,0). Also this step is done to avoid some technical computations
later on.

6.1.1. Definition and basic properties of p(1, b)-proper sets. We start by giving
the following definition.

DEFINITION 6.1 (Proper sets). An open, bounded set Q C R+ is called p(1, b)-proper

if:
(1) 09 has finite #%-measure and it can be written as
0= JU;UN,
ieN

97
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where N is a closed set with s#¢(N) = 0 and {U; };en are countably many C'-
hypersurfaces such that the following holds: for every (¢,x) € U;, there exists a
ball B4*1(t, z) such that QN Bt (t,z) = U;

(2) the set of Lebesgue points of p(1,b) has full measure w.r.t. % 50;

(3) if the functions ¢** are given by

is x is x), Rd+1
q§6’+(t,a:) ‘= max {1 — —d t((té )’Q),O}, qﬁ‘s’*(t, x) = min{d (e );R \Q),l},
(6.1)

lim[p(1,b) - VO 5| £ = [p(1,b) | A pn,  wh R,

In the following we will write proper instead of p(1,b)-proper when there is no ambi-
guity about the vector field.
PROPOSITION 6.2. Proper sets enjoy the following properties:
(1) the Lebesgue value p(1,b) - nLgq belongs to LY (A% pq);
(2) it holds

lim p(1,8) - V" =L = p(Lb) - n A pa,  w - Ap(RTT);

(3) |ul(09) = 0, where p = divi(p(1,b)).

PRrROOF. Point (1) follows from the well known fact that weakly convergent sequences
are uniformly bounded.

To prove Point (2), let €T be a weak limit (up to subsequences) of the sequence
p(1,b) - Voot 291 and notice that, due to the weak 1.s.c. of the norm, it holds

€41 < 1p(1,b) - 0l A g0
For notational convenience we will write £t 5. It is thus enough to prove the state-
ment locally inside each set U; for a fixed i: in particular, since the definition is invariant
under C!-diffeomorphisms as it can be easily checked, we can think € to be locally the

set {s < 0} in some coordinate system (s,y) € R x R
For a€ R, m € N set

E' = {y €U |p(1,b) —a| < 2*’"}.

Using the fact that Z%a.e. point y € E™ is a Lebesgue for p(1,b) w.r.t. the measure
L1 for every e we can find 7 > 0 and a compact subset K C E™ such that Z¢(E™\
K]") < € and for every y € KJ', 0 < r < 7 it holds

1 /"1
SE L e alavds < 1
"o T By

Now, by Besicovitch” Theorem [AFP00, Theorem 2.17], we cover K, with finitely many
closed balls Bf(yj), j=1,...,N,, of radius r < 7 such that

N,rd < Cu LY KM).
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Then, since V¢ ~ (1,0) by the C'-regularity of the boundary, we have that

[ 1600 0)5.0) ) V6 s, )] s
U; xR

Ny 1 r
1);7"/0 /Bg(yj) |p(1,b)(s,y) —a‘dyds
Lr s,y) —a) - Voo T (s s
- /Z_\Ung(yj) [(p(1,6)(s.) — ) - Ve (s,1) | dyd
< o Nt + X / T / " »pu,b)(s,y)-w&ﬂs,y)!+|a|] dyds

<02 ™) LYK,

e ‘p gb‘” (s,y ‘ + |a|} dyds.

Passing to the limit in r one concludes that for a test function ¥ whose support is in
Ui x (—¢,c) with ¢ < 7 it holds

| vowew2han - [ vomanz
s=0 5=0

< Hw‘whgn\:%lf/ljixﬂ{ ‘(p(l, b)(s,y) — a) ‘V¢5v+(5,y)‘ dyds

<0l 20 + ol | [lo1.0)0.0) 0] + o] o

By considering a sequence of ¢ < 1 converging to 1xm and whose support is a subset of
V open, V O K", the above inequality gives that for every open set

[ €0 -am 2] <ozt [ (0600 0]+ al] dy

Letting now V' \, K" and then ¢ — 0, we obtain that
‘§+(y) p(1,b)(0,y) ‘ < Cotm A ae. on K.

In particular the same holds in E}*, by inner regularity of Radon measures. In particular
by letting m — co we conclude that £+ (y) = p(1,b) - n(y) for H#%ae. ycV.
The proof for the other case is completely similar.

The last point is a consequence of the second, as it holds

¢h =€ = p(1,b) - nH s,
thus |u|(09Q) = 0, where £~ is the weak limit of the sequence p(1,b) - V¢~ as § \,0. O

We now present a couple of remarks, discussing in particular some possible extensions
of the concept of proper set.

REMARK 6.3 (More general proper sets). It is possible to provide a more general class
of proper sets as follows: let f : R%! — R be a Lipschitz function whose level sets
Ej, = f~Y((h,400)) are compact: assume that there exists a closed set N C R%*! with
HUN) =0, such that f € CY (R \ N) and Vf # 0 in R\ N. By Coarea Formula
(Theorem V) and the local invertibility of C!-functions outside critical points, it follows
that for #Z!-a.e. h the set Ej, satisfies Point (1) and Point (2). Define now, for h € R, the
functions

o+ _ |4 1 _++ o— _ Lo o4
¢ =1 6[h f] ) ¢, = min 1,5[f h]™ 5.
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Condition (3) of Definition 6.1 is then replaced by

. Vief
lim |p(1,b) - Voo & gdﬂ:’ 1,b) - —2%
6\0\9( ) - V™| p(1,0) VoSl

in the weak-star convergence of measures. We now make the following
Claim. The equality (6.2) holds for #Z!-a.e. h.
This can be seen as an easy consequence of Lusin’s Theorem, being

. Vt,a:f
|vt,:r:f|

an integrable map. For completeness, let us give a complete proof of the claim (for furhter
generalization we refer the reader to [Fre06, Theorem 4.18]]) . Consider the measure m
vt,zf

on R defined by
m(dh) = / .
( ) ( OEy ‘vtpff‘

If ¥, € CO(RY1 R), n € N, is a dense sequence of test functions, then by the standard
Lusin’s Theorem in R we obtain that up to an open set N,, such that m(N,,) < 27" the
function

’ A op, . (6.2)

R > h— ‘,0(1, b) ‘ A g, € My(RIT)

p(1,b) ‘ %d> ZL1(dh).

Vie
hs dy, (R) ::/ p(1,b) - el |y
OE}, ’vt,xf|
is continuous. By closure of the set {¢y, },, it follows that
Via
h = dy(h) ::/ p(1,b) - —> / A
BEh ‘Vt,.’bf|

is continuous in R\ {J,, Ny, and being
dy L' < [Plloom

it follows that every Lebesgue density point of R\ |, N, w.r.t. the measure m is a
Lebesgue point of dy. Being £*(|J,, Nn) < ¢, the conclusion follows and the claim is
proved. [

REMARK 6.4. By means of the notion of trace introduced in following Section 6.2, it
is also possible to refine the definition of proper sets as follows:

DEFINITION 6.5 (Inner proper sets). An open, bounded set Q C R+ is called p(1, b)-
inner proper if:
(1) O has finite /% measure and it is piecewise C, i.e.
00 =|JUiUN,
1€N

where N is a closed set with J#¢(N) = 0 and {U,};en are countably many C'-
hypersurfaces such that the following holds: for every (¢,x) € Uj;, there exists a
ball B (t,z) such that 0Q N B (t,2) = Us;

(2) the distributional inner normal trace Tr'(p(1,b),2) - n of the vector field p(1,b)
is a measure and satisfies

Tr™ (p(1,b),Q) - n < A 0.
As in the next section, in this case we will denote the trace as
Trin (p(l,b), Q) -n % 0,

i.e. as a function in L' (2% 5q);
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2rL

Figure 1. The cylinder Cylz”xL .

(3) if

: d+1
¢ () = min{dlst(m’ﬂi \Q),1},
then

%i{% p(1,b) - Voo~ | L = | Tr™ (p(1,b), Q) - n| #% s,  w-ap(RHY).

A similar definition for p(1,b)-outer proper, i.e. R\ closQ is p(1, b)-inner proper.
If the outer and inner normal traces coincide and the boundary 0f) is made of Lebesgue
points, then Q is p(1, b)-proper.

Notice, finally, that one can extend the definition of proper sets to sets with Lipschitz
boundary (i.e. locally graph of Lipschitz functions), being the relevant quantities (i.e.
Conditions (2), (3) of Definition 6.1) still meaningful. [ )

6.1.2. Example of proper sets. We now turn to show that there are sufficiently
many proper sets. As usual we assume that b is a Borel function, hence defined everywhere.

DEFINITION 6.6. For every fixed (t,) € R and r,L > 0, the cylinder of center
(t,x) and sizes r, L (see Figure 1) is defined by

Cyl;’f = {(7’, y): |t —t| < Lr, {y —x—b(t,x)(r — t)’ < r}.
We now show that almost all balls and cylinders are proper sets: indeed, we have the
following

LEMMA 6.7. For every (t,x) consider the family of balls { BI1(t,x)},~0 and the family
of cylinders {Cyl;’i}wo with L > 0 fived. Then for £-a.e. r > 0 the ball BT (t,x) and

the cylinder Cyl:::f are proper sets.

PROOF. The statement is a consequence of Remark 6.3, respectively using the Lips-
chitz functions

(ry) = |(ry) = (t,2)|, (1y) = max {|y —z — b(t, z) (1 — 1)
PRrROPOSITION 6.8. If Q1,2 are proper sets with
<}iﬂd(Fl“ (8Q1 N 0Ny, 001 U 892)> =0, (6.3)

T —t|/L}. O

then Q := Q) U Qq is proper.

PROOF. Clearly, the set  is piecewise C! and the set of Lebesgue points of p(1,b)

has full measure. It remains to prove Condition (3) of Definition 6.1. We will study only
¢t
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If qbf’Jr is the function given by the first formula of (6.1) for ;, with ¢ = 1,2, observe
that

¢ = max {477, 657"}

and we write for any continuous function

/ ‘p(l,b) . v¢6,+|¢gd+1

- [/A1 +/,42 +/A3:| p(1,b) - Vot |y 2!

= /A |p(1,b) - Vit 2+ /A Ip(1,b) - Vg |y 2"+ /A |p(1,b) - Vg™t |y 24!
1 2 3

where
Ay = {(t,x) : dist ((t,2), Q1) < dist ((t,x),Qg)},
Ay = {(t,x) : dist ((t, .’E),Qg) < dist ((t,x),Ql)},
As = {(t,a:) :dist (£, 2), Q) = dist ((t,x),Qg)}.
We prove that
[ 1o1.5)- w61 o 20 [p(1,b) - n|w 77, (6.4)
Aq 001 \clos Q2

Consider the set int(A;, 02) which is relatively open by definition, so that by l.s.c. of the
weak convergence on open sets we deduce

|p(L,B) - 0| A i ay.00)< lim inf |p(1,b) - Voyt| 2414,
On the other hand,
clos(Ay,09) C int(A;, 0Q) U Fr(A4s, 09)
and
Fr(As, 0Q) = Fr(0921 N 009, 0Q) = Fr(921 N 0N, 021 U 0Q9).
Being the latter sets .#%-negligible (by assumption) and using the u.s.c. of the weak

convergence on closed set (clos(A1,012) in this case), we get

111;1 S(I)lp ‘p(lv b) : v¢i7+‘ $d+1LA1 < |p(17 b) ) n‘ %d‘—clos(Al,aﬂ)
%

< |p(1,B) - | A4, 00)UFr(45,00)
= |p(1,b) - n| i a, 09)-

This gives (6.4).
The proof for Ay is analogous, i.e.
[ 1p1.6)- 965w 20 [p(1.5) - n] . (6.5)
As 002 \clos Q1
Finally it holds
¢67+|—int Asz=— ¢(i7+l—int Asz=— (rbg,—‘rLint Az
and then in a completely similar way for Ag
[N p(Lb)-nfy . (6.6)
int Ag 893\Fr(891ﬁ8§22,89)
Concerning the set of point on 0As, it follows that for § < 1

/8 | lolLb)- TPyt < /O (1, ) - Vit [+,
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where O is an open neighborhood in R%*! of Fr(9€Q; N9y, ) containing the support of
1. Hence

limsup/ |p(1,b) : v¢§,+w$d+1 < / |P(1a b) nHW A1
0A3 OoNoN

6—0
<Vl [ lp(b) n]
0ONoN
and by the assumption on the #-negligibility of Fr(9; N8, dQ) one obtains that this
integral is arbitrarily small. Adding (6.4), (6.5) and (6.6) the conclusion follows. O

The above proposition allows to construct sufficiently many proper sets for our pur-
poses, starting from Lemma 6.7.

COROLLARY 6.9. The finite union of proper balls and proper cylinders is proper.
PROOF. Indeed their intersection has the property (6.3) by elementary geometry. O

6.1.3. Perturbation of proper sets. We now would like to explain how proper sets
can be perturbed in order to take advantage of the fact that the vector field under study
has the form (1,b): in particular, we would like to have almost all the influx and outflux
occurring on time-constant hyperplanes, i.e. regions of the boundary 0€) such that their
outer normal is n = (£1,0). This step is done to avoid some technical computations later
on.

Let us take Q C R to be a p(1, b)-proper set. We begin by proving the following

LEMMA 6.10. For every € > 0 there exist a compact set K& C 0Q\ N and o > 0 with
the following properties:

(1) a=t < p,|(1,b) -n| and p, |b| < o for H#%-a.e. (t,z) € K;
(2) the remaining set has small normal trace, i.e.

/ pl(1,b) -n| 7% < e.
IO\ K=

ProOF. It is enough to observe that

lim o(t,2)|(1,b(t, ) - 0| A (dtdz) = /m pl(1,b) - m| 4.

a=+00 Joan{a—1<p,|(1,b)n|}N{p,|b|]<c}

since p|(1,b) - n| is an L'-function w.r.t. J#% 5q and
02 C {p,[(1,b) -nl,[b] —O}UU{a <p|(1,6) 0|} N {p,|b| < a}

being Borel functions. O

By simple geometric manipulation, it follows that for r sufficiently small and L > 2a?
(L > o? would be enough for most of the theorems, but later we need some extra room)
the cylinder

Cylyr = {(T, y) :

has top and bottom faces contained one inside {2 and the other outside, for every point in
(t,z) € K¢: more precisely, if (1,b) - n > 0 then

{(t + Lr,y): ly— o — Lb(t,z)r| < r} C R¥\ clos Q,

y—x —bt,z)(r —t)| <r}

{(t— Lr,y): }y — ac—i—Lb(t,:):)r‘ < r} c Q.

The opposite relations hold for (1,b) -n < 0. Moreover, being 9 of class C! in a
neighborhood of NK*®, we have

ijLl (t,x) N QL C Cylyt noQ B (t,2) N9, (6.82)
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A (OCyIE N o) =0, (6.8b)

again by simple geometrical arguments.
We now recall the following elementary

LEMMA 6.11. If (t,x) is a Lebesgue point for p(1,b), then for every L > 0 fized it
holds

r—=07r

11 _

lim — |:d/ L |p(17b)(7-7y)_p(lab)(tax)‘%d 1(dy)d7':| ds = 0.
0 aCyly;

Proor. We have, using Fubini’s Theorem,

1L ) o s ] ds
P[5 s o000 = o101 (@g)ir | a

_ / { /HLr/aBd(m e t))‘p(l,b)(T,y)p(l,b)(t,x)’,%”d_l(dy)dT} ds
)~ 1.0 s

Srdﬂ/ ‘plb )(7,y) — p(1, b)( taz‘dydT

(14 Lbl (2,2 (BT

= a1+ bl ()™ f 1p(1,B)(r, ) — p(1, b)(t,) dydr — 0,

d
(14 L1b] (1,2))r (BT)

since (t,z) is a Lebesgue point for p(1,b). This implies the statement. O

Using Lemma 6.7 and 6.11, we have that for every fixed ¢’ > 0, for any (t,z) € K¢
Lebesgue point for p(1,b), we can choose the r < &’ such that:
° Cyl?’f is proper;
e it holds

t+Lr
/ / Ip(Lb)(7.y) — p(L,b)(t, 2)| 4 (dy)dr < (6.9)
OB&(z—b(t,x)(T—1))

o cond1t1ons (6.7) hold;
o Cyly, L'noq is equivalent to a ball and its boundary is /7 negligible, i.e. (6.8)
hold.
In the following we will call a cylinder satisfying the above condition p(1, b)-proper (¢/,)-
reqular cylinder, or for brevity proper regular whenever the vector field p(1,b) and depen-
dence on the &’ or Q is clear from the context or not essential to the computation.
We can proceed further by observing that 0 is a Lebesgue density point for the set

satisfying (6.9) for all ¢ > 0. On the other hand, it is easy to see that the other three
properties are verified Z'-a.e. > 0. We state it in the following lemma.

LEMMA 6.12. If (t,x) € K¢ is a Lebesgue point for p(1,b), the set of r such that Cyl?’i
satisfies the above condition has 0 as a Lebesque point w.r.t. the measure £ :

1 /
lim —.2* ({7“' e (0,7): Cyl:f is proper (&', Q)—regular}) =1.
™0 7r ’
Thus we obtain the following extension of Lemma 6.10:
LEMMA 6.13. For every ¢’ > 0, there exists ¥ > 0 and a compact set K,f’s/ C K¢ made
of Lebesque points of p(1,b) such that

(1) o=t < p,|(1,b) - n| and p, |b| < a for #%-a.e. (t,x) € K?E/,-
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(2) the remaining set has small normal trace,

/ pl(1,b) - m| A < 2,
OON\KE*

and for every (t,x) € K;’El, r’ < T there exists a proper (¢',Q)-regular cylinder Cyl;’ﬁ with
2 <r <o

By (6.8) we get the next proposition.

PROPOSITION 6.14. For every r' < 7, there exists a finite covering of K;’El with cylin-
ders {Cylr“ } o with L > 2a% and 1'/2 < r; < 1!, such that
e they are all proper (', Q)-reqular,
e it holds
Ny (') < Calt (K

ti+Lr; ’
/ / Ip(1,b) -n| " < (1+ a)Cye' L (K).  (6.10)
Lr; JOBE (z;—b(ti,xi)(t—t;))

ProOF. By Lemma 6.12 for every point of Kﬁ’el, r’ <7 we can find cylinders Cylz’f
which are proper sets with 7//2 < r < 7’ and by (6.8a) their intersection with 9 is
equivalent to balls (by the assumption L > 2a? ) so that by Besicovitch Theorem [AFP0O0,

7’17

Theorem 2.17] we can take a covering {Cyl,", }fv | satisfying

- < > Z%d (CyloE noQ) < Cart (K7,

with Cy constant depending only on the dimension. The constant L% is a consequence of
(6.8a). The other claim follows from (6.9), because of the triangle inequality

t;+Lr;
/ / p|(1,b) -n|
—Lr; JOBZ (x—b(t;,x;)(t—t;))

tr‘!‘L"‘z
/ / plr,@)[b(r,x) = blts,x)| A (da)dr
ti—Lr; aB‘?, x—b(t;,x;)(t—1;))

t;+Lr;
/ / (7, 2)b(r, ) — plts, 2:)b(t, 2)| A (de)dr
8Bd (z—b(ti,z:)(t—t:))

—Lr;
ti+Lr;
+ |b(ti, x;) | / ‘p(t x) — p(ti, ;)| A (dx)dT
—Lr; aBd (z—b(t;,xi)(t—t;))
( +Oé) / d 0

We thus obtain the main result of this section.

THEOREM 6.15 (Perturbation of proper sets). For everye > 0 there exists a proper
set ¢ such that

(1) Q@ C QF C Q+ BILY0);
(2) if

00§ = {(t, x) € 00° :n = (1,0) in a neigborhood of (t,:):)},
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Figure 2. Perturbation of the proper set () constructed in Theorem 6.15.

then 08 is made of Lebesgue points of p(1,b) and

]/ prt = [ pl(1,0) mt ] < 5
o0s o9

(3) if
005 = {(t,x) € 00 :n = (—1,0) in a neigborhood of (t,x)},
then 0825 is made of Lebesgue points of p(1,b) and

\Aggp%d—égp[<1,b>-n1%d

<e.

Additionally to the fact that proper sets can be perturbed, the advantage of the per-
turbations considered here is that essentially all inflow and outflow of p(1,d) are occurring
on open sets which are contained in countably many time-flat hyperplanes (see Figure
2). Due to the special form of the vector field, many computations occurring in the next

sections are greatly simplified.

PROOF. First we find a compact set K¢/7 such that Properties (1), (2) of the statement
of Lemma 6.10 hold for £/7. By inner regularity of the measure .#%, we can further find
two disjoint compact sets K</6% such that K¢/6 := K¢/6+ U K¢/6:~ satisfies again Lemma

6.10 but
(1,b) 0L ge6.£2 0.
Choose &’ such that
(1 + @)Cye’ (2a)2%4(00) <

Wl ™
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We apply Lemma 6.13 in order to obtain a a compact set Kﬁ/ 6.¢ C K/6 such that
d g
 pl(1,b) -n o < .
o0\ K=/ %° 3
Next, by Proposition 6.14 with
,  dist(Ke/6F K6

h that Q4+ BHL N\ Q) < = 11
M ey Suchthat (24 BLT(0)\ Q) < 5, (6.11)

we conclude that there exists a covering of Kg/ 6" With finitely many &’-proper regular
. 2 /
cylinders {Cyl}"2* }Z]-V:ﬁ, with 7//2 < r; < r/ such that (6.10) holds. By the choice (6.11)

ti,zi
e/6,e’

it follows that the coverings of K%/6+n K,E/G’EI and of K¥/6— N K

e are disjoint.
Define

tzyxz

0 = Qu Joyly 2.

By Proposition 6.8 and Corollary 6.9 the set Q¢ is proper and Point (1) is clearly satisfied.
To prove Point (2), partition the boundary of Q¢ \ €2 as

0\ Q) = [895 N U {(tZ +20°Lri,y) : |y — 2 — 20°b(t;, 2;)| < n}}

(tiﬂri)EKS/G’Jr

U [895 N U {(tZ —2a%Lry,y) ’y — z; 4 2a°b(t;, xl)’ < n}}

(ti,xi)ng/Gv—

U {asm U cylg‘;jf] U [89 n U cylggjﬂ U Sy

(tiws)EKE/6+ (ti,x;)€KE/6:—
=51 USUS; US; USy.
(6.12)

The set Sy satisfies
. 2
Sy c ooy = {(ﬂy) DT —ti] < 207, |y — @i — bt 2) (T — t)| = 7"2‘},
i i
so that from (6.10)

(6.13)

[ plb) et < (1 )G L o) <
Sy

by the choice of ¢'.

The balance of the equation divy ;(p(1,b)) = p for the covering of Kﬁ/G’al NK/+ and
the continuity property (6.11) give

/glp%d—/g+p[<1,b>-n}%d

3

2e
< [ Al nlet @ @) < 5
4

and, from the properties of Ki/ 6e , we eventually get

e
< pl(1,b) -n| % < .
/ag\Kj/G’f 3

This concludes the proof of Point (2) because S1 C 95. The proof of Property (3) is
similar and it is omitted. ]

\/S; o6 mt— [ pl(1,6) m*
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6.2. Flow traces

We now turn our attention to study how, using Lagrangian representations, it is possi-
ble to represent the normal trace over a generic closed set of a measure-divergence vector
field B = p(1,b) € Li (R4 RITY) as a (possibly non-absolutely convergent) sum of
signed measures. In the case of a compact set Q C R¥! with Lipschitz boundary and
when b enjoys for instance BV bounds (or even BD, as shown in [ACMO5]) and p is
bounded, the series turns out to be strongly convergent and thus gives back the usual
definition of trace as a measure (absolutely continuous w.r.t /% 0Q) as recalled in the
Preliminaries (see Section IV). For general measure-divergence vector fields, the same con-
clusion can be obtained when the set € is p(1, b)-proper, and it will be addressed in the
next section.

We start by recalling some well known definitions.

6.2.1. Definition of normal traces. Let Q C R%*! be an open set and let B: Q —
R be a locally integrable vector field with measure divergence, i.e.

B e LL (R™LRHMY), divy, B € 4R,

DEFINITION 6.16. The inner normal trace of B over 0 is the distribution denoted
by Tr'"(B, ) - n and defined by

(T(B.9) m,0) = [ wit.o) (v B)dtdo) + [ B-Viuita) 2 (ot do

for every compactly supported smooth test function ¢ € C°(R41). Similarly, we define
the outer normal trace by

Tr(B,Q) -n = — T (B,R¥*1\ clos Q) - n.
Notice that

<Trout(B,Q) ) n7w> _ <Trin(B,Q) . n’w> = / Y (div B) —I—/ B- V@Dﬂdﬁ-l.
o0 g

Q
In particular they coincide if 9Q is negligible w.r.t. both .Z%*! and div B.

REMARK 6.17. We explicitly want to remark that in general n is not well defined,
without further assumptions on the set 2: we use it only to keep the notation similar to
the smooth case, where the value of B on 0 is defined. Later on we will show that, in
the case of a proper set, n coincides with the unit outer normal, and Tr™°"(p(1,b), Q)
will be the Lebesgue value of the vector field on 92, both defined J#%-a.e.. [

6.2.2. The non smooth setting. In the case where the domain () has Lipschitz
boundary, b € L'(R*; BDj(R%)) and p € L>, we have seen in Section IV that there are
well known results that allows to characterize the trace.

We now drop the assumption that €2 has a regular boundary and we assume only that
div B is a measure. We are going to prove (using Lagrangian representations) that the
traces Tr™ (B, €2) - n can be represented by a countable sum of Radon measures.

The case of one hitting time. To begin with, let us consider a simplified setting, i.e.
assume that |[4|(0€2) = 0 and that there exists a well defined map

T : I'DD(T) — I x 00
8l = T() = (8, 7(t))

such that y(t,) the unique point along the trajectory belonging to 9Q2 with (for the ori-
entation)

(6.14)

(Ly)([t5,ty)) € Q, (H,'y)((ty,ti]) € [0, 7] x R\ clos Q.
We assume moreover that a Lagrangian representation 7 is concentrated on D(T). In this
case, we can prove the following
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PROPOSITION 6.18. The distributions Tr'™(B,Q)-n and Tr°"(B,Q) -n are induced by
a measure, i.e.

Tr(B,Q) -n=Tr""(B,Q) -n =Ty,
where T is the map defined in (6.14).

PROOF. By a direct computation, for any test function ¢ € C°((0,T) x R?) it holds
(T (B,K) - n,v) = / ¥ divB+/ B - Vi L1
Q Q
= [ dipb) + [ plLb) Vot
Q Q
t'Y
= [ vyt + [ | [ b)) Tt @) nen)

- /w(ty,fy(tw)) n(d),

where we have used that n is a Lagrangian representation of p(1, b). O

The general case: multiple hitting times. In the general case consider the open set

O:={(t,7):yel(t~(t) eQ} CRxT.

and decompose it as

0= J {lt—til <ri} x {Iv = llee <75} = | Br.(t) x By, (7)-

7]€N IJEN

For v € By, (v;) let (t%f, t%jL) be the connected component of (I,v)~!(Q) such that

, +
ti € (5,41,
It is elementary to show that tffr is Ls.c. and tfy’ is u.s.c. on By, (v;). We thus conclude
that

LEMMA 6.19. There exists countably many Borel functions
Di>y ety it
such that
(L)1) = (¢, t5%) u( U th 1),
where the first two intervals may be empty.

PROOF. The only additional step is to relabel the intervals of (I,~)~*(2) which con-

tains the initial time ¢ and the final time ti’ as t;r ’O, ty ’O, respectively. By the topology

of T this relabeling is still Borel. O

Trivially it holds for any test function ¢ € C*°
d _ -
S O = [P0 05 7(0)]
+ [ D) - 0015 )]
> (W () =t (7)),
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where the sum converges (as it is written) due to the estimate

‘w(t2+,’y(tf;+)) - w(t?‘,v(ti_))‘ < HVt,waoo<(t2+ —5) () - y(tg—)\)
tht (6.15)
< IVeavle [, L+ ds

ty

It thus follows that
/B Vipth L +/ ¥ div B
0 Q

- / [/(H,W)l(ﬂ) %w(t’ 7®) dt] ()

+/[1/1(t777( N La(t, () — ot () 1o, v () | n(dy)
= [ w0 a0 - v S+ 3 [vie () = vl (6] i)

Thanks to (6.15), we can partition the last sum as
/Z DS A (E5T)) — (5 v (7)) n(dy)
= [ ) ot )] iy

:Z< (Tq" e = (Tg )yn. ).

where
Tg v = (5, A (t55)) € o0 (6.16)
We thus have obtained the following lemma.
LEMMA 6.20. The distributional trace of B = p(1,b) on 0Q can be represented as the

countable sum of measures supported on 02, namely

o)

T (p(1,0),Q) - n = > " (T ) — (T ),n (6.17)
=0

where the series converges in the sense of distributions.

Define now the restriction operators R:,, Rg as

RQY =i ity Rey = {Rov},, (6.18)
and the measures 17}'2 as
g = (Ro)g7- (6.19)
See Figure 3. It is clear that if
Pa(1,b) 2 = /(]Lv)ﬁ((ld) L) i (dv), (6.20)
then in Q2
b) =Y ro(1,b)
and

T (ph(1,), Q) = (T gy — (T gy = dive (pi(1,b)).
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Figure 3. Restriction operator Rq in the case € is a ball B2(t,x). The
curve 7 (depicted in black) is cut into the three red pieces which
make up Ro~y.

We remark that even if for n, the series in (6.17) reduces to a finite sum of measures, the
measure 1), is not in general a Lagrangian representation of pg (1, b), unless

(T e, L (Tg )ano-

Roughly speaking, cancellation effects may occur between the positive and negative
parts of the traces: thus, even if 176 are Lagrangian representations of pa(l, b)Lq, their
sum may not be a Lagrangian representation of p(1,b), as Point (3) of Definition 3.6 fails.
A quick sketch of an example of this behaviour is proposed in the following remark.

REMARK 6.21. One can construct a vector field b € L>(R?) supported in [—1,0] x
[0, 1]% with the following properties:

(1) it is divergence-free, smooth outside {z; = 1} and of the form (1,b(z1,2%)),
(z.2t) € R x R
(2) the flow X generated by the ODE
ax
dl’l

has the property that it can be extended by continuity to z; = 0 and it holds

- - 1
(X(0)):(L%0,1/2)x01)) = (X(0)5(LC1/2,1)%0,1)) = 5L 7L (0,1)2-
2

The above assumptions yields that there exists a solution to

:b(ﬁl,)?), X(ilﬂxJ—) :$L7

div, (p(1,b)) =0
which is w*-continuous in L*° w.r.t. x1; and such that
p(-1,z") = 1(1/2,1)><(0,1)($J_) - 1(0,1/2)x(0,1)(37L)a plz1 <0) € {~1,1}, p(a1 >0) =0.
An example of a construction can be found in [ACMO5, Example 3.8], see also [Dep03b].

Define now the vector field _
b(z1,2") = (pb)(a1,2),
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so that it is divergence free, and its trace on {z1 = 0} is 0. In particular p~ := Ty, <y is
a solution to divy(p(1,b)) = 0.

Let n~ be a Lagrangian representation for p~(1,b): due to the uniqueness of X, the
set of curves on which 7 is concentrated is the set of curves such that, if ¢, is the time
where v(t,) € {z1 = 0}, then

0 = XA+ @t—ty),2y77) t<t,
= X(1—(t—ty),—a") t>t,,

with x#’_ €(1/2,1) x (0,1), x## € (0,1/2) x (0,1). If now we extend the vector field b
to the region x; > 0 by symmetry

b(l‘la :L'l) = _b(—l'l, :L'L)v
then a Lagrangian representation 7 is obtained by gluing n~ with
77+ = Sﬁn_a

where S(7y) is the symmetric curve w.r.t. {z; = 0},

S(7)(t) = (=, ().

Now we can construct a new Lagrangian representation 7’ for the extended (1,b) by
piecing together the curves v and S(+y) in order to let both cross the surface: more precisely,
defining the maps

_ L— > B 1,-
)7((1+(t—t7),xn)+ E<ty L Gy()= XA+ (t—ty),a37) L. t <ty
X(1=(t—ty),—z3") t>t,

e B 1,— v vl B 1,—
X1+t tw),va)Jr t<t, s Ga()= (=X, XN+t —ty),277) t<ty
X(1—(t—ty),—ay") t>t,

the Lagrangian representation is now given by

n = (G1)m~ + (G2)sn .

A simple computation yields for " it holds
0, 0,—
(T{x—t<0})ﬁn/ = (T{;p1<0})ﬁn/ = HUIH,

while being Tr'™(b, {z1 < 0}) -n = 0 both terms should be 0. A small variation of the
above example (i.e. letting the curves cross the surface several times) shows also that the
sum (6.17) is diverging in the general case. o

6.2.3. Bounded variation vector fields. Let us conclude this section considering
a relevant case, namely when we improve the regularity of b w.r.t. the space variable
(we will assume it enjoys BV-BD bounds): within this setting, the restriction operator
R preserves the property of being a Lagrangian representation, for every Lipschitz set
Q C R The general case of a vector field p(1,b) € LL (R?*1) and a p(1, b)-proper set
will then be addressed in Section 6.3.

Let Q € R**! be an open set with a Lipschitz boundary 99 and let n be the outer
normal defined .7#%_g-a.e.. Consider a vector field b € L'(R; BDj,.(R%)) and p € L>®(R* x
R9) be a non-negative solution to div . (p(1,b)) = p and let i be an associated Lagrangian
representation. Building on the Chain Rule Formula for traces (see Theorem XII and more
precisely Proposition XIII), we show that the restriction of a Lagrangian representation
in the sense of (6.18) is a Lagrangian representation of the vector field p(1,b).2% q.
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PROPOSITION 6.22. Let b € L'(R; BDj,(R?)), p € L®(RT xRY) so that div(p(1,b)) =
p € A#RY xRY). Then for any Q C R4 Lipschitz, the measure

(Ro)zn := Zn& = Z(Rl@)un

is a Lagrangian representation of p(1, )L q

PROOF. Let p}, be defined as in (6.20); in particular, the distribution Tr'™(p (1, b), Q2)-

n is now representable as sum of two Radon measures (T " i)ﬂng, being TQi defined as in
(6.16). By applying now Proposition XIII with v := (1,b), V := p(1,b) and S(-) :=| - |,
we deduce that

Tr™ (pH(1,0),09) -n = Tr'" (|p4|(1,b),09) - n
_ Trin (pQ( ,b),09) - n
Tr ((1,0),09) - n

because py, > 0. Tt thus follows that Tr™(pk, (1, b), 9Q2)-n has the same sign of Tr'"((1, b), 9Q)-

n, which means that (TQ )WQ are orthogonal.
Hence there exists two disjoint Borel sets A* such that for all i € N

Trin;t (pZQ(la b)? 89) ‘n = ((T?zi)tmfz)'—/xi;
where A* are determined by

Tr™E ((1,b),09) -n = Tr™ ((1,b),09) - n_ 4=,

Trin ((1,0),09) -n

up to Tr%((1, b), Q) - n-negligible sets. Here the apex & means the positive/negative part
of the trace. A
Furthermore, repeating the argument for a finite sum of 7, it follows

N .
> ra<p,
7

and
N

N
D T (p(1,0),09) n=> " Tr™ (phy(1,b),09) - n =
N
— (ST (01.0.0) n )

— (Trin (ipgz(Lb),Q) -n)LAi

_ Trin,:t Zpﬂ )
S Trin,ﬂ: (p )

where we have used the monotonicity of the trace (consequence of Theorem XII). It follows
that

DT (p(1,),9) -n = T™* (p(1,5),2) - n < +oo,

where the equality follows from the weak convergence of the sum to the trace. ]
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6.3. Restriction operator R and proper sets

We now show that for generic vector fields p(1,b) € L1 (R41), if Q is a p(1, b)-proper

loc
set, then the reduction operator Rq introduced in Proposition 6.22, namely

(Ra)gn == Y (RO,

7

generates a Lagrangian representation of p(1, )21 Q. The idea of the proof is to show
that there are two disjoint sets where n-a.e. curve + is only entering or exiting, as we have
done in the BD case in the proof of Proposition 6.22. We conclude this section with some
useful properties of the operator Rg for proper sets.

We begin with the following elementary lemma.

LEMMA 6.23. For every Lipschitz function 0 < <1 it holds
n({7 s Graphy 0 {w =1} £ 6, Graphy 0 {¥ = 0} £0}) < /p|<1,b> VYl
PROOF. Setting
A= {fy : Graphy N {¢ = 1} # 0, Graphy N {¢ =0} # @},
one has for v € A

tt

/7 |(1,b) - V| dt = Tot.Var.gh(y) > 1,
t

~

so that
n(A) < / Tot.Var. (1 o v) n(dy) < /p}(1, b) - V| L4
A
which concludes the proof. ]

Applying Lemma 6.23 to a proper set Q with the functions ¢** and passing to the
limit as § — 0 we obtain the following

PROPOSITION 6.24. It holds
77({7 : Graphy N clos Q # 0, Graphy N R\ clos Q # (Z)}) < / p|(1,b) - n| 2
o0
and

77({7 : Graphy N Q # (), Graphy N R4\ Q #£ @}) < / p‘(l, b) - n‘ 9. (6.21)
o0

In particular, for every proper set €2 we deduce that

n({fy : Graphy N 0Q # 0, Graphy ¢ 8(2})
< n({’y : Graphy N Q # 0, Graphy N R\ Q # @})
+ n({'y : Graph~ N closQ # 0, Graphy N R4 \ clos ) # @})

< 2/ p|(1,b) - n‘jfd.
oN

At the end of this section Corollary 6.31 gives that the constant 2 can be replaced
with 1.
Let Q be a proper set and let Q¢ its perturbation constructed in Theorem 6.15: more-

(6.22)

over, if K,f’sl C 01 is the compact set constructed in Lemma 6.10, w.l.0.g. we can assume

that p(1,b)L e is continuous. Recall the decomposition

A\ Q) =51 USUST US; US,
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given in (6.12), where S1, Sy are subset of finitely many hyperplanes {¢t = const}, and Sy
is a subset of the lateral faces of the cylinders given by Proposition 6.14.
Applying (6.22) to the lateral boundary of a cylinder

alCYlm’MQ = {(Svy) Dls =t < 20, |y — i — b(ti, ;) (s — )| = 7‘@'},

iz
and considering the trajectories restricted to

JL= [, 850 [t — 2077, t + 2077

we obtain
n({v : Graphy N BleIZ,’E?Q # (), Graphy N (ny x R%) ¢ E)leIZﬁ?Z })
< n({fy : Graph *yLJ%ﬂCyl;;i?Z # ), Graph '-)/LJ%m(Rd—i_l \ Cylgﬁfz) £ @})
+ n({7 : Graph i clos Cylg,’i062 # (), Graph 'yLJ%-ﬂ(RdH \ clos CylZ”if) # ) })

< 2/ 1.2 P|(1,b) - |2,
QCyl:i’ *

1%

(6.23)
Then we can prove the following.
LEMMA 6.25. It holds
n({v:GraphyN Sy #0}) <2(1+ 20))Cye’ L4 (09).

Proor. We observe that

{r:Graphyn Sy, #0} C U {7 : Graph g C 8le1§?§,’§?2}

(2

U {7 : Graph i ﬂ@leIZﬁ?Q # (), Graph ’YLJ%Q(RdJrI \alelZﬁf‘Q) # @}

The curves in the first set are curves are the ones which lie on the lateral boundaries 2of a
cylinder for a positive set of times: thus they have n measure 0 because .Z%+! (Blelgv’if‘ ) =
0 for every i € N. For the other set, the computation leading to (6.13) yields

n(U {~ : Graph i ﬂ@leIZﬁf # (), Graph m_J%ﬂRdH \8lel§Z”§io‘2 # @})
i
< 2(1 4 2a)Cye' LA (092),
where we have used (6.23). O
We now estimate the flux across the region 99\ K2° .
LEMMA 6.26. It holds for ¢’ < 1

n({y: Graphy N (9Q\ K5°)}) < 5e.
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PROOF. As before we observe that

{ : Graphy N <aQ\Uc e > # @}

{ : Graphy C 09\ U Cylr“m }
U {'y : Graphy N Sy # @}

Yy { : Graph~y N &0\ U Cy 1”72“ : Tot.Var.(¢? T o)

y
neN

U U { : Graphy N 90\ U Cylr“%‘ Tot.Var.(¢* "~ 07) 1},
neN

v

v

where the functions ¢? ** have been introduced in (6.1).
For the first term, as in the proof of the previous lemma, we have that (having all
curves in I" a positive length)

77<{’y v C BQ\UCyl”’ZO‘ }> :77({7 :int <( <8Q\UCyI”’2a >) # @}) =

For the second term, by Lemma 6.25, we infer
{~: Graphy NSy # 0} < 2(1 + 2a)Cee’ LA (09).

Finally, to settle the last terms we argue as in Proposition 6.8: using condition (6.8b)
and the fact that

|p(1,6) - (Vo )| L7 = |p(1,b) - n| % g0,
we deduce that

p(1,b) - (Vg ") |24 <Rd+1\Ucylyﬁ?‘2> —>/ , \p(1,b)-n|jfﬂm.
- iyl Rd+1\U C l” 20

Now we have

/ ) ’p(l,b) -n‘%dl_agﬁ / , p(l,b)-n‘%dLaQ< 2¢.
RA+1\UJ; Cyly? 2 OO\KE*
Summing up, and using for the last term Lemma 6.23, we get
n ({’y : Graphy N (89 \ U Cyl;"”zf‘?) })

< n({y:GraphyN Sy #0})

+ Z 77({7 : Graphy N ((9(2 \ U Cyl:f:if;) : Tot.Var.(¢? "F oy) > 1})

neN
+ Z 77({ : Graphy N <8Q \ U Cy 1”’20‘ > : Tot.Var.(qun’_ 0y) > 1}>
neN
2(1 4 2a)Cye’ L4 (00) + 2/ |p(1,B) - [ 0
OO\ K5

< 2(1 4 20)Cye' LEA(O0) + 4e.
Choosing now &’ < 1 we obtain that

77<{ : Graphy N <3Q\UC 1”’2” ) # @}) < 5e.
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Being a covering of K?El we conclude that the statement holds. O
With the same tools we have also the following result.

LEMMA 6.27. It holds

Zn({'y 3, |s| < a’ry ( (t) € 022N Cyl“’m A [y(t+ s) = (t) — b(ts, 2i)s| > 47’1-) })
< (14 a)Cye' (20)*24(09).

PrOOF. By (half of) (6.21) we have

n({ : Graphye;3n0Q N Cyly 2" 2 0, Graph e ¢ Cylfjﬁf‘Q}) < / L 0|(1,b) - |2
Y ) 5C lri,2a
Now, observe that
{7361 < a?ri(3(t) € 2N Y2 A ot +5) = (1) = b(ts, w)s| = 2r:) }
75,202 7,02
{ : Graph i NoQN Cyly/ ™" # 0, Graph 'yl_J%',CZ Cyli/ 2, }

Summing over i we get

Zn({ : Graphy N 9Q N Cyl;":* 20" #0:3|s| < ®ri(|y(t+ s) — v(t) — b(ti, 2)s| > 2r;) })

<X [ bl o < (L4 )Cu (20092,
8Cy1
because of (6.10). O

From Lemma 6.27 we can prove the following weak differentiability of the curves:

COROLLARY 6.28. For all o > 0 it holds
’ t —~(t 8
limn<{7 L (t) € Ki°, it s) =) b(trv(t))‘ > 2}) =0.
s—0 «

s
PROOF. By Lemma 6.13, we can assume that s < 7, and that there are regular cylin-

ders in all points of K; " With radius r such that 0‘2’" < s < o?r. Then, using these

cylinders for the covering {Cyl”’%‘ 3 of Kp ' we deduce that

{7: V(t) c K;,s” 7(t+3) _’Y(t)

- blt)] > )

s
is a subset of

Ns

U 2. (1) € 00N Cyli2,

= [y(t+s) —y(t) — b(ti,:pi)s’ > 4r;
Applying Lemma 6.27 and then letting ¢ — 0 the proof is concluded. (Il

We now present the following proposition which plays the role of the first part of the
proof of Proposition 6.22. Recall the definition of the measures

o = Ra)m,  pi(1,b) L = / (L) (1, 4)27) (),
given in (6.19), (6.20).
PROPOSITION 6.29. If TQ are the operators defined in (6.16), then it holds

(Te )i, < p[(1,0) - m)]* Ao
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PROOF. First of all observe that the results obtained in this section so far holds also
for ng,: indeed all proofs depend only on the quantity p|(1,d) - n|, which is monotone in p.

By Lemma 6.26 it is enough to prove the statement in K?El, and assume that the
interval of definition of 4 has length at least 27. Hence for r; < 7/a?, up to a set of

trajectories of n-measure of the order of ¢ obtained by Lemma 6.25 when applied to

. / 2
R4\ clos €, all trajectories of n4, starting from K N Cyl;ﬁa exit the cylinder by

crossing one of the flat bases. In particular we deduce that up to O(e + ¢’) trajectories,

(T5)4mé, is concentrated on K2 n{(1,b)-n = 0}. Hence (T5)47é, are orthogonal. Since
it holds

0 S/pi(\(l,b)-vt,x¢5"! - (1,b)'vt7x¢5v—) i+l
S/p(‘(lvb)'vt,xfba" - (l,b)-Vt7x¢57*> R 7ans

using the weak convergence of p(1,b) - V; ¢~ and p|(1,b) - V; ¢ | together with the
fact p; < p we obtain the statement. O

In particular the behavior (entering/exiting) of trajectories which cross € does not
depend on the particular characteristic, but only on the sign of (1,b) - n. It follows from
the trace analysis that the same property of BD vector fields (see proof of Proposition
6.22) holds also for proper sets.

THEOREM 6.30. If ) is a proper set, the restriction operator Rg maps a Lagrangian
representation of p(1,b) to a Lagrangian representation of p(1,b)Lq.

ProOF. Using Proposition 6.29 we can define the sets
A ={(t,z) €9Q: (1,b) -n(t,z) = 0}.
Now it is sufficient to repeat the proof of Proposition 6.22. O

COROLLARY 6.31. A Lagrangian representation n of p(1,b).2% " is concentrated on
the set

N N
U {7 (L~ U 5 ,t’f“ ]I'y) (clos Q) U i ,t§+ wzthtl+<tl+1 }

NeN

Moreover, if n° is a Lagrangian representation of p(1,b)L4 g, then
lim 776({7 - (I,7)~Y(€) is not an interval}) =0.
e—0

PROOF. For the first part of the statement, observe that by the absolute convergence
of the series Z(Tgi)tm it follows that 1 is concentrated on the set

U {r: @ = an)

NeN i=1

On the other hand, since the set of curves which lie on 9€) for a positive amount of time
is negligible, it follows that

C =

(I,7)"L(clos Q) = [tﬁy_,tﬁﬁ]

=1

for n-a.e. curve such that (I,7)"%(Q) is made of finitely many open intervals. Finally, by

—tl+’

Corollary 6.28 the set of curves which have 1t7 is negligible.
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The second part of the statement follows by observing that if a curve v is such that

Graph~y € Qf and (I,7) () is not an interval, then up to a measure of order &’ it must

. 2
re-enter in  (re-exit from ) in the same cylinder Cyl;ljf‘ where it just exited (entered).

By Proposition 6.29, this is controlled by the entering (exiting) flow in a neighborhood of
K:° Nn{(1,b) > 0}, this can be made arbitrarily small as ¢ — 0. O

To end this section we present the following

PROPOSITION 6.32. Let Q C R be a proper set and N C I' a Borel set. It holds
n({’y :3i s.t. Ry = T i) € N}) < (Ra)yn(N).
PROOF. Let N be the set given by
N = {(y,i) €I xN:Ryy = (e i) € N},

which is a Borel set because the map R, is Borel (see Lemma 6.19). Let

T (N) 27— i(y)

be a Borel selection which exists because N is countable union of Borel graphs. We
estimate by using the definition of R

(Ra)gn(N) = >_(Rh)sn(N)
=D _(R)n({y i) = 7))
= a({y:i(v) =34}
J

=n(w 1(N ))- O
Together with Corollary 6.31 we deduce
COROLLARY 6.33. For all N C I' is holds
;i\né(RQE)W({y : 3i s.t. Ry € N}) = (Ro)gn(N). (6.24)
PROOF. Just observe that the equality in (6.24) above holds when (I,v)~}(Q) is a
single interval, and apply Corollary 6.31. g






CHAPTER 7

Cylinders of approximate flow and untangling of trajectories

ABSTRACT. This chapter contains the core of our strategy to prove Bressan’s Conjecture.
Building on the localization method developed in Chapter 6, we give a local condi-
tion on the vector field p(1,b) in order to have that the representation 1 is untangled:
this means that there exists a partition of the space-time R* x R? made up of disjoint
trajectories such that n-a.e. v is a subset of these curves.
The condition we give is quite general and is presented in Section 7.1: it can be resumed
by saying that we control the measure of trajectories entering and exiting from arbitrarily
small cylinders (that we call cylinders of approzimate flow) around n-a.e. trajectory v in
terms of the Z?-measure of their base. This yields a control of the amount of trajectories
which bifurcate in the future or in the past from a given trajectory, and it can be nicely
expressed in terms of transference plans.
By means of a duality result (borrowed from Optimal Transportation Theory), we show
that a control on the flow across the boundary of these cylinders yields an estimate of
the amount of trajectories which have a common point but are not subsets of a unique
trajectory. This leads, in Section 7.2, to the introduction of the untangling functional,
which measures the minimal amount of trajectories one has to remove in order to obtain
a disjoint set of trajectories such that n-a.e. 7y is a subset of these. This functional turns
out to be subadditive, allowing a natural condition in order to extend a local estimate
to a global one.
The last part of the chapter, namely Section 7.3, shows that in the case of untangling,
the structure of the representation allows the complete description of the disintegration
of the PDE, in particular the computation of the chain rule.

Consider a proper set Q@ C RI! and let QF be the pertubed set constructed in
Theorem 6.15. For convenience, in the first part of this chapter we will drop the index e
and refer to €2° directly as . Furthermore, n will denote a Lagrangian representation of
div(p(1,b)) = p in  (which can be taken as the restriction of a Lagrangian representation
in R™1 in view of Theorem 6.30).

Recall that the set S; is defined in (6.12), so that essentially all inflow and out-
flow of p(1,b) are occurring on open sets which are contained in finitely many time-flat
hyperplanes {t = ¢;}. We can assume without loss of generality that p:(S1) C {{t =
t;} is locally proper}. Define now

77m = /,S’ n}znp(z) '%pd(dz) = T-{GraphyNS1#£0}
1
according to Remark 3.7.

7.1. Cylinders of approximate flow and transference plans

We consider the following assumption.

ASSUMPTION 7.1. There are constants M,zo > 0 and a family of functions
{¢€}g>oﬁer such that:
(1) for every v € I',¢ € R, the function gbgz [t5,tF] x R? — [0,1] is Lipschitz;
(2) for t € [t7,t3], z € R

Ly+B,(0) (%) < 5 (t,2) < L4 pa (0) ()3

121
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z:cbf;

Figure 1. A cylinder of approximate flow (;Sf;.

(3) it holds

/{awgl(t;))/tti [/p(t)‘(lvb)'wﬁ(ﬂ\fﬂ dt} n(dy) <w,  (7.1)

~
where

o(f(t)) = / £t 2)p(t, ) 2%(dx), (7.2)

for every t € p1(Sh).

From now onwards we will often refer to the family of functions {qﬁf;} ¢>0~er as cylinders
of approximate flow: indeed, if v is a characteristic of the vector field b, the function gbg
can be thought as generalized, smoothed cylinder centered at 7 (see Fig. 1). In particular,
Point (3) is saying that the flow through the “lateral boundary of the cylinder” is controlled
by the quantity w.

Introduce the set

W =WiuUuWyCIl xI’
where W is the open set
Wi == {(v,7) : Graph~y N Graphy' = 0},

while W5 is the closed set

Wy := {(’y, 7') : Graph v N Graphv’ = Graph (r}/l—[max{t;,t;,},min{tj,' + }]) }

7t,yl

Thus the set W is a Borel set (we recall that Graph~ is the set of points (¢,7(t)) for ¢ in
the closed interval [t7, ], see (3.16)).

PROPOSITION 7.2. Under Assumption 7.1, it holds

/ N @ (I \ Wa)p(z) HUdz2) < w.

St

PROOF. We split the proof in several steps.
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Step 1. For fixed ¢ > 0 and « € I" we introduce the following set
Eﬁ = {'y’ : Graph'yll_[t;ﬁ]gz supp gbfy} cr

and consider the functional
b= [ B(ED ) AN,
Sin{t=t5}

This functional computes the weighted amount of curves +/ starting inside supp (bf; NSy
and exiting from the cylinder.
Noticing that
¢ ¢ - - ¢
Tot.Var.(gZ),y o ’}/I_[t; ,tj{}) > qbv(z') when 7'(757 = tv’) = 2/, Graph 'y’l_[tw_ﬁ]g supp ¢-,
we have

V4 _ in O\ 16 (1 ! d /
W) = [ (e el )

/ () ™ ()
{y/:t5 =t ,,Graphﬁ/ s t+ ,.Q_SHPPNP ,¢§y(7'(t7/))>0}

S / Tot.Var.(qSé o ’Y/\— =t ) nin(dr}/)
sty =0, Graph /v, 1y Esupp 65,65 (' (£,)) >0} T A

< /Tot.Var. (gbg o VII_[t;ﬁ}) 77(d7,)
o

< [T ][ sl o Vis 0] 2] ai

~y

so that using Point (3), we deduce

1 ‘
—— =00 () 0" (dy) < w
/F a(¢h(ty)) "
Step 2. Consider now a sequence ¢; — 0 such that
. ¢
¢ >yt (7.3)
Due to Point (2), Assumption 7.1 this can be achieved if
/.
Ei-‘rl S Miév
because with this choice
supp @5 (1) C (1) + Biy,,, CA(t) + By jy C {6 (1) =1}, (7.4)
Step 3. Thanks to the choice of the sequence ¢; in Step 2, we can estimate for j < ¢

1 45 .
w2 — J't in g
=z / U(Qs,l;](t;)) exi (’7)77 ( ’7)
) / m{ /s {t=t7} P (BY)6 ()(2) %d(dz')} 0™ (dv)
o vy Y 1N t:t’y

0 Z; 1 in (gt L Nl d( s in .
Bz [ [ TS ) e

Now, for fixed i, we pass to the limit as j — 400 and we observe that

1 / - . . )
T n, ¢ (2)p(z) H(dz) = - weakly
o(85 (85)) Jsing=izy 1)
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in duality w.r.t. continuous, bounded functions for n'™-a.e. 7. This follows from the fact
that p%-a.e. 2/ € Sy is a Lebesgue point for the map 2’ — n,; and the set of  starting
in a negligible set in S; is 7™ negligible. Notice that for every i € N the set Egi is open,
so that thanks to the l.s.c. of the weak convergence on open sets, we have
nirzt,) (Ef’) < lim inf El/ (ﬁfyj (2" ). (E:!;i)p(z’) HYd).
"t 5% (65 (7)) Jsinte=r)

Step 4. Using Fatou’s Lemma, we conclude that

=z tmint [ {[ s IR i PO A ) o) )

j—o0 (bgj
-, {/ fimint M { / o B B c%”d(dz)} nz,@h)}p(z/) e
! o(@y (ty)) Lsupp ¢y (5

- [ { [ ne®smatan o) a2

= /S N @0 ({(v,7) 17 € BS ) p(2) #%(d7).

Observe now that when ¢ — co
{(v,7) 1+ € ES} 2 T°\Wh.

By the Monotone Convergence Theorem, we then conclude

/S N @ 0 (12 \ Wa)pl(2') A4 (d2)

=lim [ ny®@ns({(1,7):7 € Eﬁi})p(z’) HUdZ) < w,
i S,

which concludes the proof. O

To analyze the trajectories which are entering into the cylinder QSZ, we have to introduce
a new object. Let 7 € Adm(n™, 1) be an admissible plan between the measures '™ and 7:
this means that

(p)ym =™, (p2)y7m = g2,
with 0 < g1, 92 < 1 are Borel functions. Observe that by disintegration we have

m= [ " (dy) = my M (dy) | p(z) 2% (dz),
/ [, L[ o)

with ||| = ¢1(7), and similarly for the disintegration w.r.t. the second marginal 7.
The following proposition is the analogue of Proposition 7.2 for the plan .

ProOPOSITION 7.3. Under Assumption 7.1, it holds

(") : 7//(75;,,) ¢ Graph~, . _ , )
/ i @ ni (dyd #Udz) < w.
/{/”w ({ (V'L[t;,q]ﬁ"wt%tﬂ) e\ w, ny @0y (dydy') ¢ p(z) #°%(dz) < @

Proor. We split the proof in several steps.
Step 1. For fixed £ > 0 and v € I" we introduce the following set

A= {(7/’7//) Lo, (7 (max{t5,, 451) = 00 (Vips sV s ) €17\ Wl}’ (7.6)
and consider the functional

Vnal) = [ | [ aan|sn) )
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This integral computes the weighted amount of curves 4" starting outside the cylinder ¢>€
and touching a curve 4" which starts inside the cylinder in the time interval [t7,¢1]. We
observe that for every (v/,7") € Ag it holds

Tot.Var.(gZ)f; o 'y’L[t;m) + Tot.Var.(qbg o 'y”L[t;’m) > qbf/(z/), (7.7)

when +/ (t, =ty)= z'. Then we have, by integration,

V)= [ | [t s i)

/ o4 (7 (£5)) w(dr/ dn")
ALY )ity =t}

oL (Y () m(dy dy")| <
/Aém{(w'/):w=tw,,¢>€w(t psop =]

'Yl

so that, taking into account (7.7), we get

<
/Aﬁﬂ{(“f’w”

Tot.Var. ¢Z o'y/|_ _ o
)t =t 04(V(£))>0} | 107151

+ Tot.Var.(qbfy o ")///L[t;’tj{r])} W(d’/d7”>

- m /(AE)Tot.Var.(& o'Li— +1) N (dy)
/{7/:t’v:t7/7¢§;(7l(t,y/))>0} K K v [ty ty]

v e AL ts =t . .,
+/ Tyt 'Y_ J v Tot.Var. ¢ oY Lp— n d'y
{5 ¢4 (v (max{ty 1, }))=0} 7 ({ ¢€(7/(t7/)) >0 }) (&5 [t ,ti]) (dv")

< / o - Tot.\/'aa".(¢fY o "}//I_[t; ,tﬂ) 7™ (dy')
{vsty =t .05 (y' (,))>0}

+ / Tot.Var.(qﬁi o *y”L[t— t+]) n(dy")
{y": ¢’é(’7"(max{t~7vt;~})):0} o

< /Tot.\/'aur.(qﬁfY O’yll_[t;ﬁ]) n(dy")

~y

o
S/ [/p(t,x)’(l,b(t,x))-Vt,ngf;(t,x)‘gd(dx) dt.
t
Integrating in v and using Point (3), we deduce

1 12 in o
| sy P ) < = (7.9

Step 2. Consider now a sequence ¢; — 0 such that
. ‘
{¢ <a} c{¢y =0} (7.9)

for every ¢ < j. For instance, the same choice as in Step 2 of Proposition 7.2 is sufficient
for a = 1, thanks to (7.4).
Step 3. We now pass to the limit. By (7.8), we have

1 0. .
w > | —F—— P (V) 0" (d
_/U(¢§f(t7)) (v) 0™ (dv)
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where we recall the set Ag is defined in (7.6) as
A{Y = {(7/7 7//) : ¢{;(Py”(max{t;’7 t;})) = 07 (VIL[t;,t:YF]’Py”L[t;,t:YF]) (S FQ \ Wl}

To overcome the difficulty given by the fact that A,‘; is not open, we take into account
Step 2 and define the open set

A= {WVY") L0, (" (max{t5, 1)) < a5 (Vs Y s an) € F2\W1}'
Notice so that, thanks to the (7.4), Aéf’a C Af,j for i < j and hence

Jngl(t;)) /Sm{t:tv} [ / Ty (Aij)n?/‘(dv’)} 67 ()p(2) A#4dY)

1 T (ALY 0 (Y 65 () () 2% (d
0 Jomy L oD 620 %02

B U@ijl(t;)) /S1ﬂ{t:t7} { / [I(%fy/’&)} ni;’l(d’y/)}gﬁij(zl)ﬂ(zl) %”d(dz’),

F2 \ Wl (7) = {(7,77//) : (7/'—[,5;7,5#]77//'—[,5;,15%) € F2 \ Wl}

v

where

and
I(’}/, 7,,&) = 7“—F2\W1('y))’y’ ({’7,/ : ¢§}( (maX{t 15 7} < a’})
Step 4. Define for t1 < to the set

r \ Wi(ti, t2) = {(’Y/a')’//) : (’Y/L[tl,t2}77/,L[t1,t2]) er? \ Wl}
= {(7’,7") : Graph 'Ly, 4,)0 Graph /'Ly, 4,17 @},
and accordingly let
thtf (’Ylagi) (WLF2\W1 (t1, t2 ({’Y” : ¢e (max{t 15 'y} ) < a}).
Now p#%a.e. 2/ € S; is a Lebesgue point for the map
2 / (T ro\w (11.0))2] 12 (A,

w.r.t. the weak® topology, and hence, arguing as in Proposition 7.2, passing to the limit
in j and using the Ls.c. on open sets (i.e. {y": ¢¥ (7" (max{t_,,,t})) < a}) we deduce

[0t ey @)

. 1 . .
1 f to / gl 11/1 d /! j !/ / d d /
<tmint i [ L e | e )

for n'"-a.e. 7. .
Step 5. Take a partition of a set where '™ is concentrated into finitely many disjoint
sets {A}Cnn}f:[il so that

in {7€Ft o et <ty b <t <t 42 }
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and a set Aikrjo whose measure is arbitrarily small for £k — oco. Step 3 above gives

o> /F W}(t)) /S m{t:m{ / Iw,v/,e»n;;?(dv’)}%j(z’)p(z/) %dwz/)}nm(dv)

>Z o i o, L @870 0 v,
v (t5) 1Mit=t,

because I(v,7,4;) D Ii’i (v, ¢;) when v € A" . Using Fatou’s Lemma, we conclude that

Ny
liminf Y / { [ It&v’,&)n?(w)} 6% ()p(') %”d(dZ’)}ni“(dv)
J—+00 1 m Sin{t=t5} in
> [ it { [ i(w',em;‘?(dw} 6 () () %d(d%)}nin(m)
k A}cr:n It o Slm{t ty} tn
+ . .
33 [, Ju w',ei)n;@v)(dvﬁ] (),

[ / (o 4 )n;“(tw)(dv’)] 0" (dy). (7.10)

By taking ¢, increasing and t; decreasing for n'"-a.e. vy, when k — oo we have for
/
every =y

+
YL )L /(A ),
n

on a n-conegligible set, so that by passing to the limit in n we conclude by monotonicity

that
w2 [ | [0, | i,
r Y
Observe now that when i — +oco
{(v ") s 5 (" (max{t . 17 }) < a} A{(Y,7") st < 9" (max{t ,,t)})) ¢ Graphy})
= {(7 7'7 ) : tj, é t+7’7”( ”) ¢ Graphv})

because for n'"-a.e. v we have ’y( ~) € S1. By Monotone Convergence Theorem, we then
have

w2 [{ [ [rr (00 65 < 65,7650 ¢ Graph} 0 P2\ WAG) o ) )

> / { / [m,/({(’y’,’y”) 19" (t,) ¢ Graphy} N T2\ Wl('y))} 2 @ ni (dydy/ )}p(Z) A (dz),
(7.11)
which is what we wanted to prove taking into account the definition of I'*\ Wy(y). O

REMARK 7.4. In general Proposition 7.2 is sharp and it holds
7" @t (W) < (T2 \ W),
so that we cannot expect a control on the quantity «(I'? \ W). For example, consider
three curves 7,, v, and 7, starting at the same time (¢t = 0) such that

Ya =N Yes W F Ve

with weight a,b,c > 0 (see Figure 2). Then one has n'" ® n(I'2 \ W) = 2bc, while by
duality max7(I'? \ W) = 2min{b, c}. [ )
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Vb Ve

Ya

Figure 2. The discrete case described in Example 7.4: n = n'* = ad~, +
bo., + co,,., where a,b,c > 0 are positive real numbers. The
red and blue curves (resp. 7,7, are distinct but they have non
trivial intersection, which coincides with ~,, the green curve. It
is clear that 7' @ n'™(I'2 \ W) = bc + cb = 2bc. On the other
hand, if e.g. b < ¢, we can construct a plan which moves bd,, to
b, and bd,, to bd,, (leaving the remaining (c — b)d,, fixed) and
thus it holds 7(I'? \ W) = b+ b = 2b = 2min{b, c}.

REMARK 7.5. By inspection, one can observe that to deduce Propositions 7.2 and 7.3
one can relax Point 2 to the following;:

(2’) for n"-a.e. « there are two sequences of Lipschitz functions qbfj;', qbg"' such that
(a) (7.3) is satisfied by qbg" and

4 — ; L
¢~ (Graphvy) = 1, zliglo supp ¢/ = Graph~, (7.12)

(b) (7.9) is satisfied by ¢§i/ and

gﬁff’(Graph v) =1, z’h—I};o supp gzbf;i' = Graph~, (7.13)
(c) it holds
o) L o)
R oy 0 gy T

for all integrable functions f and n™-a.e. v, where o(-) is defined in (7.2).
On can further require that (7.3), (7.9) hold up to a set of trajectories which vanishes
when computing the limits (7.5), (7.10), and the same requirement for (7.12), (7.13).
Finally, in some cases it is easier to have replace gbg with the characteristic function of
an inner/outer proper set, replacing the integral of p|(1,b) - n| with the inner/outer trace
as follows.

ASSUMPTION 7.6 (Inner proper cylinders). There are constants M,z > 0 and a family
of sets {Qg}g>oﬁep such that:

(1) for every v € I',£ € RT, the set Qg C R¥*1 is p(1, b)-inner proper;
(2) for t € (t7,tF)

(1) + B (0) € Q: € 4(t) + By (0);
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(3) it holds
1 / J i
PN Tr (p(1,b),Q) A Laq 0™ (dy) < @, (7.14)
/ [U(HQQ(W)) te(ty,t3) ( ) Q
where o is given by (7.2).

The key observation is that being inner proper, up to an arbitrarily small quantity one can
replace (7.14) with (7.1) because of Condition (3) of Definition 6.5. The two definitions
are essentially equivalent because of Remark 6.3. The assumption in the case of outer
proper cylinders is analogous, and one can image also combinations of the two cases. &

7.1.1. Forward uniqueness. We now turn our attention to the set of crossing tra-
jectories, i.e. the trajectories which enter from S; and leave the domain €2: set

= {y:7(t7) € S1,7(t7) € 90}

and define accordingly the measures

cr . cro.__
n- = Turer, Ny = NzLrer.

REMARK 7.7. Notice that ||n'|| may be less than 1, hence it is not the standard

normalized disintegration of n° w.r.t. ps¢ dl_Sl. By projection, the corresponding density
pr > 0, defined by

Pt ) LT = (er)yn™
satisfies
div (p™(1,b)) = p" A s, —p™[(1,b) - n] "L pe.
Furthermore, for s#%a.e. z € 9 it holds

P (2) = InZ'l|p(2)-

We start by observing that if 'y(tj) € 0€), then one can replace the requirement
2
('YIL[t;,t;r]vVHL[t;,ti]) er“\wm
with
(v',7") € I\ W,
because in this case either 7/ # 7 or (v,~”) € I'*\ Wi: in particular (7.7) holds for all

(7',4") € I*\ W for £ < 1. By restricting the estimate in Proposition 7.3 to 7, we then
deduce the following.

COROLLARY 7.8. For any transport plan 7 € Adm(n<,n™™) it holds
({0 ") 4" (E) £ 4/ ()} N T2\ W) < . (7.15)

PROOF. Starting from (7.11), using the observation above and integrating, we obtain
w2 [{ [ [ sa ) ¢ Grapna} 0 r2\w) ], @) b
= [{ [ [t e £y e i @) bitan

- / {/ o ({07) 22 (15) #9/(15) ﬂF2\Wl)]n;%dv')}p(z)%d(dz)

=m({(Ys7") 7" () £/ (t5)} N T2\ W),
where we have used the observation that if 7, 7" start on 9 then the condition "(t_,) ¢
Graph ~y reduces to " () #(t5) = o (t,) = 2z by the domain of integration. O
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Our goal now is to estimate in a quantitative way how much " differs from a super-
position of Dirac masses. This will be achieved using two main ingredients: on the one
hand, we will use the estimates given by Proposition 7.2 and Proposition 7.3; on the other
hand we will get rid of the divergence p inside the domain Q (which is the quantity which
measures how many trajectories start or finish inside §2) playing with constants.

LEMMA 7.9. It holds
/S (p(2) — 57 () H#dz) < = (9).
1
PRrROOF. The balance of the divergence gives

| o) = @) ) = [ (1= o) %)
S S1

- /S na(D\ T)p(=) #4(d2) < 1™ (),

because the curves which enter in S but do not exit from (2 necessarily have the final
point () inside Q. O

Since clearly n° < o', by Proposition 7.2 we deduce the estimate

/ 0 @ (12 \ Wa)p(2) #4(dz) < . (7.16)

S1
Observe now that, when we restrict to I'°", the following equality holds:

(P \Wa = {(1.7) € (P 7 #7'}.

Thus, we can rewrite (7.16) as

/Sn§r®n§r({(%v) (L) 2 £ o/ V) ple) A (d2) < . (7.17)

To proceed further, we need the following elementary lemma.
LEMMA 7.10. For any finite, non negative measure m on a Polish space Y it holds
Im[|(lm]| — ma m({y}) <me@m{(y,y) : y #y'}).

In particular, for probability measures
L - maxm({y}) Sm@ m({(y,y") s y #y'}).

PROOF. Decompose

cont
m = m“"™ 4 g cnOy,,
n

mem{(y,y): y £y} =Iml> =D .

so that

Assume that
n—cpy

Zci < clzcn < cq||ml]|.
n n

is decreasing, and estimate

Hence

mem{(y,y): y#y'}) = Iml(Im] = c1),
with
] = maxcy,

which is the claim. OJ
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Combining Proposition 7.2 (which gives (7.17)) with Lemma 7.10, we deduce the
following proposition.

PRrROPOSITION 7.11. For any real constant C' > 1, we have the estimate

o p (2
[ = e (o) oz) ) < 0+ .
S1 -
ProOOF. Write for C' > 1
/ { Lo e () £ })} (2) #(d2)
sy Ullmgtll— limgtl
:[/ +/~ ]{7% ®@ns ({(v,y 7#7}}p ) A s, (d2)
o >p/C pF<p/C [l
<c [ {imen (P \ W) hote) s, (@) + [ )5, (d2)
cr>p/C p°r<p/C
p ()
C il
< w*%jy—uc
where in the last passage we have used Lemma 7.9. Now the conclusion follows directly
applying Lemma 7.10. U

From Proposition 7.11, we deduce that, up to a set of trajectories whose n-measure is
controlled, the measure " is essentially a superposition of Dirac deltas. More precisely,
we can find a family of crossing trajectories = C I’ such that

cryper \ = :U’_(Q)
n (I \_)<Cw+c_1

and
(17): =n L= medy, €1 (7.18)
This additional piece of information can be combined together with Proposition 7.2 in the

following way. .
Consider an admissible plan 7 € Adm(n=, 7). We have the following lemma.

LEMMA 7.12. Let
S:={(n7") :7(t5) =~'(t;)} < I,
i.e. the set of curves which start from the same point. Then

TLs(I2\Wh) < w. (7.19)

PROOF. By Disintegration Theorem (applied w.r.t. the map S > (v,7) = 7(t)), we
have

o= [ (es).ole) #7(dz),
S1
where (7Ls), € Adm(nZ,nit) for #%-a.e. z € S;. Being 5 the Dirac delta m.d,, in view
of (7.18), it follows that every transference plan in 7, € Adm(nZ, ") satisfies
To <0z @0 <t el
so that Proposition 7.2 directly implies the statement. O

By summing up the results in Lemma 7.12 and Corollary 7.8 we deduce the following
corollary.

COROLLARY 7.13. For any admissible transport plan © € Adm(n®,n™), it holds

p= ()
c—1’

T(I?\ W) < 2w + Cw +
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Proor. For any plan 7 we have
([P \W) = (2 x I)\W) +7((I'\ £) x )\ W)
<ST((EXD)\NW) + 07"\ 5)

—(Q
by (7.18) and Proposition 7.11 < 7((Z x I') \ W) + Cw + ‘é,l)
p ()
<2 C —
<Z2w+ Cw+ -1’
where in the last line we have use the fact that 7.z r€ Adm(n=, ') so that (7.15) and
(7.19) give the estimate. O
Notice that we can rephrase Corollary 7.13 by saying that
—(Q
sup T(I?\W) < 2w + Cw + o ) (7.20)

7T-GAdm(,,]cr’nin) C - 1

for all C > 1.
Invoking the deep duality results of [Kel84]| recalled in the preliminaries (Section V),
we can prove the following

THEOREM 7.14. There exist Borel sets N1 C I'", Ny C I'™ such that
p ()
cC—-1’

and for every (v,7') € (I'“ \ N1) x (I'™ \ N) either Graph~’ C Graph~y or Graph~y N
Graphy' = 0.

N (Ny) + '™ (Np) < 2w + Cw +

Equivalently we can say that
(" \ Ny) x (I'™\ Ny) ¢ W.

ProOF. Taking into account Theorem XV and Proposition XVI, we have that there
exist Borel sets N1, Ny such that

]]'Nl _I_ ]]-NQ Z ]]-(FCYXF)\W
and

_ (7.20) -(Q
n“(N1) +n"™(N2) = sup r(I*\W) < 2w+ Cw+ i ),
weAdm(ner pin) C-1

which is exactly the claim. n

Recall now that, so far, we have been working with 2 = Q¢ being 2 a proper set and
QFf D Q the perturbed set constructed in Proposition 6.14. In some sense, we now want
to pass to the limit the above estimates as € — 0.

Let Q C R be a proper set and 7 be a Lagrangian representation of p(1,b) £+,
Set

re@Q)={yerl: ’y(t,j;) € 90}, Q) = {y eI :~(t]) € 90}
Assume that Theorem 7.14 holds for a family of perturbations ¢ with constant .
THEOREM 7.15. There exist N1 C I'*(Q), No C I'™(Q) such that
p ()
Cc-1

(R (Vs) + ()™ (N) < jut {2 + O+

and for every (v,v') € (I'* \ N1) x (I'™\ Ny) either
Graph '7/|—clos nC Graph YiclosQ OT Graph Yiclos Q) Graph ’7"—(}105 Q= @
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PROOF. From Theorem 7.14 applied to every Q°, we obtain two sets N;™ and N3"
such that
p ()

(Raen )51 (NT") + (Raen g™ (N5™) < 2w + Cow + o1
and for every (v,7) € (I (Qn) \ Ni™) x (I'™(Q¢n) \ N5*) either
Graph ¥'Leies 0en € GraphyLeesosn or  Graphv/Lees 0en N Graph i clos 0en = 0.
Now Rq(I'*(Q2°)) € I'"*(Q2) and
|(R)gn (1" (2)) — (Raz=n )gn(I (2°7))| < O(en)

from Theorem 6.15 and the estimates therein. In the same way, Ro(I"(Q")) C I'™(Q)
and

|(Ra)yn(I™(2)) — (Raen )yn(I™ ()| < Ofen).
If we now consider the sets
N§" :=Ro(N§")U(I" (Q)\R (I (Q57)))  and N5 := Ro(N5")U(I'™(Q)\Re (1™ (Q5))),
we have by Corollary 6.33 as ¢, — 0 that

() p(Q)

(R (NF") + (Ra)y™ (N5") < 2 + Coo+ Ei +o(1) = 2 + Coo+ L o),
and for every (v,7') € (I'"(2) \ Ni*) x (I'™(Q) \ N5") either

Graphv'LeiosC Graphyiciose  or  Graphy/Leios 0N Graph yicios o= 0.
In particular, it follows that
inf {(RQ)W]CT(Nl) + (RQ)sn™(Na) : (I \ N1) x (I'™\ No) C W} <2w+ Cw + ‘g(_Ql)
and we apply again Proposition XVTI in order to find two actual minimizers. (|

7.2. Untangling functional and untangled Lagrangian representations

This section is divided into two parts. In the first part, following the analysis of
Theorem 7.15, we define two functionals on the family of proper sets which measure how
much the trajectories used by a Lagrangian representation 7 cross each other. The main
result is that these functionals are subadditive, so that it seems natural to compare them
with a measure w”. This is the main result of the second part, which shows that if one
can bound the untangling functional in sufficiently many sets by a given measure, then we
can have an estimate on how many trajectories one has to remove in order to obtain an
untangled set of trajectories, i.e. trajectories which do not cross each other.

7.2.1. Subadditivity of untangling functional. For Q C R¥*! proper set we give
the following definition.

DEFINITION 7.16. The untangling functional for n'™ is defined as
£(9) = inf { Ra)gn™ (V1) + (Ra)n™(N2) : ([\ M) x (P\No) W} (7.21)
Setting
o)™ = [ nep(@)(1.b(:)) - n(a)] ),
we can define analogously the untangling functional for n°ut.
DEFINITION 7.17. The untangling functional for n°" is defined as

FOUQ) = inf {(RQ)WCT(M) + (Ra)en™ (Ny) : (D\ V1) x (I'\ Ny) C W}. (7.22)
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As noticed before, the condition (y,7') € (I'*(Q) x I'™™(Q)) N W is equivalent to say
that

either  Graphv/LeosoC Graphyiceso or  Graph YicesoN Graph ¥/ Leoso= 0,

and similarly for (v,7') € (I'" x I'"*) N W. Recalling now Theorem 7.15 we can infer
that the infima in (7.21) and (7. 22) are actually minima.
We now show the following remarkable property of the untangling functionals:

PROPOSITION 7.18. The functionals fin and fout are subadditive on the class of proper
sets. More precisely, if U,V C R are proper sets whose union Q := U UV is proper,
then

FUQ) ST ATV PO < £+ ).

PROOF. We prove the assertion only for the functional f in, being the other case com-
pletely similar. By definition, there exist sets N1(U) C I'“"(U) and Ny(U) C I'"™(U) such
that

£7(U) = Ru)gn™ (N1(U) + (Ro)zn™ (N2 (V)
and
(I (U) \ N1 (U)) x (I'™(U) \ N2(U)) € W.
Let N1(V), Na(V) be a corresponding couple of sets for V. Set
Ny = {y € I"(Q):3i[Ryy € Ni(U))}u{y € I'"(Q) : Ji (Ryy € M (V)) }
and
Ny = {y € I'™(Q):3i (Ryyy € N2(U)) } U {y € I'™(Q) : Ji (Ryy € N2(V)) }.

By Proposition 6.32

)
+77({7€F“( ) (R (7)
+n({y eI (Q):3i (Ry() € Ni(V
+n({y e r"(Q) : 3i By(v)
<(Ru)gn(N1(U ) (Ru)zn(N2(U)) + (Rv)gn
_Finy) 4+ iV
It remains to show (I""(Q) \ N7) X (Fin(Q) \ Na) C W: this follows from the observation
Ry(I(2)) < I'(U),
and
Ru(I™(Q)) € I™(U)

and the same for V. Hence, if GraphyLcos0N Graphv/Leoso# @ then they must coincide
either in clos U or clos V and, by elementary arguments, in clos U U clos V = clos (2. ([l

We conclude this paragraph with the following lemma, which shows that f ™ and f out
are related.

LEMMA 7.19. It holds
FQ) = () < FOUNQ) < £ + 1T (Q)

where we recall that ™, u~ are the positive/negative part of the measure p = div(p(1,b)).
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Proor. We prove only fout( ) < fin
Let n be a Lagrangian representation of p(

fin. Since

Q) + pT(Q), the other case being analogous.
,b).L”dHl_Q, and Ny, Ny a minimal couple for

——~

0 (N2) < ™ (Na),
then it follows that (I""(€2) \ (N1 U N2))? C W. As already observed in Lemma 7.9,
I =5 < w (),
so that the conclusion follows by considering the couple N = N; U Ny and N = {7 :
v(t5) € 2} O
7.2.2. Untangled Lagrangian representations. Assume the following:

ASSUMPTION 7.20. Let 7 > 0 and C > 1 be such that
(1) there exist K™% compact sets satisfying

Mi(KT,:F) _ 0’ ,U,i (Rd+l \KT,i) <7
(2) there exists a positive measure @’ such that
(a) for all (t,z) € K™~ there exists a family of proper balls {B4!(¢, 2)}, with
0 as Lebesgue density point and such that it holds
po (Bt @)
C-1 ’
(b) for all (t,x) € K™% there exists a family of proper balls { BI*1(t,z)}, with
0 as Lebesgue density point and such that it holds
P (B (t, @)
C-1 ’
(c) for all (t,z) € R¥1\ (K™~ U K™F) there exists a family of proper balls
{B3*1(t, )}, with 0 as Lebesgue density point and such that it holds
|ul(Bf (t, 2))
C-1 )
By the choice of the sets K™% we can have in a sufficiently small ball the following
estimate.

FRBI (t @) < (C+ 2)@" (B (t,2)) +
FUBI (1)) < (C+ 2)w" (B (t,2)) +

min {f(BE (¢,2)), F (B (1,2))} < (C + 27 (BE (8, 2) +

PROPOSITION 7.21. For every (t,z) € R there exists Tz such that for the families
of balls {BI*1(t, )}, as above and for r < ry, it holds
(B (1, x))

¢-1 (7.23)

C _
+ m|#|(3g+l(t7ﬂf) \KT"TUK™T).

PRroOOF. It (t,2) € K™, then by Point (2a) of Assumption 7.20
p (Bt @)
C-1 ’
and since (¢,z) € K™, by Point (1) we can take r < 1 such that
po (B (t, 7))
C-1 ’

One thus applies the Lemma 7.19 above. A completely similar computation holds for K.
For points in the open set R¥™1\ (K™~ U K™%) just take a ball BI!(t,2) ¢ R\
(K™~ U K™") and combine Point (2c) and Lemma 7.19. O

FBE(t, 2)), O BE(t,2)) < (C+2)@” (B (¢, 2)) +

Bt @) < (C + 2)@" (B (t,2)) +

uH (Bt 2)) <
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For future reference let us define the measure

|1l c
CE‘ = (C + Q)LTJT + m + m‘M‘LRd-FI\KT,-‘rUKT,—.

A covering argument yields the following global estimate.
COROLLARY 7.22. If Q Cc R¥! is a proper set with compact closure, then
£, £U(Q) < CalE(closQ), (7.24)
where Cy is a dimensional constant.

PRrROOF. Thanks to Proposition 7.21 and Vitali Theorem, for any € > 0, we can cover
the compact set clos ) with finitely many proper balls B; such that the estimates (7.23)
hold and

D (E(Bi) < Calh(closQ) + e
Thanks to the subadditivity (and the monotonicity) of f ™ we can thus write
FrQ) < fm ( U Bi) < FM(Bi) < CaCh(clos ) +e.
Sending € — 0 we obtain (7.24). The same proof holds for the functional f out, O
Let now N C I be a set such that
(P\N)*CW,
where

W= {(% ") : Graph Tz ey Graph Vzt;,,ﬁ) = (Z)}

,Y/
U {(7, ) : Graph~ N Graph~’ = Graph (/y‘—[max{t;,t;,},min{t;",t::,}]) }

In the last part of this section we want estimate the measure n(N) in terms of (Z(R41) =
ICEIl- To this aim, define the compact sets (recall we consider solutions in a bounded
domain)

. ct g 1—
K':={yel:tf—t;>2'""}
and observe that, given € > 0 there exists n > 1 such that

n(M\K) < e
If (v,v') € I'?\ W, then there exists n € N such that 7,7 € K™ and
Graph Wt 42-n 45 —2-n]] Graph~' # 0, (7.25a)
sup {Mt) —y/(B)]t € [max{t; +27", ¢}, min{t: — 27", ¢, ]} >0, (7.25b)
so that we can write
r\w=\Jz"
n

where
Z" = {(v,9) € (K")*: (7.25) holds}.
Now consider a covering of the compact set

K" .= U Gfaph’Y'—[t;+2—“,t$fZ‘”]
yekn
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made up of finitely many proper balls B; := Bﬁfl(ti,xi) with radius less than 27", for
which Proposition 7.21 holds together with (5 (0B;) = 0, and define

i
We now have the following lemma, whose proof is elementary.

LEMMA 7.23. If (v,7') € Z™ then
a) if Graph~y N B; # 0 then Rp,y € I'*(B;);
b) if Graphy' N B; # 0 then Rp,y € I'™(B;) U I'(B;);
c) there exists i such that (Rp,v,Rp,Y') ¢ W.

Applying Corollary 7.22, we obtain N{* C K™ and N3* C K" such that
n(NT') +n(Ny') < Cali(clos O") = Ca(i(0")
and
RclosO"(]Cn \ N{l) X RCIOSO”(,Cn \ N2n> - F2 \ z".

Now send n — +o0o with the same reasoning of Theorem 7.14 we finally obtain the
following result.

THEOREM 7.24. There exists a set N C I' such that
n(N) < Ca¢E (R
and

(F\N)2cW.

The following definition seems now natural:

DEFINITION 7.25. A Lagrangian representation 7 is called untangled if there exists
a set A C I such that

a) Ax ACW and
b) 7 is concentrated on A.

By inner regularity we can assume A to be o-compact. We conclude by pointing out
the following important point.

COROLLARY 7.26. Suppose there exist sequences 7; \, 0 and C; /' +oo such that
Assumption 7.20 holds for 1;, C; and moreover

Ci||l=™| — 0.
Then n is untangled.

ProOF. It is enough to observe that Cgi — 0. (|

Notice that the assumptions of the above corollary are satisfied if one assumes that
in each point of the compact sets K™% (of Point (1) of Assumption 7.20) there exists
a family of proper balls B, such that Assumption 7.1 or Assumption 7.6 holds in B,
(with arbitrarily small 7): basically, we are replacing the assumption of the control of
the functionals with the existence of (local) cylinders of approximate flow. The precise
assumptions reads as follows:

ASSUMPTION 7.27. For all 7 > 0
(1) there exist K™% compact sets such that
Ni(RdJrl \ KT,i) < T

(2) there exists a measure w” such that
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t

[

Y(t) = b(t,¥(t)) (<

(a) Initial configuration: the
curves may intersect several
times, overlap and bifurcate.

[

F(t) = b(t,7(1))

(b) Final configuration: after the
untangling, the curves are dis-
joint, thus forming a partition
{pata of R¥ ™! up to a set
p 2% _negligible.

Figure 3. Visual effect of the untangling of trajectories: we start by re-
moving locally a set of curves, whose 7 measure is controlled, in
such a way that the curves are disjoint in a small ball. Iterating
this step - thanks to subadditivity - we end up with a family of
disjoint, untangled trajectories.

(a) for all (¢,z) € K™~ there exists a family of proper balls {BI*1(¢,x)}, with
0 as Lebesgue density point and such that Assumption 7.1 or Assumption

7.6 holds forward in BIt1(t, z),

(b) for all (t,x) € K™% there exists a family of proper balls {BI*!(¢,z)}, with
0 as Lebesgue density point and such that Assumption 7.1 or Assumption

7.6 holds backward in Bt (t, z),

(c) for all (¢t,z) € R4\ (K™~ U K™7) there exists a family of proper balls
{B*1(t,x)}, with 0 as Lebesgue density point and such that Assumption

7.1 or Assumption 7.6 holds either backward or forward in BI*1(¢, z);
(3) it holds [|w™| < 7.
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Indeed, for all (t,z) € K~, by Theorem 7.15 and monotonicity of § in, for Z1-a.e.
proper balls B! (¢, x) of the family and for all C' > 1 it holds

FI(BIL(E, 2)) < (C + 2)" (B (8, 2)) + “_(ffil <1t’ z)).

1/2 thus suffices.

The other cases are completely similar. The choice C' = 7~

REMARK 7.28. We point out that one can consider also the equation div(pb) = u €
A (RY), denoting by div the divergence operator in the spatial variables only. By tech-
niques similar to the ones used in Chapter 4 (essentially Lemma 4.8 in the opposite direc-
tion) one can obtain the untangling of the trajectories of the Lagrangian representation
of pb from the corresponding statements of (1, pb). [

7.3. Partition via characteristics and consequences

In this section we use the assumption that the representation 7 is untangled to show
that a partition of R%*! made of characteristics p, such that each + is a subset of these.
By disintegrating w.r.t. this partition one can show that the PDE reduces to a one-
dimensional ODE with measure r.h.s., and thus a complete description of the solution can
be obtained. Moreover, if p' € L>®(p.29%1) solves div(p’(1,b)) = ', then the trajectories
of its Lagrangian representation 7’ are subsets of the same partition p,. In particular the
explicit form of distribution div(/5(p)(1, b)) is obtained, settling the Chain Rule Problem.

7.3.1. Construction of the partition and disintegration. Let 7 be an untangled
Lagrangian representation and A a g-compact set as in Definition 7.25, and consider the
following relation A:

y~v = 3INeN{yu}¥,cA: (7 =~,7v =7 A #(GraphyNGraph~') > 1).

It is standard to check that this is an equivalence relation: let E,, a € 2, be the
equivalence classes, being 2 an appropriate set of indexes. Define now g, as the curve
defined in an open interval of time whose graph is

Graph p, = U Graph’yl_(t;ﬁ).
vEEq
One can check that g, is an absolutely continuous curve in I" for every a and furthermore
it holds
Graph g, N Graph g, = ()
for every a # o' (see also Figure 3). We now show that the partition induced by the
equivalence classes of this relation is a Borel partition, according to the following

PROPOSITION 7.29. There exists a Borel map £: R4T! — R such that £7'(a) =
Graph pq.

PROOF. It is enough to construct the map restricted to the set of curves p, whose
interval of existence contains a fixed time ¢: by repeating the process for a countable set
of times one constructs the map in the general case.

The equivalence classes intersecting A C {t = ¢} can be written as

s(4) = [ Jsa(4),

where Sp(A) = A and recursively
Sp(A)={yeA: Grapth(t;’ti)ﬂ Sn—1(A)}.

Being the valuation map v — e;(y) = 7(¢) continuous, it follows that each S,,(A) is Borel
if A is Borel, and then the conclusion follows. ([l

Using again that the evaluation map is Borel, we deduce also
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COROLLARY 7.30. There exists a Borel map £: A — R such that £ (a) = E,.

7.3.1.1. Disintegration. Having at our disposal a partition of the space-time into tra-
jectories, one can try to disintegrate the equation div(p(1,b)) = p over this partition
obtaining a family of one-dimensional equations (like in the Hamiltonian setting examined
in Chapter 4): this is the aim of this paragraph.

First, using the fact that f is a Borel map, we can disintegrate n w.r.t. the measure
m = :f\ﬁn, so that we write:

nz/mnam(da)

with the property that, for m-a.e. a € 2 the measure 7, is concentrated on Graph @q.
Recall that, by definition of Lagrangian Representation 3.6, it holds

p L = /F ((H,v)ui”l) n(dy),  p= /F Bumer) = Samen)) n(dr).

Thus, we have

prttt = [ | [ (@2 Yot | miao)

o /m [/p O = 5<Hn>(t¢))%(dv)] m(da).

Using the property that for m-a.e. a € 2l the measure 7, is concentrated on Graph p, we
have, by Fubini Theorem, for any bounded continuous function ¢

//R e PH D)) L (dt dx)
:/m /F/:/L ©(t, (1)) L (dt) ﬁa(d’y)] m(da)
:/Q[ ://WXFSO(t,’Y(t))]l(t%tm(t) P x na(dtdy)} m(da)

~ [ 1] etton( [ 1 sty imalan) ) 20| mida)
Ql: R+ r
= [ [ ot outenuntt 2| miaw

where we have set
wq(t) == / Il(t;’t;r)(t)na(dv) =na({y € ': visdefined in t, ie. t € (t7,t1)}).
r

Thus, in view of the computation above we have obtained the following decomposition for
d+1.
pLor

il /m (I, po)s(wa?) m(da). (7.26)

In a similar fashion, we define for p

Ha i= /F Bams) = e ()
so that
u:/,uam(da) (7.27)
A

Notice that the above formula is not a disintegration of u because the sets of starting and
ending points may be not disjoint in general. However, there is no cancellation of mass,
since it holds

| = /m el m(da),
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consequence of the fact that u* are orthogonal and 7 is a Lagrangian representation. By
putting together the equation div(p(1,b)) = p with the decompositions (7.26) and (7.27),
we thus have proved the following

PROPOSITION 7.31. There exists a measure m on the set 2 such that the decompositions
(7.26) and (7.27) hold and

d
2¢Wa = Hay for m-a.e. a € A, (7.28)

where we consider w, extended to 0 outside the domain of pq.

Since it will be useful later, we want to give a special name to the partitions of the
space-time on which one can split the equation div(p(1,b)) = i as in Proposition 7.31.

DEFINITION 7.32. We will call a Borel map g: R4 — 2l a partition via characteristics
of p(1,b).2%+1 if:
o O, = g_l(a) is a characteristic in some open domain Ig;
e if g denotes the corresponding map g: A — A, g(v) = g(Graph~y), setting
m := gyn and letting w, be the disintegration

p Lt = /?1 (I, pa); (w0 Z") m(da)

then J
7 Wa = Ha € A (R), for m-a.e. a € 2,
where wy is considered extended to 0 outside the domain of gq;
e it holds

p= [[@oommids)  and = [ (T olisl ).

We will say the partition is minimal if moreover
lim we(t) >0 Vi€ I,.

t—tE
Thus, one can rephrase Proposition 7.31 by saying that the map f is a partition via
characteristics of p(1,b). Moreover, taking into account the BV regularity of the functions
wq (for m-a.e. a € A, in view of (7.28)), we have that f is also a minimal partition via
characteristics.

THEOREM 7.33. There exists a minimal partition via characteristics of p(1, )L+,

PROOF. From Proposition 7.31, we get w, € BV(R) for m-a.e. a € 2: hence, we can
decompose R into countably many open intervals I7 := (t4°",te’"), with n € N, such that
wq > 0 in each I and

lim  wq(t) =0 or lim  wq(t) =0.
t— () — t—(te )+
Accordingly, we can define a new partition by further decomposing g, into countably
many curves ¢ := @q|rp. By construction, this new partition is again a partition via
characteristics of p(1,b) and it is indeed minimal. O

7.3.2. Uniqueness of partition via characteristics and consequences. Having
proved ezistence of a minimal partition via characteristics of a vector field of the form
p(1,b), with div(p(1,b)) = u € A4, we now face the problem of uniqueness of such
partition. In this Section, we will show that the partition constructed in Theorem 7.33 is
unique in a suitable sense, provided every Lagrangian representation of p(1, b) is untangled.
More precisely, assume that p(1,b). 2% satisfies Assumption 7.27, and consider p/ €
L>®(p2L%*1) with

div (p'(1,b)) = p'.
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Without loss of generality, being p’ € L®(p£%t1), we can assume that [p’] < £ so that

p<p+p,§3p

5 < e (7.29)

Let 0’ be a Lagrangian representation of (p+ p')(1,b), which exists because p+p’ > 0. We
now repeat the analysis above considering (p + p')(1,b).Z%!: notice that, in view of the
bounds (7.29), the vector field (p+ p')(1,b).2%+! still satisfies Point 2 of Assumption 7.27
if p(1,b).2%*" does: indeed, the lateral flux of p+ p’ (in Assumption 7.1) is controlled by
3/2 of the lateral flux of p.

As before, we thus find a partition of R?*! (up to a L L null set) into classes
(©p)pens. If now we consider the function u € L such that up = p + p’ we have

div (up(1,b)) = p+ p' =: v.

By applying Proposition 7.31 with the classes g, we deduce

wp 2= [ (4. Gs(wo oo 2 Ymia), v = [ 1.0 mice)

and
d

— (upwp) = vp, where up := u o pg.

dt

Notice that the density wy appearing in the disintegration is controlled (up to constants)
from below and from above by w, in view of (7.29). This means that the graph of the

classes gp graph contains the graph of the equivalence relation induced by p,, i.e. it has
to hold

6 = No U|J pas,
n
where Ny is a possibly non-empty closed set. Furthermore, it holds
wp = Zwag and Tot.Var.(wp) = Z Tot. Var.(wg )
n
because g, is a partition via characteristics. Then since up € L* and wy > 0 inside Ia% ,
it follows that u o @y is BV and at the endpoints

lim inf |upwp| < ||ul|oo liminf [wy| = 0.
t—t t—t

Then it is fairly easy to see that

Tot. Var.(upwp) = Z Tot. Var. (upwgs )

and thus we conclude with the following universality result.

THEOREM 7.34. If p € L®(pL %) then the map £ is a partition via characteristics
of p'(1,b).2%1.

In particular one can deduce that

COROLLARY 7.35. The minimal partition of characteristic is unique up to a n-negligible
set of trajectories.

PROOF. The set of equivalence classes must be the same up to n-negligible sets, be-
cause every representation is untangled. Being the py determined up to m-negligible sets,
it follows that gp, are uniquely determined too, and the in particular the intervals where
wq > 0. O
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7.3.2.1. Chain rule. Using Vol’'pert’s Chain Rule we obtain the following: for any
B € CHR) with B3(0) = 0 the distribution

1y = %(5(“)%)

is a measure given by
i = 3 [ Blualth)wa(t)) = Blua(ty))wa(t)] + B (ue) (D uag -+ Bug) Do

t; jump

= 3 Bl walth) = Blualt] ) wa(t)] + B (1a) (7)™ + (Bua) = e (1) 6™

t; jump
(7.30)

A simple computations yields that

g | < 118" oo llvall + 18" oo el oo 2all-
The above estimate allows to conclude with the following proposition.

PROPOSITION 7.36. For any 8 € C! the distribution
div (B(u)p(1,b) L) = 4”,

where the measure ©° is given by
M/B = /Q[“g m(da),

with u2 defined in (7.30).

In particular, Proposition 7.36 establishes completely the chain rule formula (and, as

a consequence, renormalization property) for vector fields p(1,d) satisfying Assumption
7.27.






CHAPTER 8

The L] .(R;BV),.(R?)) case and Bressan’s Compactness
Conjecture

ABSTRACT. This chapter concludes the proof of Bressan’s Conjecture, showing that the
vector field (1,b) satisfies Assumption 7.27 if b € L'((0,7); BV(R%)): in particular, it
has a minimal partition via characteristic and the disintegration argument discussed in
Chapter 7 can be performed. The construction of the approximate cylinders of flow in the
BV setting depends on the local structure of the vector fields: in particular, in Section 8.1,
using the Rank-One Theorem and Coarea formula, we construct an approximate vector
field which will be then used in Section 8.2 to construct the cylinders. For the reader’s
convenience, the computations of the flux estimates have been collected in Section 8.3.

8.1. A covering of the singular part of the derivative

The aim of this section it to construct a decomposition of the set where the singular
part of the derivative of b lives into a family of Lipschitz surfaces: we approximate the
component of b in a particular direction with a function whose super-level sets are regular
and share essentially a common direction. This will be useful in the following sections to
construct the cylinders of approximate flow in the L((0,T); BV(R?)) setting.

The decomposition we present here relies essentially on Alberti’s Rank-One Theorem
(and ultimately on the properties of sets of finite perimeter, in particular the De Giorgi
Rectifiability Theorem).

8.1.1. BV functions and cones. For e € S !, 2 ¢ R and 0 < a < 1, let
Cle,a;z) = {y e R: [(y — ) - €| > aly — |}

be the closed, convex cone around e of vertex x and opening a. We will often think z to
be the origin, so we will often write C'(e, a) to denote C(e, a;0). The following proposition
is well known:

ProprosITION 8.1. [DLO8, Prop. 5.1] Let C = C(e,a) be a closed convex cone and
v € BV(R%R). Set
Dv
G:= : Cs.
= e}

For any closed convex cone C' := C(e,a’) with a’ < a there exists w € BV(R%R) such
that |Dv|.g< |Dw| and
Dw
|Dw|

(x) e C’ for |Dw|-a.e. x € R%
For our purposes, we need a slight modification of Proposition 8.1. More precisely, we
show

PROPOSITION 8.2. Let C = C(e,a) be a closed convex cone and v € BV(R% R). Set

G := {$ : UI;Z'(x) € C}.

For any closed convex cone C' := C(e,d’) with a’ < a and for any € > 0 there exist T > 0
and w € BV(R%R) such that:

145
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e |Dv|Lg< |Dw| and
Dw

m(az) e’ for |Dwl|-a.e. x;
w

o there exists a family of a/-Lipschitz functions (L;j)ijen such that, set Effj =
{L;j > h}, then

| Dw| :/Zﬁiﬂd Lo~ pn, dh.
R

2y}

Furthermore, there exist a family of compact sets (K|)ien C R? such that for
r < T it holds

'Dmi— [y, dh](Bﬂx)) < | Dol (BY()
R b

for every x € K/, where v; j( ) denotes the outer measure theoretic normal to Eh
and G; C G are suitable subsets of G introduced in the proof.

Following [DLO8], we decide to present first the proof of Proposition 8.2 in special
case, i.e. when v is the characteristic function of a set (which therefore is a set of finite
perimeter). This case turns out to be the building block to prove the Proposition in its
full generality, via Coarea formula.

8.1.2. Proof of Proposition 8.2 in the case of a set of finite perimeter.

PROPOSITION 8.3. Let C' = C(e,a) be a closed convex cone and E C R? be a set of
finite perimeter. Set v = 1g and

Gi={r: ) <0}

For any d’ < a and for any & > 0 there exist T > 0 and w € BV(R%R) such that
e |Dv|g< |Dw| and

Dw

[ Dw|

(x) e’ for |Dwl|-a.e.

e there exist a family of open, C1 domains (L ;)i jen C R? and real non-negative
numbers X\; j > 0 such that

]Du)| = Z AiJ«%ﬁdilLag

Furthermore, there exist compact sets K; C Uj 08Y; ; such that for r < it holds

Dlpc,— Y vy e, | (Bl@)) < CaaelD1p| (B (@)
J

for any x € K;, where v; ;(-) is the outer unit normal to €;; and G; C G are
suitable subsets of G introduced in the proof.

PrOOF. Let v, E be as in the statement. We denote by 9*F the reduced boundary of
E (see Preliminaries, Section III) and let v be the approximate exterior unit normal to
0*F, so that we can write

Dv =v A g
and accordingly the set G is

G={z€dE:v(x)cC}.
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Being 0*F rectifiable, in view of Theorem VII, we have that G can be decomposed as

G=GulJG

i=1
where:

o #91(Gy) = 0 and for i > 1 each G; is a subset of a (d — 1)-dimensional C!
manifold M;;
e |, coincides with the normal vector n; to the manifold M;.

We now split the argument into steps:
Step 1. For each i > 1 we claim that there are C'! open sets {€; j}jen such that, having set
S;,j == 0%; ; the following conditions hold: the exterior normal to S; ; belongs ¢ d=1_g e.
to C" and {S;;}en is a covering of G;.
Indeed, recall that C' = C'(e,a’) and, up to a change of coordinates, we may assume that
e=-¢e4=(0,0,...,1). For any = € G;, the normal n;(z) belongs to C(e,a), and thus it
is transversal to ej := span(eq,...,eq_1). This implies that we can choose an open ball

Bd(z) centered at z such that
M; N BY(x) = {(mL,x) LT = fl(:cl))}

ie. M;N Bf,l(x) coincides with the graph of a C! function f;: O; C R*~! — R where O; is
some bounded open set in R4~1. Moreover, by continuity of the normal n;, we can choose
B(z) so that n;(y) € C’ for every y € M; N B4(x). By defining

Q= {(z*,2) : @ < fila™))}

then €, turns to be a C' open set, the normal to S, := 02, belongs to the cone C’ and
S, covers B(z)N M;. Since we can cover M; with a countable family of these balls BY(z),
the corresponding S, form the desired countable covering S; ;.

Step 2. We now consider the sets S; ;. They have all finite J# d=1 measure, which we
denote by /; ; and they cover A 1ae. G. Take any collection Aij of positive real
numbers such that >, ;A j < 1and 3, ;A ;4;; <1 and finally set

w = E )\i,j]lQm-'
i?j

It is immediate to see that w is bounded and of bounded variation since

HwHOO < Z)\i,j <1, ’Dw‘ = ZA@j%dilLSiJS 1.
2 i,j
For more details, see [DLOS].

Step 3. We now exploit some further properties of points in the reduced boundary. Recall
that for sets of finite perimeter for every z € 0*F it holds

o DL (B)

a—i L. (8.1)

r—0 Wq—1T
On the other hand, by Lebesgue’s differentiation theorem and Area formula, for every
i,j €N, #¥lae x € S;jis a Z4=1_density point for the corresponding open set O,
given by

-1 _
O = (L fi5)" (Sij) R,
which explicitly means that

-1 (07;7]' N Bg_l(l‘J‘))

T =1. (8.2)

lim
r—0 Wd—1
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We now apply Egorov’s Theorem to the two limits (8.1), (8.2) (for each i,7): for every
e > 0, there exists 7 > 0 and a compact set Fj j(e,7) C O;, covering O; ; up to a set of
%1 measure less than ¢, such that for any » < 7 it holds

‘ |D1g|(Bi(fij(zh))
-1 Wd—1

< Wg—1€, (8.3a)

1
Tdﬁgd_l(oi,j N B (ah))) — wia

< Wg—1€ (83b)
for any 2+ € F; j(¢,7). We now introduce the following compact set:
Ki(e,7) == U Graph (fi,j‘—FLj(a,'F)))'
JEN
For any x € K;(e,7), thanks to (8.3a) it holds for r < 7
wi—1(1 —e)r?™t < |D1g|(BY(x)) < wyg_1(1 +¢)rd™1
and, on the other hand, using (8.3b) and being the projection 1-Lipschitz
|D1g|eg, (Si;N Bf,l($)) > il (05N Bg_l(xL)) > wg_1(1—e)rdt
for every j. Thus we get that, for any = € K;(e,7) and any r < 7 we have
ID1glc, (Bi(x)\ Si;) < |D1g|(B;(2)) — |D1glec, (Siy N BY(x))
<wg 1 (1+e)rTt —wg (1 —e)rd !

= 25wd,17’d*1

2e
< Dlg|(B(z)).
< ID1I(B))
To sum up, the set K;(e,7) is the set of points x € 9*E for which it holds for r <7
ID1p|(B(2) \ Si;) < CarelD1p|(By(x))

and
#(Bi(x) N Siy) = D1l (B (@) | < Camael D1p)(B] (), (8.4)

which comes from (8.3b). Finally, by integration of the normal vector, from (8.4), we
obtain that for every x € K;(e,7) and r < T the desired estimate

‘mELGi_ > vy s, | (Bi()) < Camre|D1g|(BY(x))
J

holds and this concludes the proof. ]

8.1.3. Proposition 8.2 in the general case. To prove the general case we exploit
Coarea formula, as done in [DLO8].

PROOF. For every h € R we consider the function vj, := 1y,~} and, for future refer-
ence, we define the measure M € .#(R? x R) as W := |Dvy| ® £1(dh), which explicitly
means that, for every continuous function ¢: R% x R — R, it holds

[y

_ / [ /8 *{v>h}¢(x,h)%d(dx)]$1(dh).

From Coarea formula V we have that:

e vy, is a BV function for #1-a.e. h, i.e. {v > h} is a set of finite perimeter. Let
vy, be its exterior unit normal;
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e it holds
Dv
Vh(.f) = ‘DU‘ (l’)
for £'-a.e. h € R and #% ae. x € 0 {v > h}, ie. for Wae. (z,h);
e it holds

D] = / Dvy |2 (dh):
R

e it holds pga (M) = |Dv|, hence M can be disintegrated as

W= [ Do), (8.5)

Therefore, for #'-a.e. h we can apply Proposition 8.3. We denote by wy, the corresponding
bounded, BV function given by Proposition 8.3 and we set

w(z) ::/Rwh(x) dh. (8.6)

Notice that, in order to write (8.6), we have to be sure that the map h — wy enjoys
some measurability properties. To show the existence of such a selection, one can use
the Aumann Measurable Selection Theorem (for the precise argument we refer again the
reader to [DLO08]). Then it is immediate to see that w satisfies | Dv|Lg< |Dw| and

Dw
|Dw|

(x) e C’ for |[Dwl-a.e. .

Furthermore, denoting by Si’fj and K[ (e,7) the corresponding sets for wy, (obtained via
Proposition 8.3), we have that for any z € K'(¢,) for r <7 it holds

| Don| (B (z) \ Sf;) < Ca—re[Don|(By(x))
and
|4 (B () (1 S1) = |Dul (BE(@))| < Cacrcl Dunl(BE(@).
By means of measurable selection, we can define now the measurable sets
Ki(e,7) :=={(z,h) :z € Kl'(e,F)} CRY xR, ieN

so that for every h we have I?i(&‘,f; h) = Kih(s,f); observe that, by construction, they
cover RY x R up to a set of M( - measure less than e. In view of the disintegration (8.5)
we thus can write for all R > 0

/Bd M, ( x R)\ Ki(e, r)>|Du\(dx)<g

Thus, by Chebyshev inequality, we deduce that K; (e,7) covers almost all the fiber of an
arbitrary large fraction of points x (in any ball Bd( ))): in other words, for every fixed
§ > 0, there is a set Ni C B%(0) such that

e

Dol(N) < T

and
n, <f<i(e,r)> >1-0, Vze B%0)\ N

Taking a compact set K! C B%(0) \ N} C pgra(Ki(e, 7)) we obtain that for every z € K!
and r < 7 it holds

|Dw.g,—Dv|(Bl(z)) < Cq_1e|Dv|(B(z)),
which is the claim. O
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It is now clear that we can repeat finitely many times the above constructions in order
to cover all the reduced boundary. More precisely, given any d. > 0, we pick a set of unit
vectors {ng,s = 1,...,Js.} C R? in such a way that

Js.
B{(0) c | J C(ns,d0).
s=1

By choosing a’ = §./2 and applying Proposition 8.2, we obtain the following

COROLLARY 8.4. Let v € BV(R%R) and for every s = 1,...,Js. set
Dv
Gg = D — C(ng,dc) p.
{x |Dv\(x>€ (n )}

For every e > 0 there exist ¥ > 0 and w € BV(R%R) such that:
e |Dv| g, < |Dw| for every s =1,...,Js. and

Do Dw

Oc
T | Sy Yce T Sy o D - L. ;
’Dv’(:v)eC(n 6):>‘Dw’(:v)€C<n > for |Dw|-a.e. x

2
o for every s =1,...,Js. there exists a family of C functions (L; ;) fori,j € N,
with Lipschitz constant 8., such that, setting EP. . := {Lijs > h}, then

7‘7j78
|Dwl|Lg,= /Rijd—lLa*Eﬁj’s dh.
2

Furthermore, there exists a family of compact sets (K;,Z) C R* with i € N and
se€{l,...,Jsc} such that for r < 7 it holds

Do, [ Sy | (B) < Dol (B o)
R < 50,8
i,j

where I/i}fj’s(') is the outer unit normal to E{fj’s and G5, C G

for every x € K’

8,87
are suitable subsets of Gs.

8.1.4. Decomposition for vector fields L] (BVj,.(R% RY)). We now consider the
vector-valued case, i.e. wetakeb € LL (R, BVo.(R% R?)) and we are interested in covering
the singular part of Db: in order to achieve this, we have to exploit Alberti’s Rank one
Theorem VI.

More precisely, let us denote by n, m the two unit vectors given by Rank one property,
i.e. such that

Db = m ® n|D%b|.
Consider the points (¢, ) with the following properties:

e (t,7) is a point where the measure Db is essentially singular, i.e. it is a density
point for D%b. More precisely, (¢,Z) is such that for every ¢ > 0 there exists
7(e,t,Z) > 0 such that for 0 < r < 7 it holds

|D*b|(B(E,7)) > (1 )| Db|(B (£, 7)); (8.7)

e (t,7) is a Lebesgue point of the matrix valued map (¢, ) — m ® n(¢, z), which is

defined |D®bl-a.e., that is to say for every € > 0 there exists 7/(¢,t,Z) > 0 such
that for 0 < r < # it holds
/ Im ® n — ™ ® 71| |D°b|(dtdx) < e|Db|(BTL(t, ©)), (8.8)
B (,z)

having denoted by m ® 7 the Lebesgue value in (t, ).
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By a standard application of Egorov Theorem, for every fixed € > 0 we can find a sequence
(7:)ien (where 7; depend only on €) and a family of compact sets (G(E,TZ'))Z.GN C R+l
covering almost all the set where D®b is concentrated and such that the limits (8.7) and
(8.8) are uniform on each G(g, ;). Moreover, we can further split the compact sets G(e, ;)
according to the direction: indeed, we denote by G(e,7;, s) the set of points (¢, z) € G(e,7;)
such that m(t,z) € C(ng,d.), for s € {1,...,Js.}.

Now, we denote by b, := b - the component of b along n. By Rank one, the (scalar)
function by has polar vector m in (¢,Z). Thus, by Chebyshev inequality, we can say that
for an arbitrary large fraction (w.r.t D°b) of points (¢,z) € G(g,r;, s) it holds

Db,

m(t,fﬁ) =mc C(ns,(sc)

since m is close to m in view of (8.8). Therefore, we are in position to apply Corollary 8.4:
there are a BV function Uy and C! functions (with Lipschitz constant less than &.) (L7 )

1,7,8
fori,j e Nand s € {1,...,J5.} such that, set El"jhs :={LI. > h}, then the derivative of
Uz can be written as

|Dun\LG5—/Z,;fd ! gz dh.

Furthermore, there exist 7 > 0 and a family of sets (K7), C R x R? such that for r < 7 it
holds

1,5,8

©,7,8

‘Dbn—/z R ) dh‘(Bff(x)) < | Dby|(B%(x))
R

for every x € K" where v, Jhs is the outer unit normal to Eu s

Finally if we multlply back times m we end up with a matrix valued measure which
is the derivative of an approximated BV vector field: this ylelds a sort of vectorial analog
of Corollary 8.4. By expliciting the normal to the set E: i, S, observing that the map
(t,x,h) = Ly, a>ny(w) is measurable and using again a measurable selection argument,

we can finally state the following

COROLLARY 8.5. Let b € Li (R,BV,c(R%RY)). Then for every e > 0 and 6. > 0
there exists compact sets Kg;jri the such that if (t, ) € Kgc’]” then there exist a family of
Lipschitz functions {ynj = Lt,h(yﬁj)}t,h with Lipschitz constant less than . such that

‘Db = / {[mE2)® (1,=V, Low)] 6 @ (1, Len)y 2 ) | dtdh‘(B) < Ce|D*b|(B)
where B = BI(T, ).

8.2. Construction of approximate cylinders of flow in the BV setting

The aim of this section is to construct locally some approximate flow cylinders, which
maintain a quite regular shape and have a small boundary flow. We want to verify that
Assumption 7.1 or Assumption 7.6 holds in a neighborhood of every point (¢, z), and that
then Assumption 7.27 is valid.

As observed in Remark 6.4, one has to control the lateral flow either for a family of
smooth Lipschitz functions qﬁg or Lipschitz sets Qf/, the two conditions being equivalent.

8.2.1. Estimates for the absolutely continuous part. Fix a matrix A. Fory € I
define the cylinder

+

¢’l;,51 (t, ’Y(t) + eAty) = [1— ﬂ dist (y7 Bg(o)) ’
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and the normalization constant
+
oo = / 1— L dist (2, BYO)) | 2%(d).
516
A standard computation gives

1 061 pd+1
0_5751 /t_ / ‘(L b) : Vt,xgb'y’ ! ’ Z
3

t+

1 R
=75 /t |- et (b A0) + Aety) +b(t ) - Vadl® (1) | dy

~

(B4 + M) — b(t,7(1)) — Aety) - oA Lot gy,

[
B ty 014 ly|l€e(1,14-61)

so that if 1 is a Lagrangian representation for (1,b).2% ' g with Q Lipschitz (see Propo-
sition 6.22)

At At fefAtZ/| trAt
b(t,v(t) + e'y) — b(t,y(t)) — Ae y‘ie dt dy| n(dv)

</ [/ e
- t;06’5151£ \y|64(1,1+51) ‘y|
1 —24t, 2d+1
< b(t,z +z) — r)— Az| X dtdzdz
51%1”“4 Atz|el(1,1461) \e Atz| / ’ o) ‘ ( )
<1/ &’ZHDbt Az (Q + B
S1waldtL Jie-atcoa 144, lemAt2]
<Cal| | oo ()| DB — AL (Q + {t = 0} x BY

atotlyl

(1+61)6I\Al\tg( )) $d+1(dtdm)

(1481) |l A1l HLOO(PtQ)Z(O))

Letting ¢,6; — 0 and choosing the matrices A in order to approximate the a.c. part of
Db, we conclude with the following proposition.

PROPOSITION 8.6. For every point (t,z) there exists 7t , such that for £'-a.e. 0 <
7 < Ty the ball B&YY(t, z) is (1,b)-proper and Assumption 7.1 holds with constant w,(t, z)
such that

(t.2) < 7|Db|(BIF(t,2))  (t,x) Lebesque point for | Db,
wr(t, x )
" Cy|Db|(B&*1(t,z))  otherwise.

The proof is just an application of the Radon-Nikodym theorem, and it will be omitted.

8.2.2. Estimates for the singular part. Fix 0 < 7 < 1, and set

By Corollary 8.5 of Section 8.1, there exists a compact set Kj . such that

(1) its complement has small measure
|D*b|(RT\ K7 2) <7
(2) each (t,7) € K . is a Lebesgue point for m @ n: denote by
mMEn=m®n(t,z)

its value, and for every r < 7 it holds

DB, [ e n e Dbl ) < DB (89)
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(3) for every (£,z) € K77, r < ¥ there exists a compact family of §.-Lipschitz func-
tions {ys = L n(y3) }hen such that defining the function U by

Ut,z) =0, Du(t):/H{[m®(1,VynLLt7h)] 6t®((H,Lt7h)ﬁ$d_1)}dtdh,

then it holds
|DU — Db|(BI+Y(1,z)) < 2| Db|(BIHY (1, z)). (8.10)
This compact set is obtained by the union of the compact sets K Tc’jf of Corollary 8.5, with
r < 1.

8.2.2.1. Construction of the approrimate cylinders of flow. We can assume that n =
e1, and write y = (y1,y") € R x R for the corresponding coordinates. Set

0 =T, 61 =72, >0,

and let n be a Lagrangian representation of p(1, b)$d+1LBg+1({E).

We consider three cases.
Case 1: my = m-n =m-e; < —7. For every v € I', define the functions Zf,y :
[t 4] % BJ~! — R by solving the following ODEs:

atgl_;y(ta yL) = _ul (t7 ’Y(t) + (_gl_,»y(ta yL)"i'? yL)) +Z/[1 (ta ’Y(t) + ((_51 - 50)6—1_7 0))7 (811&)

Ol (ty™) = U (t,y(t) + (6 (8 y )=, yh)) = Us (8,7 () + (61 + 6e)¢—,0)),  (8.11b)

with initial data éfv( 5 yL) = /. We recall that i; = U -e; = U -0, and we have denoted
with £ the right/left limits of 1-d BV functions.

LEMMA 8.7. The solutions to (8.11) satisfy
(1) [t5,t5] 5t — Ef,y(t,yL) is decreasing;

(2) Bg_l(O) Syt Eicﬂ(t, yt) is d.-Lipschitz continuous;

(3) 01l < ﬁfﬂ(t,yj-) <4y for all (t,y*) € [t5, 5] % B~ (¢, 7).

PROOF. We prove the lemma for EIW,

tence of a unique solution which is decreasing in time is standard, see for example [BG11]:
indeed for fixed (,y")

being the analysis of £ equivalent. The exis-

y1 = Un(t, (y1,9™))
is decreasing because m; < 0, and then classical results on the flow of monotone operators
apply.
The fact that the level sets of U; are 6.-Lipschitz in the coordinates (yi,y") implies
that
Uy (t7(8) + (610 + 0c(€ = ly™ )=y ) = Ui (8,7 (8) + (61 + 80)0—,0)),

so that the solution starting from ¢; = 7¢ > (61 + J..)¢ satisfies
Gt yh) = 610+ 6.0 — |y*]) > 6y

when [y*| < .
For ¢+ fixed, again from the d.-Lipschitz regularity of the level sets of U, it is easy to
see that the cone
1 — 63, (690 < Sely™ — 3|
is invariant for the flow of the ODEs (8.11), so that for any fixed time ¢ it holds that
Kfv(t, y*) is d.-Lipschitz. O

Case 2: m; > 7. Define the functions Ef[ﬁ st x Bgil — R by solving the ODEs

(8.11a) backward in time with final data Eliﬁ(ti,yj-) = /1. As in Lemma 8.7, one can
check that
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Ayt eR
0ty
Ll_,’y (t
- —Z— -
: yER
: > :
' |
| !
¢ |
: ¢
' |
| I
J 1
. '
Lo (t)
(a) The base of the cylinder, i.e. the set Q. (b) The base of the cylinder at a

time ¢, i.e. the set Q(t).

Figure 1. Time sections of the cylinder of approximate flow in the singular,
2D case.

(1) [t5,t5] ﬁfv(t,yj-) is increasing;
(2) B&1(0) 3 y* Efj(t, yt) is d.-Lipschitz continuous;
(3) 610 < &5 (t,y™) < 41

Case 3: |m;| < 7. In this case set Efv(t) = /1 constant.

Define (see Figure 1b and 2b)

QL(t) = Qut o= Qu_er o) = {y = (y1,y) : =0 (ty) <y <L (tyh), [yh] < E}.

1Ly

For future reference we call
Q:= {y =(yyh):—l <y <l |yt < 6},
see also Figure la and Figure 2a. Define the lateral sides of Q[il: (1) as
Y’
Lfv(t) := #+ Graph K{Eﬁ(t)

and
LZ,'y(t) = {(ylayl)a _giy(tyL) g U1 S Eiy(tayL)v ‘yL’ = E}



8.2. CONSTRUCTION OF APPROXIMATE CYLINDERS OF FLOW IN THE BV SETTING

(a) The base of the cylinder, i.e. the set Q.

(b) The base of the cylinder at a time ¢, i.e. the set Q(¢).

Figure 2. Time sections of the cylinder of approximate flow in the singular,

d-dimensional case.
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At

Q(t)

v

Qi

Figure 3. Evolution in time of the cylinder of approximate flow in the
singular, 2D case.

After some standard computations, we have that the lateral inner flow across @+ ,
1,y

is given by
[ T (0) )| g, = Do I+ I
€ty ,t3) l vt
where
& : =\ L] apd—1
I, = / / (3(8) — b7) - et 2t (8.12)
ty Lo~ (t)
and
: / / 61 +4—b") -n‘ AL, (8.13a)
/ / €1~ +b7) -n| " dt. (8.13b)
t

To simplify notations we put an apex — to denote the inner trace of b on the boundary
of a Lipschitz set, and we recall that n = (1, =V, .67 (1)) /|(1, =V, .67, (1))].

8.2.2.2. FEstimates on the flux. The following lemmata will be proved in the next sec-
tion.

LemMA 8.8 (Transversal flux). For all (t,7) € KJ ., v <T it holds

/gd Iy n(dy) < Ca_17|Db|(BI1,,(E,7)).

LEMMA 8.9 (Non—transversal flux). For all (t,%) € K§ ,, v <T it holds

/gd TE, n(dv) < Cay|Db|(BHL,(E, 7).
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From these results we deduce the following proposition.

PROPOSITION 8.10. For every point (,7) € Kj . and ¢ > 0, there exists a family
of (1,b)-proper balls {BI*1(t,%)},, with r < T having 0 as a Lebesgue point, such that
Assumption 7.6 holds with constant

w’r’(t_v ‘%) < Cd*lT‘Db’ (ng__;(z, i))
PRrROOF. First of all, by the regularity assumptions on b, it follows that the lateral
boundary of Qeli ¢ is inner regular, so that Point (1) of Assumption 7.6 is verified. More-
Y7
over by construction Point (2) holds with constant M = §;, being 614 < Eliﬂ. Finally for

20 < ¢ one applies the above Lemmata to recover Point (3). O

By the above proposition and Proposition 8.6 we thus conclude that

THEOREM 8.11. Assumptions 7.27 holds for a vector field of the form (1,b) with
be Ll (R,BV(R?).

loc

PROOF. By choosing the local balls accordingly to Proposition 8.10 on Kj ;. and
according to Proposition 8.6 in the remaining points, one sees that the measure @w” can
be taken to be

o = Cd_1T’Db’LK“‘UK§C f—l—Cd‘Db‘l_Rd-kl\(KaAcAUKg )
s CH

where K2 is a compact set made of Lebesgue points for D#“b. In particular the measure
w’ can be made arbitrarily small by letting first 7 — 0 and then 7 — 0, so to have
Kac Kgcf Vs RA+1 0

8.3. Flux estimates and proof of Lemmata 8.8 and 8.9

Here we prove the two lemmata that allow to control the boundary flux of (1,b) on
lei o~ We will just prove the case m; < —7, being the second case completely analogous
Y

by inverting time and the case Efy = /1 a simple variation of the first situation.
Observe that for a given positive Borel function f(z,y) it holds

/ / FOv(8), ) 2 dy)n(dy) < / ' F ), y) N dy)(dy)

r Lg,’y(t) I'J Lo (814)

[ | ) 2 ),
(BFT(t,%))t J L2

where we used the notation
Ly = {(y1,y). ln| < b, ly*| =1},
and (BIT(f, 7)), is the t-time section of the ball where (p; )y is concentrated.

8.3.1. Proof of Lemma 8.8. We recall that the quantity I> . was defined in (8.12)
as

I, = /V / |(5(t) — b(t,v(t) +y—)) - e*| 27 (dy)dt.
ty Lo, (t)

Since this quantity is defined for a curve v and then integrated in v, by the a.c. of the
projection of 1 on {t} x R? we will consider b defined on suitable planes passing through
~(t). We will also avoid putting the — sign to remember that we are taking the inner
trace: for this term indeed, begin the surface Ly . a subset of v + {|y1| < £1} x Bg_l(()),
one can assume that it is made of Lebesgue points.
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PrOOF OF LEMMA 8.8. Observe first that, for fixed ¢, adding and subtracting the
term b(t, (y1(t) + y1,v(t))) and using the triangular inequality, we can write

/L (t)‘(’Y(t) - b(t7 (’Yl(t) + yla’YJ_(t) + yl))> . el—‘ <Qiﬂdfl(dy)
- /L ® [0 (0@ + 170 +51)) = bt (1 (0) + .7 (1)) |- et| 4 (dy)

: /L ) [t (n(0) + 1.4 1)) = 40)] - e |2 ).
) (8.15)

Integrating (8.15) in 7 and dividing by .Z4(Q) = 2w4_1¢?~1¢;, we have that

-fd / /er(t) = bt (1) + 1,7 () +y7)) - et | A (dy)n(dy)

-i”d(Q)/r/L ) ‘bL (t: (n (&) + 91,7 () +y7))

— b (t, (n(t) +y1,7L(t)))‘%”d’l(dy)n(d'y)
13 ), /L [ en®) + o @) - G i)

:S (>+Sav

IN

We now proceed to estimate the two terms separately.

Step 1. Estimate of the term ng(t). By (8.14) we have

SBV (71.(t) + y1, v () + y))

L v(t)

S
ZLUYQ) JBH E2)): J Lo

By Fubini and the one dimensional slicing of BV functions [Zie89, Theorem 5.3.5], we
deduce

1 1zl 1 1 1 d d
SBV(t) < fd(@)/z [/(Bd“(t;z))t ’D b; |(:C1+y1,(1: T +y)) L (daz)]j‘f (dy)

1 -
< gy J,, 1P O (B G20 )
1
< —
- 2wd_1£d71£1

< Cy1|Dbf ‘(Bﬁ;e( Z))t).

= b (t (1 (1) + g1, (1) 2 (dyn(d)

bt (75, (x1+y1,z- + yl))

—bh(t, (21 4y, ) ’ 2V (dy). 2 (dz).

: 2(d - 1)wd—1€d_2zl : £|DthL| ((B:«ii(ll_H—) (Ea j))t)

Finally, integrating in time and using (8.9), we obtain

/S t) L' (dt) < Cq1|DFbY|(BEE,(E,7)) < Caor7|Db|(BE, (1, 7). (8.16)



8.3. FLUX ESTIMATES AND PROOF OF LEMMATA 8.8 AND 8.9 159

Step 2. Estimate of the term S5¥(t). We have using again (8.14)

S50 = g . / [ (6 a0+, 0) = G0y | £ i

< 200 oo, .
2LUQ) Jiptt @), J L

and arguing as before, using Fubini and the one dimensional slicing of BV functions, we
obtain

s N
Q Ly J(BITY(T,2)):

(t, (z1 +y1,25)) — bl(t,x)‘ A dy) L (da),

(t, (z1 +y1,25)) — bt (t, x)} . eL’ LUdx) 0 (dy)

< 240 / 0] Dyby| Bﬁrgl (£, 7)) 27 (dy)
v sa- 04720, 04| Dyby | (BT (1, 7
T 2wg_ 10014 ( Vw1 16Dy t‘(( r+€( )))
1
< Cd—171\D1bt|((ij:gl (£, 7))
< Cd—lT’let|((ng_—; (t,z)):).

Integrating in time we obtain

/S '(dt) < Cy-a7|Db|(BIT; (T,7)). (8.17)

Summing up (8.16) and (8.17) we finally deduce, for 7 < 1,

ngl(Q)/ 2,4 1(dY)
w60 b ) e a2

/S t) L (dt) + /S t) £ (dt)

<C,_ 1T|Db|(Bf121£(

which is the claim. O

8.3.2. Proof of Lemma 8.9. The proof of Lemma 8.9 depends heavily on the shape
of the cylinders, which cancel the effect of the divergence thanks to the choice of Zl 7(t yh).
The goal is to show Lemma 8.9, i.e.

-i”dl(c?)/ Iy n(dy) < Ca—a7| Db|(Byyar).

We will prove only the estimate for I%’Jr being the other case identical.
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PROOF OF LEMMA 8.9 FOR Iiv' Recall that the quantity Iftv was defined in (8.13)

as
t+7/2 " .
i = /tr/z /L+ (6l e1+9=b7) -n[ 2" (dy)dt
t+7/2 )
/ / |65+ = bu(t () + (fi,y(t),yj‘)) | 24 (dy™*)dt
t—r/2 Jlyt|<t
t+7/2
/ /2 /LI . — b (6 () + (6, (1), 51)) - Yy bf (gt | 297 (dy)dt
t—r <

t+7/2
+ 1
/t /2 /IyL|<£ ‘bl (8790 + (e, (8), )

— by (£, 7(t) + (61 + 6.)¢,0)) — éj(t)] 241 gy dt

t+7/2
+ [ / 200 5 (0000 = 30)] 2

7/2

t+7/2
/t /2 /il NG =0 (670 + (G5 (0),97)) - Vel (6y)| 27 (dy )t
r <

Integrating at a fixed time ¢ the above equation in v and dividing by the area of Q, we
have that

)|+ 7= b7) nl 25 (e
Y

Z24Q)
1
= 2400t /F /y¢|<e ‘bl (t, () + (¢, (tyh), vh)

= bu(t,7(0) + (61 +8c)¢, 0)) — éf(t)) L4 (dy)n(dy)
Q 51 //Ld’bl (£,7(8) + (91 +6e)£,0)) — (t)]a?d‘l(dyﬂn(dfy)

Z_251 //i<£’ bL bte bL(t,ﬁy(t)

(6, (0,0))) - Vyu b (65| 247y n(an)
=: ST(t) + SV (t) + ST ().
We now proceed to estimate the terms separately.

Step 1. Estimate of the term S3V(t). We have
av d—1 €L
s gd a0+ @ a0n0) ] 27

251 /(BdJrl(t)) /l|<€ ‘bl t x4 ((61 + 6c)Y, 0)) —bi(t, x)))fd(dx)

< (512;5)|Db (B (,2)):)
< 7|Dby|((BLF} (5,7)))

by Fubini and the one dimensional slicing of BV.
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Step 2: estimate of the term SPV(t). By the definition of Efﬁ(t, y*) through the ODE
(8 11b) we obtain that SF¥(t) can be estimated by

//Ld(ln (t.A(0) + (G, Ly ) y)
= by (£ 9(8) + (61 +6.)6,0)) = & (t.y)| 2" (dy ()
//Hd "1 ) (t.() + (6, (ty ™) ™)
— (b1 = W) (£,1(8) + (31 + )2, 0) | 2 (dy ()

1
: gd(@)/F/lde (b1 = 2) (9 + (65, (t.5*), 5)
— (b1 — ) (£, 7(t) + (61 + 66, yH)) ( LN dy ) (dv)

1 - i
+$d(Q)/f’/|yL<g‘(bl Uy) (t,y(t) + (61 + be, 7))

— (b= Un) (6,71(0) + (51 + 6, 0)) | 2 (dy ()

] _
/|Db DU|(y(t) + {ly™] < €,6:0 < y1 < b })n(dy)

<
~2Q)
1 - i |
+ "gd(Q) /Bd+1 )) /|yj_<g )(bl Z/{]')(t7 + (61 + 505 y ))
— (b1 — U1)(t,x + ((61 + d¢)2, 0)) ‘ gd_l(dyL)Kd(dx)

1 n -
< 2wy 4N, | Db, — DU|((BEL (2
~ 2wg_ 1001 Wd—1 1 [Dby ’(( ri20(6 T z)) )
1 d—1 1 1 dtl (7 =
m'%d_ﬂ ¢-|D~b,— D u\((BrJr%( x))t)

-2
< Cy-1 (T+ 2>|Dbt|((3g1214( )t ) < Ca- 1T|Dbt|((3gizlz( f))t)v

where we applied (8.10) and (8.9) to control the normal derivative.

Step 3: estimate of the term Si(t). For the last term, recalling that Yyt - K{rﬁ is
J, —Lipschitz by Lemma 8.7, we have that Si*(¢) can be estimated by

.zd //L|<e = b (6 () + (6, (L), y0) - Vel (b y )| 2 (dy n(dy)

S.,%d((,,?) /p/qu ‘bi L) + (6, 6y ) y0) = bL(t,’Y(t))’i”d’l(dyl)n(dv)-

Again enlarging the set Qe% ,(1) to Q we obtain
Y

r 60
ST < g )
Oc
B 2wd,1€d_1l71

< Cd—lT|Db|((ngr_21€( ))t),

/l|<ﬁ (E‘DJ-b\ + 571|D1b]) ((B;“iiElJrél (t_’;g))t) gd_l(dyj‘)
yt|<

cwg (T 1)€\Db|((35121z( Z))t)

by the choice of §, < 72.

Integrating in time and summing up the three terms we conclude the proof of Lemma
8.9. O






CHAPTER 9

Forward untangling and vector fields with weak L” bounds
on the gradient

ABSTRACT. We collect in this chapter some results of a work in progress with S. Bianchini
[BB17c] where we study possible refinements of the concept of untangling. In particular,
in Section 9.1 we discuss the case in which one has only a control of the amount of
trajectories which cross forward in time: a suitable local condition can be given and
a related forward untangling functional can be studied, obtaining results similar to the
ones presented in Chapter 7.

In particular, with this strategy we recover some results already present in the
literature: in Section 9.2 we show that if one has a vector field with suitable bounds on
its incremental quotients, then the Lagrangian representation is forward untangled (in
particular, we recover in our setting the results of [BC13]). Finally, in Section 9.3, we
show a quantitative stability estimate for the (Regular Lagrangian) Flow associated to
this class of vector fields.

9.1. Forward untangling

Consider a proper set Q C R and let Q° be the pertubed set constructed in
Theorem 6.15. For convenience, in the first part of this section we will drop the index ¢
and refer to ¢ directly as €. Recall that the set S is defined in (6.12), so that essentially
all inflow and outflow of p(1,b) are occurring on open sets which are contained in finitely
many time-flat hyperplanes {t = t;}. We can assume without loss of generality that
p:(S1) C {{t = t;} is locally proper}. Define now

"= /S n2'p(2) #(d2) = N (Graphans, 20
1

according to Remark 3.7.
We give the following

DEFINITION 9.1. A Lagrangian representation 7 of p(1,b), with div(p(1,d)) = pu,
is said to be forward untangled if the following condition holds true: n is concentrated
on a set A" ¢ I made up of trajectories such that for every ~,~ € Afr x Afor the
following implication holds:

if there exists ¢ € [max{t}, ¢}, min{t;’, t? }] such that ~(t) = +/(t) then
Graphm_[t,min{t*t;}]ﬂ Graph 7/‘—[t,min{t$,tj,}} coincides with
Graph'yL[t’min{t¢7tj/}] and with Graph’yﬂ_[

tmin{ty t1,}]"

This means that the trajectories can bifurcate only in the “past”.

9.1.1. Local theory of forward untangling. We begin by pointing out a necessary
condition for a Lagrangian representation to be forward untangled.
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PROPOSITION 9.2. Let i be a forward untangled Lagrangian representation and let €2
be a perturbed proper set. Then, given w > 0, for every R > 0 there exists v > 0 such that

1 w (], ) eqty)+ BXO), .
/0’(B7€l(’y(t;)))?7 ({7 : Graﬂf)hryfl_[t;,;mg Graph'y—kB}i%(O) }) 7 (d’y) < 1o.

PROOF. By the forward untangling, it follows that

" = / 6. p(=) 2 (dz)

i.e. for any z € Sy only the curve ~, enters in {2. By Lusin’s Theorem, for every ¢ > 0, we
can find a compact set K5 C S; with

/ p(z) #%dz) <6 and Kz 3 z+ 7y, continuous w.r.t. C%-topology. (9.1)
K

5
By the uniform continuity on compact sets, for every R > 0 there exists » > 0 such that
2,7 € Ky : V() € () + B%(0) = Graph Vet 44 C Graphoy; + B%(0).  (9.2)

Observe that we can write

/1 w (] ) enty)+ BHO), (dn)
o(B(v(t)) " \1"~ Graph~/'- & Graphy + BR(0) [ )71

1
:/{O'(B;!(Z)) /H{z’:z’—z<r,Graph'yz/L[twJilgGraph’Yz—&-B%(O)} p(z/)‘%pd(d'z/)}p(z)%d(d'z)

Now we split the integral in z in two terms, one on the compact set K5 and the other in
the complement. For simplicity, denote by Apg := {2’ € Sy : Graph Velpys t:”;(_ Graph v, +

B%(0)}. Then we have

/{W / H{lelz/_z‘q’Graphvz“[t?ﬁ]gGraph%—&-B}%(O)} p(zl>%d(d2/)}p(z)%d(dz)
iy | penan A bote) 4 a)

B o, 1) 2040 b))

<[ o /. ) botearaz)

r

<1

; Z/ Z/ d Z/ 5 d .
+/K§ {U(Bﬁi(z)) /Bg(z) L (#)p(=) 27 (d )}p( )4 (dz)
(9.1)

Do [ | Lo ] ” g ()N b)),
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For the second integral we notice that the contribution of 2’ € B,.(z) N Ky is zero, in view
of (9.2). Hence by Fubini Theorem

/K5 {U(B;(Z)) /Bg(z) HAR(Z/)p(Z/)%d(dZ/)}p(z)%d(dz)

-/ 5 {0_(32()) / o JLAR<z’>p<z’>ffd<dz'>}p<z>jfd<dz>

S/Z—z’<r,z'e}<§ J(B;i(z))p( Vp(2') 4 (dzdz")

- /Kg {o(Bi(z)) /Bg(z,) pl)H d(dz)}p(z’) A )

9.1
(<) d.

The proof is concluded by taking § so that 20 < w. O

We now turn to prove the converse, which is more delicate and thus we will split
the proof in several Lemmata. We will denote now by n a Lagrangian representation of
div(p(1,b)) = p in © (which can be taken as the restriction of a Lagrangian representation
in R in view of Theorem 6.30).

ProproOSITION 9.3. Let n be a Lagrangian representation in a perturbed proper set
Q CR¥L. Let w > 0 and assume that for all R > 0 there exists r = r(R) > 0 such that

1 ~ : () €(t5) + B(0), }) ~
R c T ¥ ¥ T i d < .
/F U(Bg(’Y(t;)))n ({7 Graph ’Y'L[t;ﬁ]g Graph v + clos B4(0) 7 (dy) < @
Then there exists a set of trajectories U such that n'Ly is forward untangled and

n"(U°) < Cigfl{(ﬂ ?f)w+ /fém}

We begin by proving the following Lemma, which shows how the piece of information
contained in the hypothesis of Proposition 9.3 can be passed to the limit:

LEMMA 9.4. In the setting of Proposition 9.3, it holds

in in N . 7/(t_/) = V(t;)a d
/T’Z 0 <{(%7) ' Gra&)h’y ¢ Graph/, Graph~' ¢ Graph~y plz) #7(dz) < .
(9.3)

PROOF. The proof is completely analogous to Proposition 7.2 therefore we will only
sketch it. We begin noticing that for fixed R > R we have

771“({7’ : fy'(t;,) en(ty) + B4(0), Graphy’ ¢ Graph~y + clos B%(O)})
> nin<{'y' : ’y'(t;/) eq(ty) + BY(0), Graphy’ ¢ Graph + clos B%(O)}).
By keeping R fixed and sending R \, 0, we obtain a family of {r,},en such that
1 : () €x(ty) + B (0), :
n . Tn med < .
/U(B;ln(ry(t,y)))n <{7 Graph~' ¢ Graph’y—l—closB%(O) nidy) < @
We now let r, — 0 and we make use of the following facts as in Proposition 7.2:
(1) the set

{7' : Graphy' ¢ Graph + clos B}iz(())}

is open in [
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(2) for a.e. z (in view of the equivalence between Lebesgue points w.r.t. n and w.r.t.
p#%) it holds

][ Ny AN dZ) = ., as measures on I
Bi(2)

At this point one uses the l.s.c. of the weak convergence on open sets and Fatou’s Lemma
to obtain

o 1 _ V' (t2) € y(t5) + B2 (0) i
> S S . v 7 A "
@ 2 it | (f Graph ¢ Graph '+ los B4(0) f) 77

> /lim inf { ][ n;‘,‘({fy’ : Graph~' ¢ Graph~ + clos B%(O)}) p(z’)%d(dz’)}ni“(dw)
B (v(ty)))

n

> [ wn ({nr) s maxdist (1007 (0) > B) }ole) ().
Finally, we send R — 0 and we use the Monotone Convergence Theorem, so that

o V() = (),
/772“ @2 [ § (7)) Graphy ¢ Graphy', o | p(z) #%(d2) < w,
Graph~' ¢ Graph~y
which is what we wanted to prove. ]

We now show a simple inequality which will be very useful to conclude the argument
of the proof of Proposition 9.3.

LEMMA 9.5. There exists positive constants Do, D1 > 0 such that

g

1—aSDo(l—a)max{l—a,a—B}—i—D—, Va,eR: 0<p<a<l.
1

PrRoOOF. We split into two cases:
o if
l—-a>a-p & (B>2a-1,

then the inequality becomes

D0(1—a)2+£—(1—a) >0,
Dy
for all 0 < o < 1. Since in the current regime
20 — 1
Do(l—a)2+£—(l—a)Do(l—oz)2+ - (1=a):=g(a),
D1 Dl

to conclude it is sufficient to show that there exist Dy, D; so that g(a) > 0 for
every « € [0,1]. Optimizing in «, we find that the minimum of g(«) is

| L, 2 i b2
ming = ——— — —
o7~ TaD, Ds

and choosing Dy > %Dl and D; > 1 we see that min g(«) > 0 and this concludes
the proof in this case.
e Let us now consider the other case, i.e. it holds

l—-a<a-p & p<L2a-1.

From the constraint 8 > 0, we deduce o > % So the inequality we want to prove
becomes

Do(1 —a)(e=f)+ - =(1—-a) =0
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for all @ € [%, 1], ie.

(5; - ol =) 8+ (1 - a)Doa— 1) 20,

This expression is linear in §: if <Di1 — Do(1 — a)) > 0 the minimum is achived
in 8 =0 and its value is

(1 —a)(Doax — 1)
which is easily seen to be non-negative for every a € [%, 1] as soon as Dy > 2. On

the other hand, if (Dil — Dy(1 — a)) < 0 the minimum is achieved in f = 2a —1

and this was treated in the case above.

In conclusion, picking any Dy > %Dl + 2 and D; > 1, the inequality is satisfied and this
concludes the proof. O

We are eventually ready to prove Proposition 9.3.

PROOF (OF PROPOSITION 9.3). To begin, let us define a strict order relation on the
set I'. We consider the set

R:={(7,7) € I’ : Graph~y C Graphy'}.

It is immediate to check the relation R is irreflexive, transitive and antisymmetric (as the
strict set inclusion is), so it is a (partial) strict order on I". We will write v < 4 meaning
(7,7) € R and we will write < for the associated (partial, non strict) order relation, i.e.

v <7 &~y <7V Graphv = Graph~'.

Notice that, in this language, we can rephrase the conclusion of Lemma 9.4, namely (9.3),
by saying that

o V() = (),
> [a@n? ({0075 Graphy ¢ Grapho', ¢ | o) #%d:)
Graph~' ¢ Graph~y (9.4)
> [ a2 en ({0 7(6) =), () € P2\ (RURT) P o(e) (a2

where we have used the notation R” to denote the set {(v,7'): (v/,7) € R}.
For z € 51 let us now define

a: =supn ({7 :7 < 7})-
Y

Thus, for z € Sy, for every € > 0, by definition of supremum, there exists v, such that,
having set A, := {7 : 9/ < 7.}, it holds

nizn (Az) >a, —¢.
Set then B, := {7 : 7' < 7.} and
b, = nizn (BZ).

Clearly, b, < a, for ps#%a.e. z € Si; furthermore, we emphasize that B, is the set of
curves whose graph is contained in the almost-maximizer 7, but are different from it: in
view of this, these curves must have a final point inside the domain 2, so that the following
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(@) = / St ) (@)

/ / Ot Q) (dv)p(2) 7 (dz)
/ Bz‘;ﬁnt*) (Qn (d)p(=) 2 (d2)

dy)
= [ Bp) ) = [ bupte) a2,

bound holds:

Notice now that for every -, nizn({'y’ sy =< ’y}) < a,, being a, the supremum. Further-
more, if v ¢ A, it holds

{/eI:v =<~} cC ‘UB,. (9.5)
Let us show (9.5) by proving the reverse inclusion for the complementary sets: if 4" €
A, \ B, then necessarily ' = v,: if it were 7/ < ~ then we would have -, < ~ and this,

together with v ¢ A, would contradict the fact that a, is the supremum. Having shown
(9.5), we deduce in particular

nr({yY el:+ <v}) <n™((A4.)°) +n™(B.) <1—a, +e+b,.
We can summarize what we have just proved by writing that
nt({v el:+ <~}) <minfa.,1 —a. +b, +¢}
which readily implies
nt({y el:+ #4~}) >1-min{a,,1 —a, + b, + e} = max{l — a,,a, — b, —e}. (9.6)

In particular, taking into account (9.4) we finally have by Fubini
w2 [ en? ({(7):7/(65) =7(6), (7)€ P\ (RURT) ) pla) 7 (d2)
2 [ [ ({77 =) 2o )it o) 2ae)
o | [ (v =2 7 £ | o) )
o[ [ il o b ) o) )
>2 [ (0 A max{1 - azya. - b - £} p(a) (d2)

= 2/(1 —a,)max{l —a,,a, — b, — e} p(z) #dz)

On the other hand by Lemma 9.5 with a = a, and 8 = b, + ¢ we have

N (F\ A.) =1—a, < Do(1 — a;) max {1 —az,a; —b, —e} + bZDJrg,
1
so that,
i d bz +e d
WM Ap(2) 7)< Do [ (1= ey mas {1 = az,as — b} + [ S () i)
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and, letting e — 0,
| o
[ gy < D 110
1

1 3Dy p ()
< (2422
= 2( + 1 )w+ Dy

(9.7)

and this yields the desired conclusions: indeed, setting U := | J A, from (9.7) we have

z€S
that c )
- 1 3 wo
MUY < inf {2+ —
”(U)—521{2<+4>w+ C }
and n™Ly is forward untangled by construction. ([l

9.1.2. Subadditivity of untangling functional. We now want to study how the
local pieces of information contained in Propositions 9.3 can be glued in a global one.
Roughly speaking, we consider here the case in which the quantity w is (the mass of)
a measure: we will show that a suitable functional (the forward untangling functional)
is subadditive and this allows to compare it with a measure. We begin by giving the
following

DEFINITION 9.6. Let Q C R4 be a proper set. The forward untangling functional
for a Lagrangian representation 7 is defined as

For Q) = inf { Ra)y™(N) : D\ N C Afor}. (9.8)

In other words, the forward untangling functional applied on a proper set ) gives
the amount of curves we have to removed (from the ones seen by (Rg)sn™) so that the
remaining ones are disjoint in the future. We now show the following remarkable property
of the forward untangling functional:

PRrROPOSITION 9.7. The functional ffor defined in (9.8) is subadditive on the class of
proper sets. More precisely, if U,V C R are proper sets whose union  :== UUV is
proper, then

ffOI‘(Q) Sf’fol'(U) +f’f0r(v)
PROOF. By definition, for every € > 0 there exists a set N(U) C I'(U) such that
F(U) < Bu)en™(N(U)) + ¢
and
(F(U)\ N(U)) c A,
Let N(V) be an analogous set for V. Set
N:={yel'(Q):3i ([Ryy e NU))}u{yeI'(Q):3i(Ryy € N(V))}.
By Proposition 6.32
N (N) <0 ({y € D(Q) - i Ry (v) € N(U))}) + 0™ ({7 € I'(Q) : 3 (RY (1) € N(V))})
< (Ru)gn™ (N(U)) + (Ry)gn(N(V))
< FEU) + FV) o+ 26
Being ¢ arbitrary we thus obtain that n™(N) < f for(U) +f for(V) so that, in order to
conclude, it remains to show that I'(Q2) \ N € A", To do this, observe that
Ry(I'(©)) © T(V),

and the same for V. Hence, if Graph yi¢os0N Graphv/Leoso# @ then they must coincide
forward in time either in clos U or clos V and hence in clos U U clos V = clos €2. O

We are thus led to consider the following
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ASssUMPTION 9.8. There exist 7 > 0 and a non-negative measure w” of mass 7 such
that for some C > 1, for all (t,x) € Q there exists a family of proper balls { B! (¢, )},
such that it holds

3C

ffor(Bf+1(t, z)) < <2 + 4>wT(Bf,l+1(t, z)) + M

= (9.9)

For future reference let us define the measure

3C wo
Cfor ._ T
¢ <1 + e )w + ok

By means of a standard covering argument we have the following

PROPOSITION 9.9. If Assumption (9.8) holds in a proper set Q0 with compact closure,
then

FONQ) < CaCE™ (clos ), (9.10)

where Cy is a dimensional constant.

ProOF. By Vitali Covering Theorem, for any € > 0, we can cover the compact set
clos Q with finitely many proper balls B; such that (9.9) holds and

Z CH(By) < CaCh (clos Q) + e

Thanks to the subadditivity (and the monotonicity) of for e can thus write
f'for(Q) < ff0r<UBi> < foor(Bi) < Cdcgfor(clos Q) +e

and sending ¢ — 0 we obtain (9.10). O

We finally show that the validity of Assumption 9.8 is enough, thanks to the subaddi-
tivity proved in Proposition 9.7, to have that 7 is forward untangled.

COROLLARY 9.10. Suppose there exist sequences 7; \, 0 and C; ' +oco such that
Assumption 9.8 holds for 7;, C; and moreover

CiTi — 0.
Then n is forward untangled.

PROOF. It is enough to observe that under the assumptions above Hg‘&’forﬂ —0. O

9.2. Vector fields with weak LP bounds on the gradient

We now want to consider an interesting setting where the forward untangling method
described in the Section 9.1 applies. To do this, we need first to recall the definition of
weak Lebesgue spaces, as they will be used later on.

9.2.1. Weak Lebesgue spaces. We begin by giving the following

DEFINITION 9.11. Let u: 2 — R be a measurable function defined on an open set
Q Cc R For any 1 < p < 0o we set

ooy =50 {2 ({w € 0 Ju(a)] > A}) } (9.11)

and we define the weak Lebesgque space MP(2) as the space consisting of all measurable
functions u: @ — R with [[|u[|[3p(@) < +00. By convention, we simply set M°°(€2) =
L>(Q).
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We explicitly notice that ||| - |||a» is not subadditive, hence MP(Q) is not a Banach
space. Nevertheless, it holds
llw+ olllassiey < G (lullasmgey + Melllam):
for some constant Cj, > 0. From the very easy fact that

)\pfd({:nEQ: lu(z)| > A}) :)\p/ 1dx
{lul>A}

:/ MNP dx

{lu|>A}

< / (@) P dz < [[ull?,
(lul>A} Lo

we deduce that the inclusion LP(Q) C MP(Q) holds, with [[|ul||yr) < |lullzr(). The
inclusion is strict, as the function 1/x belongs to M*(0, 1) but it is not L(0,1).

9.2.2. An interpolation lemma. We now present a lemma which shows that we
can interpolate between M' and MP, for p > 1, obtaining a bound on the L' norm,
depending logarithmically on the MP? norm.

LeEMMA 9.12 ([BC13, Lemma 2.2]). Let Q@ C R? be an open bounded set and let
u: Q — [0,00) be a non negative, measurable function (supported on Q). Then, for every
1 < p<oo, it holds

Jullzsi < 2l |1+ o (zdm)“/pm)] (9.12)
For p = oo we have
follse < a1+ o (zdm)m)] (913
PrOOF. Let for A > 0
m(\) == L4{u> A} NQ),

so that we can write
“+00
fulliry = [ mOdr
0
By the very definition we have that

HUH?\/[P(Q)

m) < £40),  m() < —

hence
[ullapr = sup Am(A) = (sup Nr(AP) P < (sup (A Q)P < (| ae ()P

In other words,

H|U‘HM1(Q) d/y—1
T(Q)SMUWMP(Q)g Q)P

which can be written, by easy algebraic manipulations, as

1
- ||l a1 (@) - ullRe0y ) 7 iy
2~ \Ullulllar o




172 9. FORWARD UNTANGLING AND APPLICATIONS

Hence we can split

/()+oom(>\)d>\:/(JQM(A)dA+/jm()\)d)\-y/;oom()\)d)\

el o Ml
5”“”\M1<Q>+/ A“dwr/ﬁ e g

_ p dn1—1/p 1 ulllare 1
= [[lulllar + [|[wll[ a1 log <$ (€) + el arrs
p—1 Wulllan ) p—=1

which gives (9.12). For (9.13), it is enough to notice that for A > ||u||s the set {u > A} =
() thus the RHS of (9.11) is less than |lul|}..-2%(Q) just by estimating the two factors
separately, i.e.

ulllarp(@) < Ilullze2?(9)17.
Plugging this into (9.12), taking into account the monotonicity of log, and sending p — +o00
we obtain (9.13) and the proof is thus completed. O

9.2.3. The setting. Estimate on difference quotients. We are ready to describe
precisely the setting in which we are going to work in this section.
We shall always consider in the following vector fields

b: (0,T) x R — R?
satisfying the following assumption.
ASSUMPTION 9.13. It holds:
(R1) there exists a function M € M'((0,T) x RY) such that
[b(t,y) = blt, )| < |z —y[(M(t,y) + M(t,2)).

(R2) for every € > 0 there exists functions M, My: (0,T) x R* — R so that one can

decompose the function M of (R1) into

M = My 4+ M,
with
NMil[a <&, ([ Mo < Ce.
We explicitly remind that M € M1((0,7) x RY) means that
| M]|| 31 = sgp)\gd(M > \) < +o0.

Before going on, we would like to notice that the validity of Assumption (R1) is indeed
enough to conclude that b € Lfo . for suitable exponents p > 1. We have the following

LEMMA 9.14 (LP embedding). Let f: R* = R be a measurable, non-negative function
and assume that it holds
[f(z) = f(y)l < Jo —y[(M(2) + M(y)),  Va,yeR?
where M € M9(R?) for some q € [1,d). Then f € LY (RY) for every p € [1,s(q)), where
qd

s(q) :== i is the exponent of the Sobolev embedding W9 in dimension d.

ProoF. Without loss of generality, we can assume that f(0) =0 and that M (0) = 1.
We localize everything in the unit ball, so that z,y € B{(0). We set

C = max{l[|M]||yo(ra), 1}

and, for A > 0,
Sy :={z e Bl M(z) > \}
so that, by assumption, it holds

f(x) = f(W)] < |z —yl(M(2) + M(y)),  Vo,yeR?
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and, for some ¢ > 1

c

By triangular inequality, it follows that for every z € SY
[f (@) < 1F(O)] + [z = O[(M(0) + M(z)) <1+ C < 2.

(9.14)

In a similar way, for n € N, if z € S5, and y € S5,_, we have

[F@)| < [f)]+ |z —yl(2"+2"7") < Sup 1F ()] + & —y| (2" + 2771,
YESS, 4

Optimizing in y in the RHS we see that
@< sup [f(y)]+dist(z, S5 1) (2" + 27,

yESanl
Now observe that since (9.14) holds, the maximum radius of a ball contanined in S5, _; is

Pmax = (cd2(1*”)q)1/d. Hence we get

[f@) < sup |f(y)| + dist(z, S50-1) (2" + 2771

yesgn—l
< sup |f(y)] + (ca2/0) 4 (2n 42n
y€S§7L71
3¢/
= sup [f(y) + pu/dni-a/a),
yesgnfl 2

Iterating we get that

" 3¢cl/dog/d

s f(@)] <2+ Y2

2€85,NSyn—1 k=1

ok(l=q/d) _ 9 | Cy qgn(l—Q/d)

where we have taken into account ¢ < d and denoted by Cy, a positive constant which
depends only on d, g. In particular, we have

sup | f(2)[P < Capg(2F + 277170/,
z€S5nNSyn—1

Thus computing the LP-norm we finally obtain by Dominated Convergence Theorem

= [ 15@Pde =

- /Bd Z Lsg,nS,n-1 (@)]f(@)[F d

1 n=0

= /Bd Z 155n052n71 (x)cd,p,q(zp + 2np(1—q/d)) dx

1 n=0

<3 Capa(2 +27079/D) 24( 85, 01 8y
n=0

€3 Capaler + o=yt

n=0
o (1 s 2n<p—q<1+1/d>>> '
n=0

Notice that if p < s(q) the series in the RHS converges and this concludes the proof. [
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Let us assume b is nearly incompressible: let p: (0,7) x R — R be a non-negative,
bounded solution to the continuity equation d¢p+ div(pb) = 0 in the sense of distributions
on (0,7) x R%. Accordingly, let i be a Lagrangian representation of p(1,b) in the whole
space (0,T) x RY. We will assume ||p[/oo < 1.

REMARK 9.15. One can consider also the more general case divy.(p(1,b)) = p € A
by means of the usual localization methods of Chapter 6 already exploited in Chapter 7.
For the sake of simplicity we present here the argument in the case described above. &

We now state the main result of this section. In order to keep the notation contained,

we will write
1

# — = in in
1o iy = | sy A0 @)

for any set A C I'?, where we recall A, = {7 : (v,7) € A} denotes the y-section of A.

PROPOSITION 9.16. Let b be a vector field satisfying (R1) and (R2) and let p > 0 be
such that Owp + divy(pb) = 0 in the sense of distributions. Then for every w > 0 and for
every R > 0 there exists r = r(w, R) > 0 such that

U / . / /
”®<Bd<<o>>><{<%” €TXT:1(0) =70 Srh(D) - 7T 2 R} ) <=,

where we recall o (B (y( de 0) p(0, z) dx is the amount of curves which start from
the ball of radius r a'round fy( ).

As an immediate corollary, taking into account Proposition 9.9, we thus deduce

COROLLARY 9.17. Let b be a vector field satisfying (R1) and (R2) and let p > 0 be such
that Oyp+div,(pb) = 0 in the sense of distributions. Then every Lagrangian representation
n of p(1,b) is forward untangled.

We now turn to the proof of 9.16.

ProOOF. We split the proof in several steps.
Step 1. Decomposition. In view of Assumption (R2) for all € > 0 there exists functions
My, My: (0,T) x RY — R so that one can write

M = My + M, with |||M1|HM1 < e and ||M2||L1 <C..
Let M > 0 be a positive real number, large enough to be chosen later. Define then the set
A= {(t,7,7) s Ma(t,(#) < M, My, (1)) < M}.

Step 2. Duhamel formula. In this step we are going to estimate from above the
measure of the set

{(%7’) €T xT':|y(0) =+ (0)] <7, |W(T) —v(T)| > R}- (9.15)

To do this, we begin by noticing that for every v,+" € I' we have

d / (1) = (1) ,
(1) =+ (1) = W [b(t,2(1)) = b(t.7'(1))]
_ 2@ , , ,

\ (t) - 7’(t)!(M(t77>+M(t77’))ﬂA(t,%’y’)
(tvv(t)) b(t77/(t))|]lAC(t7’Y77/)'
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Hence, by comparison principle and standard calculus formula, we deduce that

YV (T) = +(T)|

T ¢ ,
< W77 [ b [ I8 O 5 0)) — b0, () L 17 7) dt]
0

-~

<1

T
< W) [ = [ 1000(0) = bt )] L1 7) dt] |

where
T
W(v,7) := exp </0 (M (t,y) + M(t,y"))La(t,,7) dt)

In particular, taking logarithms we deduce that we can estimate from above the measure
of (9.15) in the following way:

{0y sl =710 < n =10 2 1)
c L) we [ [ 10002 0) ~ ot )l 02 at] 2 R}
< {07 - W) 4 W) + W) 2 o R,

where we have set

T
Wi(y,7') = /O (My(t,) + Mi(t,7)) La(t, 7.7 dt,
T
Wa(r,7') = /O (Ma(t,) + Ma(t, 7)) dt,

T
Wy(3,7) = log [ + [ 1b0e(0) = bt @)l Lat,7.7) dt] |

We have thus reduced the problem to estimating from above by w the quantity

ne %0))) ({(% V)WL) + Wa(1,97) + Wa(1,7) = log R}) :

Step 8. Separate estimates of the terms. We now proceed to estimate separately the
three terms above. We will use essentially Chebyshev inequality and the interpolation

Lemma 9.12.
Step 3.1. Estimate of Wi. Fix ¢; > 0 to be chosen later. Being the integrand non-

negative, we clearly have

{(%7’) Wi(7,7) > 201} { / My (t, 7)1 a(t,y,7)dt > cl}

(9.16)
{’Y’Y /M1 ]lAt’y’y)dt>cl}
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so that it is enough tho estimate only one of the two terms. We have now by projection
and Chebyshev inequality

0o g ({0 [ izl

r

T
011 U(Bd(lv(())))//o Mu(8,7)Ta(t, 7 )dn(y) dn()
T
Cll cT(Bd(l'y(O))) / /0 My(t )L gy 1,y <y (8 7)dn(Y) din(y)

1 T
61//0 My (t, %) L, (40 <ary () dn()

IN

IN

IN

because we are integrating only in the set of curves 4/ such that +/(0) € B,(v(0)). Finally,
by projection

n® m ({(%7’) : /OT Mi(t,y)La(t,v,7)dt > q})

1 T
a1 /p/o M () Lpag, )<y (87) dn(y)

< 1// M (t,2)Lgng <y (¢ x)dtd
€1 JJ(0,T)xRd -

1 MCd
Sl 1+ g (o)
c1 My ][] ar
M
E[l—i—log( Cd)]
a £
for some dimensional constant Cj, where we have used Lemma 9.12 on the function
Myl <jpy and the fact that [|[Mif|[pn < € (and the trivial fact that the function
s+ s(1 —log s 4+ log Cy) is increasing in a right neighbourhood of s = 0).

MCy
13

IN

IN

IN

In particular, if we choose ¢; := % 1+ log ( )] taking into account (9.16) we

have that

~aieay {o: /OT (V) + M) Lt = 2 11 (Mcd>] <2

Step 3.2. Estimate of Wa. Arguing again as above splitting the set into two parts and
then using Chebyshev inequality, we easily deduce that for co > 0 it holds

VS SO ({m') 3 " (M) + M) 2 2}) < 2=

T

so that if we choose co := % we get

Step 3.3. Estimate of Ws. Finally, in order to estimate the third term Ws(vy,~') we
use once more Chebyshev and Holder inequalities: taking into account the monotonicity

I
wl g
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of the log, it suffices to estimate for c¢g > 0

n®<Bd(n(0)))<{(% >./T|b<v>— b et 2 o })

< 013/ / V) ac dtdn(v') dn(y)

2
< %Hbllm(fd“((t,m) : My(t,z) > M)

2, (Ul )
C3 M
2 e\ Va
< —||b —
< 2ol ()

where ¢ € (d,+o0| is the conjugate exponent to p € [1, %). Thus, if we take c3 :=
b0 (5) " we get

18 gt ({0 | " 1b(r) — b Lac i > gubnm(;j)”q}) <2

Step 4. Conclusion of the argument. From Step 3, we deduce that

IN

n
o(B(7(0)))
To conclude, we have to show that up to this w-set of orbits, in the remaining set we can
tune the parameters to that it holds

12 MC\] |, 120 6 1/e
cl+02+03—;[1+10g< 5 )}4— wg—i—log {r—i—waHLp(]\g—/[> ]SlogR.

Let us choose 1 := c3 so that have to study the inequality

12 MC 12C 12 1/a
i [1 + log < )] +—= +1log |:||b|LP <€> } <logR.
€ w w M

w

ne ({(%7/) WL () F Wa (1Y) + Wa(v,7) > a1+ eo + 03}) < w.

1.e.
12¢ 12 12 C 12C 12|b]| pet/4 1 _
E+€lgM+€log<>+E—Hog[|”mf}—logMﬁlogR.
w w w € w w q

Collecting the terms in M we have

12¢ 1 _12(C. 12 12¢4||b
q w (o) w

w
ie.
12 1 _
(8 - ) log M + C(g,@,||b||rr) < logR,
w q
for some ininfluent constant C'(e, @, [|b[|»). In particular, by choosing € < 13 the leading
term is negative, thus the relation above holds taking simply
_ b
M > (67 w, || H,[{p) (917)
1 12¢
R(r?)
and this finishes the proof. O

We conclude this section with a couple of remarks.
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REMARK 9.18. The above proof actually gives something more at a Lagrangian level.
Indeed, it says that the Regular Lagrangian flow associated to b has a Holder-Lusin pro-
perty, meaning that for every w > 0, up to a set of orbits of n-measure at most w, the
flow is Holder continuous with an exponent that depends on ¢ and blows up as w — 0.
To prove this assertion, observe that, in the proof above, we have chosen r := c3 i.e.

6 € 1/q

Plugging into this equality the choice of M given by (9.17) we obtain

12
1— qe 712(15

-1
r=C"(e,, bl s, g RO ie.  R=C"(c,, bl q)r 2
.

REMARK 9.19. We would like to point out that a relevant case which fits in the setting
considered here is the one of velocity fields b whose gradient is given by a singular integral
of an L' function, i.e. Vb = K xw for some singular integral kernel K. This case has been
extensively considered in [BC13] and, even more recently, in [CNSS17]. In particular,
in the paper [BC13], besides some growth conditions on b, the authors assumed the
following:

(R1’) For every i,j =1,...,d we have

m
0;b=">_ Sirgjk in 2'((0,T) x RY) (9.18)

k=1
in which S}, is a vector consisting of d singular integral operators, and for every

j=1,...,dand every k =1,...,m we have g;;, € Ll((O,T) X Rd;Rd).

In [BC13, Prop. 4.2] the authors obtain a precise estimate on the different quotients of a
function b for which (9.18) holds: in particular, this shows that condition (R1’) implies the
validity of (R1). Furthermore, (R1’) readily implies (R2), as one can check via a simple
equi-integrability argument (see [BC13, Lemma 5.8]): here plays a crucial role the fact
that g;i, are L' functions (and not measures). [ )

9.3. Continuous dependence on the vector field

We now turn to consider the problem of continuous dependence of the flow as a function
of the vector field in LP.

Let us preliminarly observe, that, as a consequence of Proposition 9.16, any Lagrangian
representation n associated to a nearly incompressible vector field p(1, b), with b satisfying
(R1) and (R2), is forward untangled, and thus define the (regular Lagrangian) flow of b:

n = / My dx, Ny = 5%(.) for a.e. x € RY. (9.19)
R4

We will adopt from now onwards the standard notation X (¢, ) = 7,(t), being 7, defined
in (9.19).
We want now to prove the following proposition:

PROPOSITION 9.20. Let by: (0,T) x RY — R? be a nearly incompressibile vector field
satisfying (R1) and (R2). Let by: (0,T) xR% — R? be another nearly incompressible vector
field with density p2. Then for every w > 0 there exists R = R(w, ||b1 — bal|;1) > 0 such
that

({7 €Ty ¢ X1((0,T] x RY) + BR(0)}) < w, (9.20)
and R — 0 as ||by — ba||z1 — 0 (for fived @), where X! = X(t,x) is the (regular La-
grangian) flow associated to by in the sense of (9.19) and n? is a Lagrangian representation
of ,02(17 b2)
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PRrROOF. Notice that it is enough to prove that for every w > 0 and for every r > 0
there exists R > 0 so that

e gy ({0 €T X T hO) = YOl <1 by =710 2 R} ) < = (020

Indeed, passing to the limit in 7 — 0 in (9.21) we obtain (9.20).

We now split again the proof into several steps.

Step 1. Decomposition. As before, notice that Assumption (R1) implies by € L} = for
p € [1,s(1)). Furthermore, in view of (R2), we may write

M = My + My, with |||My|||pn <e  and |Ms]| ;1 < Ce.
Let M > 0 be a positive real number, large enough to be chosen later. Define then the set
A= {(t,77) : Mi(t (1) < M, My(t,+/ () < M}
Step 2. Reduction to Duhamel formula. For every v € I'y and +' € 'y we thus have

V() — ')

@ =7 (0] = FOREIOR [b1(£,7(t)) — ba(t, 7 (1))]
= 20T a6 (0) — bt (0) + 010 (0) = b (D] (L + L) 1717
< 1y (1) — A ()1 (M(t,7) + M5 1)) Lalt3,7") + ECt A, A ()

where we have set £ := &1 4+ &3, being

Exlt, (1), (1)) = [ba(t,v(t)) — bi(t, 7 (1) Lac(t,7,7)
and
Ea(t,y(1),7' (1) = [ba(t, 7' (1)) — ba(t, 7' (1))]-

Hence, by comparison principle and standard calculus formula, we deduce that

T : ,
Y(T) = +/(T)| < o (MENTM(E)) Laltia’) dt [r N /0 o= I (M) gy o0

T
< ol (MEA M) Lat) [ + / E(t, 7,7 dt} |
0
In particular, taking logarithms we deduce that
{0 hO =y <1 - 7i) 2 R

T
- {(%7’) o (MD)+M (1)) Latbr) de [r+ / E(t,,7) dt} > R}
0

c {m') g U (M(tA) + M) La(ty.) dt + 1o [ + [ "t dt] > log R}

2

We thus have reduced the problem to estimating from above by w the 7 ® (BT (0)

measure of the set

{(%V’) : /OT (M(t,~) + M(t, ") La(t,,~") dt + log {T—F/OTE(IS,%V/) dt} zlogR}.

Step 3. Separate estimates of the terms. We now proceed to estimate separately the
three terms above. We will use essentially Chebyshev inequality and the interpolation
Lemma 9.12.



180 9. FORWARD UNTANGLING AND APPLICATIONS

Step 3.1. Estimate of the first term. Arguing exactly in the same way as in Proposition
9.16, by Chebyshev inequality and Lemma 9.12, we have for ¢; > 0

2 " T /
771@(;05@,,%7(())))({(7’7)‘/0 Ml(t,v)ILA(t,%'v)dthD
1 T
Cl/p /0 My ()L gy (1y< iy (5 7) dim ()

1
€1 JJ(0,T)xRd

1 McCy
EXTTFVATIION PR <>}
Sl 1+ 1o (e
5[14—10g (Mcdﬂ

C1 e

for some dimensional constant Cy. In particular, if we choose ¢; := % {1 + log (M Cd)]

IN

IN

IN

we have that
n

a(&d(?y(o)))q(%”/) : /OT (My(y)+Mi (7)) Ladt > f[lﬂog <M€Cd>] }) < %

Step 3.2. Estimate of the second term. Again arguing in the same way as in Proposition
9.16, by Chebyshev inequality, we easily deduce that for co > 0 it holds

me (,(3;(72(0)))<{(%7’) : /OT (Ma(7) + Ma(v")) > 2@}> < 260;

so that if we choose ¢ : 605 we get

m®dmﬁ@»GWM%AWmewmwp¥fﬁ>gj

Step 8.3. First part of estimate of the third term: £ . We use once more Chebyshev
and Holder inequalities: taking into account the monotonicity of the log, it suffices to
estimate for c3 > 0

me

T
nl®(lw?yo»)({«yv> /“rbutv(»-—bﬂv%wNRA4uv@xv%ﬂdtzC%}>
éé/ A/rmm/ = bu(t, 7 () Lac (1 1(1), ' (8)) dt dpa(v') i (7)

IN

2
;HblHLp(fd“((tvw) : My(t,x) > M)
3

1
2 gy (LA )
C3 M

2 e\ V4
< —||b —
< Zjeuls ()

so that if we take ¢z :== 12|\by|| s (ﬁ)l/ ! we get (dropping for simplicity the argument of
]lAc)

ne® (Bd?( <{'7'y /Ibtv b(t, V’(t))!ﬂAcdt>12walHLp<]\Z>l/q}> S%

Step 3.4. Second part of estimate of the third term: £. Finally, by Chebyshev again

n " T , , I
e g ({00 [ 106y ©) bty @l ar >} ) < il

IN
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So that taking ¢4 = %L/Hbl — bsl|;,1 we have
T !
2 / / ’ 6L w
771®<{%’Y 1/ bi(t,7'(t)) — ba(t,7' (1)) dt > —||by — b2 1}>§
it (L) [y ) by @) > 2 bl ) < %
Step 4. Conclusion of the argument. Taking into account Step 3, we throw away a

w-set of orbits and we show that, in the remaining set, we can tune the parameters so
that it holds

12 MC 12C, 12 Va gr/
i {l—klog( ﬂ + = +log {r+||b1||Lp<5> +||b1—b2||L1] < log R.
5 w w M w

" (9.22)

In particular, we choose
v € Hblu%p

M =
(6L'[[by — ba| 1)1

so that (9.22) becomes
£ C|lb1]|%, 4C; + ¢ 8L/
—1 1
. <(L’||b1 — ba||rr)? + w Hlogr w

In particular, taking

||b1 — b2||L1:| S log R.

C b L 78L
1(€7H 1HL17 7Q) —logw—i—log <7"+ Hbl _ b2HL1>:|

w

/
w

Ry(a, b1 — ball 1) o= exp [
we have obtained that

' / . / ,
m@W({w,werxr. (0) — (O] <, Iv—vl(T)er}> <

Sending » — 0, and setting

Ci(e,||b L, €
R(w,ubl—mum::exp( 16 bz q)—logm(l—‘-’)log\bl—znuﬂ)

w w

€

C 1-4
o~ g”bl —bal|;. 7

we thus obtain (9.20) and this concludes the proof. O
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A Lagrangian approach for
multidimensional conservation laws






CHAPTER 10

Lagrangian representations for multidimensional
conservation laws

ABSTRACT. In this chapter, we introduce a notion of Lagrangian representation for en-
tropy solutions to scalar conservation laws in several space dimensions

dru + dive (f(u)) =0 (t,z) € (0,+00) x RY,

u(0,-) = a(-)
The construction is based on the transport-collapse method introduced by Brenier in
[Bre84]: after stating and proving some preliminaries results in Section 10.1, we show
in Section 10.2 how a Lagrangian representation can be defined. As usual, we will first
deal with the case u is of class BV and then, by exploiting compactness properties of
the representation, for generic initial datum @ € L°°(R%). As a first application of this
tool, we show in Section 10.3, that if the solution w is continuous, then it is hypograph
is given by the set

{(teh)  h <alz— £ ()},

i.e. it is the translation of each level set of 4 by its characteristic speed. As a con-

sequence, we obtain that the entropy-dissipation measure associated to a continuous
solution vanishes.

10.1. Introduction and preliminaries

In a series of papers [BM14, BY15, BM16]|, various notions of Lagrangian repre-
sentation for the entropy solution u to a scalar conservation law in one space dimension

have been introduced. The basic idea is to use the wavefront tracking and observe that
the wavefronts trajectories generates a flow X = X (¢,y) which is Lipschitz in times and
monotone in y: this compactness allows to pass to the limit as the initial data is BV, and
using the notion of admissible boundary, even for L* or measure valued entropy solutions
[BM17]. A series of works culminating in [BM15] extends the Lagrangian representation
also to systems of conservation laws.
An important application is the proof of the structure of L* solutions, and as a conse-
quence the fact that the entropy dissipation is concentrated (see [BM17]).

Aim of this chapter is to present the results of [BBM], where we propose a suitable
notion of Lagrangian representation for the multidimensional scalar equation

Oyu + divy f(u) =0, f: R = R?% smooth (10.1)

for non-negative solutions u > 0. The key step is always to find an a priori compactness
estimate and an approximating scheme exploiting this compactness: in this situation, the
transport collapse method introduced by Brenier [Bre84].

This approximation method is based on the interpretation of the evolution of the solution
as the action of two operators:

Transport map: a translation of each level set of u by the transport map
hyp u(t) := {(z,h) : h <wu(t,z)} — Tr(s,hyp u(t)) := {(2,h) : h < u(t,z — f(h)s)};

Collapse operator: the monotone mapping of each z section of a generic set £ C R? x
[0, 4+00) into an interval with the same measure,

(B,z,h) = C(E,z,h) := (z, " (({z} x [0,h]) N E)).

185
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The image is clearly an hypograph of a function.

The transport collapse method is then the standard operator splitting approximation
applied to the two operators Tr, C: the solution u(t) to (10.1) is the limit of approximate
solutions u,, defined for ¢ € 27"R by

Graph u, ([2]27") = (C(Tr(27™, ), [ulloo)) P hyp wo, (10.2)

where [-] is the integer part of a real number. The composition C(Tr(27", ), ||u|/c) means
that given a set, one first translates the level set according to the characteristic speed
for a time 27", and then find the total length on the vertical line at each pont z € R%.
Observe indeed that the projection operator C assign the new position of each point in a
set E C R and does not just yield a function. A more detailed description is given in
Section 10.2.3.

The natural compactness appears when interpreting the transport collapse method as
a map acting on the whole hypograph of a function, i.e. assigning to every initial point
(z,h) € hyp ug a trajectory (y'(t),7?(t)) € R, Indeed, by inspection of (10.2), the
curve ¢ — !(t) is uniformly Lipschitz, with Lipschitz constant bounded by ||f/||sc, While
the second trajectory t — v2(t) is decreasing in time.

The set of trajectories described above are clearly compact in the set of L{ ([0, +00), R9+1)

functions, so that one can apply standard compactness results to prove that there exists
a finite measure w such that

(1) it is concentrated on the solutions to the “characteristic ODE”

¥ =F07, <0,

(2) its push-forward py(-£! x w) is the measure £42.y,, ,,, where

p(t,7 ) = (6,41 (1), (1)

We can think the measure w as a continuous version of the transport collapse operator
splitting method, and following the nomenclature used in the one dimensional case, we
call the measure w a Lagrangian representation of the entropy solution u(t).

10.1.1. Notations for this chapter. In the following, if f: X — [0,400) is a non-
negative function defined on some set X, we will denote its hypograph by

hyp f:={(z,h) € X x [0,400) : 0 < h < f(x)}.
Conversely, if U C X X [0,+00) we will use the notation
hyp ™ (U) = f (10.3)

to indicate that the set U is the hypograph of the function f.
Recall also that there are natural “projection” operators defined on the space of curves,
namely the evaluation map at time ¢t > 0

er: T — RIFL (10.4)
v = ()
and
p: (0, +00) x T' = (0, +00) x REHL
(t,7) = (£.7(1)-

Usually, the curves we will consider are not necessarily continuous, but they enjoy BV
regularity. Accordingly, for the derivative we will write

Dyy = Dyy+ Diy (10.6)

(10.5)

where 15157 is the continuous (or diffuse) part and Dlv is the jump part.
1Y J
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The essential interior of a set 8 C R?, essInt(), is the set of points 2 € R? for which
there exists a Lebesgue negligible set N such that x € Int (QU N), being Int the standard
topological interior.

10.1.2. Preliminaries. We collect here two preliminary results we will need in the
rest of this chapter.

LeEMMA 10.1. Let I = [a,b] C R be a closed interval in R. Let (Dy,),, be an increasing
sequence of finite sets D1 C Do C ... C I such that their union

D::UDn
n

is dense in I. Let moreover (fn)nen be a sequence of maps fn: I — X where (X,d) is a
complete metric space. Assume that:

(1) a € Dy;

(2) there exists a compact set K C X such that for every n,m € N with n < m and
for every q € Dy, fm(q) € K;

(3) there exists a constant C' > 0 such that for every n,m € N with n < m, for every
q € D, and for every x € I with q < z, it holds

d(fm(q), fm(x)) < C(z = q).

Then there exist a subsequence (ny)x and a C-Lipschitz function f: I — X such that
fro, = uniformly on I as k — ~+oo0.

PrOOF. By Condition (2) and the standard diagonal argument there exists a subse-
quence fy,, that we will denote by fj, which converges pointwise in D. Therefore, for
every ¢ € D, the sequence (fx(q))ren is a Cauchy sequence in X. Since D, is finite for
every n € N, the convergence is uniform on each D,,. In particular for every n € N, there
exists N, : [0,400) — N such that for every € > 0, for every I,m > N,(¢) and for every
q € Dy, it holds d(fi(q), fm(q)) <e.

Now we prove that actually the sequence (fx)ren is a Cauchy sequence with respect
to the sup-norm. Fix £ > 0. Then by Condition (1), the monotonicity of the sequence
(Dp)nen and the density of D C I there exists 7 such that for every = € I there exists
q € D5 such that 0 < x — g < €. Then for every I,m > 1V Nz(e), it holds

d(fi(z), fm(2)) < d(fi(2), fi(@)) + d(fi(@), fm(@)) + d(fin(Q), fn(2))
<Clx—q)+e+C(z—q)
< (2C +1)e.

Therefore the sequence fi converges uniformly to a function f. Now we check that f is
C-Lipschitz. For every x,y € I with z < y and for every ¢ € D with ¢ < z, it holds

d(f(z), f(y)) < d(f(x), f(q)) +d(f(a), f(y))
<Clz—q+y—q).
Letting ¢ — x from below we get that f is C-Lipschitz and this concludes the proof. [

We will also need the following standard result in the theory of sets of finite perimeter.

LEMMA 10.2. Let E C R? be a set of finite measure and of finite perimeter and let
v € R? with |v| = 1. Then for every t > 0 if Ey, := {x +tv: 2 € E} it holds

ZLUE A FEy,) < 2tPer(E).

PRrROOF. By Anzellotti-Giaquinta Theorem [AFP00, Theorem 3.9] there exists a se-
quence (up)neny C C®° N WHHRY) such that u, — 1g in L'(R?) and Du™ — Dlg in
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duality with continuous, bounded functions over R% and ||Du"|| — ||D1g||. We want to
compute

ZLYUEAE,) = 2/ (1—1g(x)1g, (z)dz.
R4
Now we set

gn(t) = /Cu"(x —tv) dex, g(t) :== /C 1g,, () dx.
For ¢ € C2°((0,+00)) we have

—(Dign, ¢) = /+OO/C (x —tv) ()dmdt—/c 0+00Vu"(x—tv)-vq§(t)dtdx.

This shows that

Dyg, = — Vu'" (x — tv) - vdz.
EC
In particular,

|Dign| < / |Vu" (z — tv) - v|dax < ||Du”||.
EC
We thus have .
n() — gn(0) < /0 | Du"|dt = 7 Du"].

By observing that g, — ¢ pointwise and using that ||Du"|| — ||D1g| = Per E, we
conclude the proof. O

10.2. Lagrangian representation

We consider scalar multidimensional conservation laws, i.e. first order partial differ-
ential equations of the form

Oy + divy (f(u)) =0 in (0, +00) x R%, (10.7)

where u: (0, +00) x R? = R is a scalar function and f: R — R? is a smooth map, called
the flux function.

10.2.1. Definition and properties of the Lagrangian representation. Since
we only consider L™ solutions, up to a translation in the flux f, we can assume u > 0.
We denote by

I:= {7 = (v4,7?): (0, 400) = R x [0, +00) : 7! is continuous and 7 is decreasing}

equipped with the product of the uniform convergence on compact sets topology and of
the Ll -topology.

loc

DEFINITION 10.3. A Lagrangian representation of a solution w to (10.7) is a mea-
sure w € . " (T') such that:
(1) it holds
py(Lt x w) = L2 (10.8)
where we recall p is the projection map defined in (10.5);
(2) w is concentrated on the set of curves v = (y!,72) € T such that

{yl(t) = F/(2(t)  Llae. te0,+00),

= et (10.9)
4% < 0 in the sense of distributions.

The following lemma shows that the condition expressed in (10.8) is equivalent to its
pointwise version.
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LEMMA 10.4. Assume that t — u(t) is strongly continuous in L'. Then in Definition
10.3, Condition (1) can be replaced with the following:

(1%) for every t >0, it holds
epw = LM p win)s (10.10)
where we recall e; is the evaluation map defined in (10.4).

ProOOF. Condition (1’) clearly implies (1). On the other hand, by Fubini, Condition
(1) gives that (10.10) for #!-a.e. t. By exploiting the L!-continuity in time of u, we
now show that (10.10) holds indeed for every t € [0,+00). To do this, we write v(t) =
(71 (t),~%(t)) and we fix ; we take as test function the following
@(tv Z, h) = ¢($7 hﬁ%(t)

where ¢: R¥1 — R is arbitrary, 1s: [0, +00) — R is a non negative smooth function, with
supp s C (£, +0) and [p, s = 1. Taking the limit as § — 0" of (10.8) tested against
v, we have

it ¢($, h) dgd—HLhyp u(®) = /1_‘ ¢(’Y(E+)) dw

where ~(f+) denotes the right limit (which exists because y! is continuous and ~?
decreasing). Similarly, on the left side, we get

(@, W)L o= /F H(y(i-)) dow

Rd+1
thus, in particular,

0= / S(11 (B, 72(-)) — S(7 (), 2 (E4)) deo.

Let us fix a compact set K C R% and choose ¢ € C“(Rdﬂ) such that dp¢ > 1 in
K x (0, ||ullso) and 9p¢ > 0 in R x (0, ||ul|oo): being 42 decreasing, we have

0= / S D7) — D (D2 (1)) deo
/ S (D)) — (3B (EH)) do + / (V=) — 2(E4) duo
M\Dg

Ik
2/(F 2(1
> [ R -2 e,
Ik

where 'y C T is the set of curves such that v'(f) € K. This shows that for every
t € (0,+00), w-a.e. 7y is continuous in ¢: in particular, we have (e¢),w = Ly w) for
every t.

We now present the following proposition, which says that Conditions (1), (2) in
Definition 10.3 imply that w is an entropy solution to (10.7).

PROPOSITION 10.5. Let w € .4+ (T") be a non-negative measure on the space of curves
and assume there exists a non-negative, bounded function u: (0,+o00) xR — [0, +00) such
that Conditions (1), (2) of Definition 10.3 hold. Then u is an entropy solution to (10.7).

PROOF. Let (1,q) be an entropy-entropy flux pair with n convex (w.l.o.g. 7(0) =
0,q(0) = 0). Using the elementary identities

+oo
’LL(t, IL‘) = /0 ]1[0,u(t,;r)] (h) dh

and

+oo +oo
n(u(t,z)) = /0 Vouuieay (W7 ()b, qlu(t, z)) = / Lpwu(eay () () dh
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and recalling that ¢’ = f’, for any non-negative test function ¢ € C1([0, +-00) x R?) we
can write

—(n(u); + divi(q(u)), @)
+o0
- /Rd/o u(t,x))pu(t, x) + q(u(t,z)) - Vyo(t, z) dt do
400 +o0
- /Rd / [ H[O:u(t,x)](h)n,<h)¢t(t7 x) +q'(h) - Vio(t,z)dh| dt dz
+oo  ptoo
/Rd/ / Lio,u(t,)) ()1 (h) (¢ (t, ) + f'(h) - Vao(t, x)) dh dt da
) (en(t,

_ /RMU (B)(e(t,z) + F'(h) - Vad(t, 7)) d(LH2ngp ).

By Condition (1) we have py(£1 x w) = L2, 4, so that

—(n(u)s + dive(q(u)), ¢) = / i (h) (de(t, ) + F'(B) - Vad(t, ) d(L 20y o)

+oo
// ¢t(t Y @)+ £ (1)) - quﬁ(t,fyl(t)> dt dw.
Moreover, let us define for a.e. t € (0,400) and for w-a.e. 7 the function
g9,(t) =1 (v*(1)). (10.11)

Recall that 7 is convex and that for w-a.e. ~y the function 72 is decreasing by Condition
(2); thus we have that g, is decreasing for w-a.e. . Hence it holds g; < 0 in the sense of
distributions. By Fubini Theorem, we finally have

—(n(u)¢ + divy(q //+°° qst(t At )) + f’(ny(t)) 'Vx¢(t,71(t))> dt do
//+OO @(t Y1) + L) - quﬁ(t,yl(t))) dt dw

-/ +°Z'<v2<t>>—¢<t,vl<t>>dtdw
/ /+OO t)dtdw >0

where the last inequality comes from the distributional definition of derivative for the
function g, being ¢~ (t) := ¢(¢,7*(t)) an admisible, non-negative test function. Thus we
have established that, for any convex entropy 7, it holds in the sense of distributions

n(u)e + dive(g(u)) < 0. (10.13)
In particular, by taking n(s) = s and repeating the computation above, we get
ug + dive (f(u)) = 0. (10.14)

Having established the two conditions (10.13) and (10.14), we have that u is by definition
an entropy solution to (10.7), hence the proof is complete. O

(10.12)

This proof shows also how the dissipation measure can be decomposed along the
characteristic curves. Since this fact will be useful, we fix some notation and explicit
this decomposition.

Let 1 be a convex entropy and set

pl = (L’Y)u((??' ° 72)5’72> + 1" () A {10 1) (8) = hE (2 () 2 (=)}
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Accordingly define
V= /F,uz dw. (10.15)

LEMMA 10.6. It holds
(Te2)gr" = ",
where the map m: R x [0,4+00) x [0,+00) > (t,z,h) = (t,z) € R? x [0,+00) is the
projection on the t,xr variables.

PROOF. By definition we immediately get

(me,0)5 (1) = (L,4")3(Digr), (10.16)

where g, is defined in (10.11). Including (10.16) in (10.12) we get

+oo
(s + diva(a().d) = = [ [ g, (00,0 de
= // d((m,) 1) dw
[0,+00) XRd

= [ sdlma)an)

[0,4-00) xR

where in the last inequality we used the definition of ©" (10.15) and the relation

(Te2)ghl) dw = (e2)4 P dw ) . O
r r

In the following we will write 7 to denote v in the particular case in which the entropy
h2
n(h) = -
ProprosITION 10.7. The dissipation v in the essential interior of hyp u is zero.

PROOF. Let ¢ : R? x [0,4+00) — [0,400) be a smooth function such that for every

t € (t1,t2), suppy C essInt(hyp u(t), R x [0, +00)), then
t— Y(x, h) d(es)yw
Rd+1
is constant. Take (¢,Z,w) in the essential interior of hyp u. Take ¥ (z,w) = 1 () (w),
where
Pi(z) = o(|lz — ), Optba < 0in [0, h) and Yo (h) =0 for h > h,

where o is smooth and nonnegative and o > 0 in [0,r), where r < 1. For every ¢ €
Cl((t1,t2)), it holds

t2

0= — / & (1) (x, h)d(ey)gw dt

t1 Rd

- //tm Dy(p 0 7))dw
/ / 1y POVHCENID) / Z¢ £)) = 0 (1(E)) dev,

by Volpert chain rule, where Dt'y is the continuous part of the derivative defined in (10.6).
For every ¢ > 0, and using the assumptions on v

//t1,t2) V@b ( Dt’y dw _/ /t1t2 ¢ $¢ )) f/('YQ(t))dt dw
to
v [ [ stoe o)D), s
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by splitting horizontal and vertical components. We prove that the horizontal contribution
is zero:

/I“/t1t2 P(t)Vh((t)) - f/(’72(t))dtdw _ /R

d

to
eVt ) L

to —+o00

- / o) [ £ / Vol h)d.2 dhdt
11 0 Br(i)

= 0.

We conclude that
0= - [* [ sttt m s i
- /p/ P10 (v(H) d(Dir®) + /F 326 (WO (E1) =0 (1))
= [ swony .

Rd+2

By arbitrariness of ¢, (or by using 7 < 0) we get 7 = 0 in the interior of the hypograph.
(|

10.2.2. Compactness and stability of Lagrangian representations. We now
turn to analyze stability properties that, in particular, will be useful in the construction of
Lagrangian representations. In the following proposition, we show how the compactness of
approximate solutions translates into tightness of the corresponding Lagrangian measures
and how Condition (1) and Condition (2) pass to the limit.

Actually, we present the result in the more general framework in which the push
forward of the measure .Z' x w through the evaluation map p is merely the Lebesgue
measure 2972 restricted to a set U, and not necessarily an hypograph. This allows more
freedom in the construction of approximate solutions (e.g. Brenier’s Transport-Collapse
scheme will fit in this setting).

PROPOSITION 10.8 (Compactness and stability). Let (w™)nen C Z1(T) be a sequence
of finite measures such that Condition (2) in Definition 10.3 holds. Assume that

py(L x W) = L2

for some set U™ C R™2 and assume that there exists M > 0 such that U™ C (0, +00) x
R? x [0, M] for every n € N. Assume furthermore that

lgn — 1y in LY(R2),

for some set U C R¥2, Then (w")nen is tight, every limit point w satisfies Condition (2)
in Definition 10.3 and it holds

yZ; (31 X w) = ngrzLU.
PROOF. Since w" satisfies Condition (2) in Definition 10.3, we have that
suppw™ C Lip((0, 400),R%) x D

with local uniform bounds, hence (w™), is locally tight. Using a diagonal argument, we
construct a measure w which is the limit of w”™. We now show that

pﬁ(fl X w) = $d+2|_U.
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where p is the evaluation map defined in (10.5). Indeed, let ¢ = @(t,z,h) be a test
function; we get

/ww“ o(t,x, h) dps (L x w)(t,z,h) = /F/R+ o(t,v(t)) dt dw

- / B()de(7)
T

= lim o(t,x, h)dpy (L x w™)

o JR+ xR+

= lim o(t,z,h) d(ZLH2 )

o JR+xRA+L
_ / o(t, 2, h) (L2 ),
Rt xR+

where we have used in the second line the continuous function

+oo
@)= [ o) O
We conclude this paragraph by pointing out the following corollary, whose proof can be
obtained particularizing Proposition 10.8 in the case where U™ are hypographs of entropy
solutions.

COROLLARY 10.9. Let (u")nen be a sequence of uniformly bounded entropy solutions
to (10.7) and assume it is given a sequence (wW"™)nen of corresponding Lagrangian repre-
sentations. If u™ — u locally in L', then (w™)nen is tight and every limit point w is a
Lagrangian representation of u.

10.2.3. Existence of Lagrangian representations for initial data in L°°. The
compactness properties stated in Corollary 10.9 and standard approximation results imply
that, in order to prove the existence of Lagrangian representations for solutions with initial
data in L®°, it is enough to construct them for solutions with bounded variation. In order
to do this, we exploit a numerical scheme which was proposed by Brenier in [Bre84] and
is called “transport-collapse”. We consider the initial value problem

O+ divy (f(u)) =0 in (0, +00) x RY,
u(0,-) = uo(-)
with ug € L®(R?) N BVie(RY) and we denote by u the entropy solution to (10.17). As

before, we assume that u > 0.
We define the following transport map

(10.17)

Tr: [0, +00) x RY x [0, +00) — R% x [0, +00)
(t, 2, 1) = (2 + tf'(h), ),

which moves a point in R?% x [0,4+00) with the characteristic speed. Observe that, in
general, if v = v(x) is a function of z then, for ¢ > 0, the image

Tr(t,hyp v) := U Tr(t,z,h) C R? x [0, 400)
(z,h)Ehyp v

is not necessarily an hypograph.
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Figure 1. Picture of the transport collapse scheme.

Then we introduce the collapse operator: we first define the set
X = {(E,x,h) € P(RY x [0, +00)) x RY x [0, +00) : (z,h) € E} ,

where we recall P denotes the power set and then

C: X = R?x [0, +00)

(B,z,h) = (2,2 (({x} x [0,h]) N E))

where H! is the (outer) 1-dimensional Hausdorff measure. The collapse operator moves
points vertically in the negative direction. Moreover the image of a set is always an
hypograph (possibly taking value +o00) and C(E,-, ) is the identity if and only if E is an

hypograph.
We now set

Y = {(v,:v,h) € L‘f(Rd) x R x [0, 4+00) : (z,h) € hyp v}.
We define the transport-collapse map at time ¢t > 0 in the following way:
TC;: Y — R x [0, +00)
(v, @, h) = C(Tr(t, hyp v), Tr(t, 2, h))

REMARK 10.10. The contruction above is only a Lagrangian rephrase of the Transport-
Collapse scheme proposed by Brenier in [Bre84]. There, the author defines the Transport-
Collapse operator as the family of operators {T(¢)}s>0 on L'(R?%) whose restriction to the
space of non-negative, integrable functions Li(Rd) is

T(t): LY (RT) — LY (RY)
v (T(0)(z) = /ij(a:—tf’(h),h) dh

where

, 1 if0<h<w(x),
h) = lwyp o(z,h) =
ju(, h) byp (2, 1) {O else.
The link between the two formulations is the following:
hyp (T(t)v) = TCy(v, hyp v).

On the other hand, the map TC; chooses the image of each point in the hypograph
and not only the image of the whole hypograph (see Figure 1) . [
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We are now in position to define an approximating sequence (TC}') of the Kruzkov
semigroup. We define first them inductively for ¢t € 27" N:

TCH(v,x,h) = (z,h),
Tc?k+1)-2—n (v,x,h) = TCyn (hyp _I(TCZAQ_n (v,hyp v)), TC} 5—n (v, x, h)),

where hyp~'(-) is defined in (10.3).
For the intermediate times t = s + k- 27", with s € (0,27"), we set

TC} :=Tr(s)o (TCZ.Q,,L).
Taking now uy € L¥(R?) N BV(R?), we define accordingly for every (x,h) € hyp ug and
for every t > 0,
Vi () = TCY (w0, z, )
and we set
w' = /h 57(@@) dz dh. (10.18)
yp uo

Since the transport collapse scheme is measure preserving, there exists U™ C [0, +00) X

R x [0, +00) such that
(e)sw™ = L% pnyy, (10.19)
where
U™(t) == {(z,h) € R x [0, 400) : (t,z,h) € U}.

10.2.3.1. Total variation along Transport-Collapse. A crucial property in [Bre84] is
that the total variation decreases along the Transport-Collapse scheme. This is indeed
stated and proved in the following lemma and we present the proof for the sake of com-
pleteness.

LEMMA 10.11. For every t >0 and u € L (R?) it holds
Tot.Var.(T(t)u) < Tot.Var.(u).

PROOF. For every t > 0, for any test vector field ® € C}(R%;RY), with ||®]|o < 1, we
have

+oo
/Rd(T(t)u)(m) div ®(x) dx = /Rd/o ju(x —tf'(h), h)div®(z) dhdzx
+00
:/ / ju(z, h)div ¥y, (z) dhdx
R4 JO

+oo
< / Tot. Var. (ju(-, h)) dh,
0

where we have set Uy (z) = ®(x + tf'(h)) and the last inequality holds by definition of
total variation (together with the trivial fact that || U]/ < 1). Finally, by Coarea formula
V, we have

+oo
/ Tot.Var.(ju(-, h))dh = Tot.Var.(u).
0
Being @ arbitrary, the proof is complete. ]

10.2.3.2. Passage to the limit of Transport-Collapse. In this section we give an al-
ternative proof of the fact that the iterated Transport-Collapse scheme converges to the
Kruzkov semigroup, based on the Lagrangian representation. As a byproduct, we obtain
the existence of Lagrangian representations for BV initial data and, as already noticed,
this suffices for the general L*° case.

Let us also fix D,, := {£ : k € Nxo} so that for every £ € D,, there exists u"(f) €
L>(R?) such that

U"(t) = hyp u"(%).
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Figure 2. The set in grey is U"(t, h) N (U™ (%, h),zfnf/(h))c.

The key point to prove the compactness of the family (U"),en is contained in the
following lemma.

LEMMA 10.12. Let i € N and t € Dy. Then for every t >t and for every n > n, it
holds

[(ee)pw™ — (ep)sw™ | = LTHU™(t) AU™E)) < 2[|f']|oo (t — £) Tot.Var.(ug).  (10.20)
PROOF. Let us now write t —t =k -2"" + s for s € [0,27"). For j =0,...,k — 1 set
I = [tjm, tisinl, where tin i =t+ 727"
Observe that it holds
LU () AU™D) = 2" ({y 1 9(D) € U™ (D), () € U™(D)}) .
Being U (%) the hypograph of u"(¢), for every j =0,...,k —1 and v € suppw”,
Vtin—) €UM) = (tjnt) €U"(D). (10.21)
For any j =0,...,k — 1 we set
Gin = {7 € D" 1 (L +) € UMD, (tj110-) £ U"(D) .
Finally, if s = 0 we set G = () and if s > 0,
Ghn = {’y € suppw” : Y(tpnt+) € U™(E),7(t) ¢ U"(f)}
By (10.21), it holds

k
{v:9® e UMD, 2(1) ¢ UMD} C | Gin-

j=0
Let us fix j =0,...,k — 1. By (10.19) and definition of w",
W (Gin) = LT ({(2,h) € UME) NU(tj) : (z+ f' ()27, h) ¢ UM(D)})

-/ I G (  UNER AU ) 1 P02 UNER)})
; (10.22)

where we have set U(t, h) := {x : (t,x,h) € U} and used Fubini theorem. Now we observe
that

{x € U™(E,h) N U™(tjn, h) 2+ F/(h)27™ ¢ U"(E, h)} C U5 1) O (U(E Ry i)
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where we recall that E, := E + v (see Figure 2). Since
_ _ 1 _ _
LU (ER) O (U™ E ) —gmnpri)©) = 5L (U (EWAWU (E R) 30 1)),
by applying Lemma 10.2, we have
LU U ER)AU™Eh) _g-npiny)) < 20| F |02 " Per (U™ (2, ).

Taking into account (10.22), and using Coarea formula for functions of bounded variation
V we get

W" (Gjn) < /”uom £ lloc2™" Per(U™ (£, h)) dh
= QB"Hf’HOOTot.Var.(u"(t_))
< 27" £ ||so Tot. Var. (ug),
where the last inequality follows by Lemma 10.11. Similarly we can prove that
W™ (Gr.n) < 8[| f]|co Tot. Var. (uo),

therefore summing over j =0,...,k we get

k
LU AUME) < 2w (Gjn)
j=0
< 2((27"k + 5)|| f/|| oo Tot. Var. (ug)
= 2(t — )| #'|| s Tot. Var. (ug). 0

We now combine the estimate (10.20) together with Lemma 10.1 to deduce the exis-
tence of a Lagrangian representation for BV solutions.

PROPOSITION 10.13. The sequence (W™ )nen constructed in (10.18) is tight and every
limit point w is a Lagrangian representation of the entropy solution to (10.17).

PRrROOF. As in the proof of Proposition 10.8, the tightness of the family follows from
Condition (2) in Definition 10.3 together with uniform bounds. Let w be any limit point.

We now want to apply Lemma 10.1: set I = [0,7] and let D,, := {2% ck=0,...,2"T}.
Let then X := L'(R%!) and accordingly define

fu: I — LY(RITL)

t— ]lsupp (et)uw" ()

Condition (1) is trivially satisfied; let us verify Assumption (2). For any n € N, for
every t € D,, and every m > n we have (et)ﬁwm is concentrated on the hypograph of some
function v (t). By Lemma 10.11 the functions (v (¢))m,>n have uniformly bounded total
variation, hence they are compact in L'(R?) and therefore the hypographs are compact
in L'(R*1). To verify condition (3), it is enough to apply Lemma 10.12.

Thus we obtain a Lipschitz function f: I — L'(R91); since f(t) is the characteristic
function of an hypograph for every ¢t € D, by continuity, there exists

u € Lip([0,T; BV(R?))  such that  f(t) = Lyyp u(e)
for every ¢t € [0, T]. Thanks to Proposition 10.8 we obtain that
(er)gw = "%dﬂ'-hyp u(t)

for every t > 0. Finally, a direct application of Proposition 10.5 shows that the function
u is the entropy solution to (10.17) and concludes the proof. t



198  10. LAGRANGIAN REPRESENTATIONS FOR MULTIDIMENSIONAL CONSERVATION LAWS

The compactness and stability properties of Lagrangian representations stated in
Corollary 10.9, together with standard approximation results, yield immediately the fol-
lowing

THEOREM 10.14. Let u be the entropy solution to the initial value problem (10.17)
with ug € L®°(RY). Then there exists a Lagrangian representation of u.

10.3. The case of continuous solutions

In this section we prove that if u is a continuous entropy solution of (10.7) then for
every entropy-entropy flux pair (1, q) with n € C*(R), the dissipation measure p vanishes,
namely

p=n(u) +div(g(u)) = 0.
Denote the jump part of 7 by

. A A L
V= /F“]vdwv where (i = (10 )t ()= he (2 1472 (1)
As an intermediate step we prove that v/ = 0, which is equivalent, by definition, to the
fact that w is concentrated on continuous curves.

LEMMA 10.15. Let u: [0,T) x R — R be a continuous solution of (10.7) and let w
be a Lagrangian representation of u. Then w is concentrated on continuous characteristic
curves.

PROOF. Since the solution u is continuous, for every (t,z, h) € [0, +00) x R? x (0, 4-00)
such that h < u(t,z), it holds (¢,x,h) € Int(hyp w). Hence for every v € suppw,

N?y = M?y‘—lnt(hyp u)*
Therefore
v = VJ'—Int(hyp u)— 0,

by Proposition 10.7. This concludes the proof of this lemma. O

In the following proposition we show that for continuous solutions the hypograph at
time t is the translation of hyp ug along segments with characteristic speed.

PROPOSITION 10.16. Let u: [0,T)xR% — R be a continuous entropy solution of (10.7).

Then
0= / 0, , dz dh,
hyp wo

ﬁx,h(t) = (:73 + tf/(h)7 h)7 te [OaT)

1s a Lagrangian representation of u.

where

PROOF. To begin we notice that there exists a set £ with .Z%+2(hyp u \ E) = 0 such
that for every z = (t,2,h) € E there exists a curve ~,: [0,7] — R? x [0, +00) with the
following properties:

(1) 7=(t) = (2, w);

(2) 7. is a continuous characteristic curve;

(3) 72([0,4]) € hyp u;

(4) 42 is constant on the connected components of ;! (Int(hyp u)).
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In fact, (1) follows from the definition of Lagrangian representation and (2) follows from
Lemma 10.15. From the definition of Lagrangian representation w is concentrated on
curves that lie in hyp u for Z!-a.e. t € [0,7]. By continuity of u, we thus get (3). Finally
(4) follows by Proposition 10.7. Let ¢ > 0 and for every (x,h) € hyp u(t) we consider the
function

O(zny: [0,8] = R? x [0, 400)
t (z—(E—t)f'(h),h).
We first prove that for every (z,h) € hyp u(t) the segments
(2, ([0,7]) C hyp u.

Fix ¢ > 0 and let us construct by iteration a curve contained in the hypograph which
approximates the segment. By uniform continuity of u there exists 6 € (0,1) such that

|(t,z) — (', 2| <6 = |ult,z) —u(t,2)| <e.
Let ¢/ < 6¢ and fix (t1,21) € [0,+00) x R and h > 0 such that (¢1,21,h) € hyp u. For
k > 1 we define by recursion the points Zj, tx and zj in the following way:
Zh = (T, Ty ) € Bor((ty, 2, h — £)) N E, (10.23)
with t~k < t, and
tryr i=inf{t € [0,2;] 1 vz, (t) < h + e}, Tpt1 1= 'y»zlvk (tt1+).
The procedure ends when ;11 = 0. The existence of points zj is ensured by the fact

that E has full measure. We now prove that the procedure ends in finitely many steps.
Since for every k > 0, 'ygk is constant on each connected component of 7, L (Int(hyp u))

and ’yzgk (tx) < u(ty,Tx) — &, by the uniform continuity of u

~ ) ~
e — thg1 = w7 Nk,

£ lloo
therefore the number of steps IV after which the procedure ends is bounded by

£ lloot
—

We now prove the following claim, which states that ~z, approximates O(z.h) in (tk“,fk).

N<1+ (10.24)

Claim. There exists C' > 0 independent of ¢ such that for every ¢t € [0,¢] there exists
k=1,...,N and s € (tgy1,tx) for which

(5,72 (s)) = (8, 0z 1) (1)] < Ce. (10.25)

First we observe that for every k = 1,..., N and for every s € (tk+1,fk) it holds
) _
7z, (8) — h| < 2e. (10.26)
The estimate for the first components follows by (10.26) and (10.9): forevery k =1,..., N,
i
1 1 N U RN B 1oy el (T
7z, (k1) = 0 7y (k)| = |z, (8k) — 05 ) (k) /thr1 (92, () — £'(h)) dt (10.27)
< 2, () = 0 gy G| + 26t = trs ) | F” | oo
Moreover, by (10.23),
Iz, (t) — U(lj,;b) () < Pz, (E) =2, () + Iz, (8) — 70y (t)] + ’U(lj,;;) (te) — U(l
< 2o + o (1) — L )

&
>
o
L
Ead
S~—
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By (10.27) and (10.28), it follows that for every k =1,..., N — 1 it holds
Nz, (ter1) = 0y (Een)| < 1z, () = 0 gy ()| 4 26 (B =t 1) || oo + 20| F[loce”. (10.29)

For every t € [0,] let k=1,...,N — 1 and s € (t;_, ;) be such that |s — ¢| < &’. Then,
iterating (10.29) for k = k,..., N — 1 and by (10.24), we have
75, (5) = o2 (8)] < |7z, (s) — 02(s)| + |o2(s) — o2(2))]

< 2] £ Moot = 5) + 2(N = B)E'| oo + 1F oot — s
< 2| f" | T + 26" F lloo + 2l F'lI5E + [ Flloce’
< Ck,

where C' = 2||f"||locT + 2| flloc + 2/ F'|2T + || f/]|oc- The estimates (10.26) and (10.30)

z,h

prove (10.25). Since hyp w is closed, letting ¢ — 0 we obtain that for every (z,h) €
hyp u(t), the segment

(10.30)

U(i,ﬁ)([oaﬂ) C hyp u.

&= / 8, dadh.
hyp u(f)

Since the translations are area-preserving, for every t € [0, ¢], there exists U (t) C [0, +00) X
R? such that

Let

(er)so = 2 Ly
and

LU (1)) = /]R ulf,w)d. (10.31)

Since we proved that for every ¢ € [0,¢] it holds U(t) C hyp u(t), (10.31) implies that
U(t) = hyp u(t). This proves that @ = @ and it is a Lagrangian representation of uv. [

We are finally ready to prove Theorem C.

THEOREM 10.17. Let u be a continuous bounded entropy solution in [0,T) x R¢ to
(10.7). Then for every (t,z) € [0,T) x R4, it holds

u(t,z) = ug(x — f'(u(t, z))t). (10.32)

Moreover for every n: R — R, q: R — R? Lipschitz such that ¢ = o' f' a.e. with
respect to L1, it holds

n(u); +diveq(u) =0 in 2'((0,T) x RY). (10.33)

PRrROOF. The validity of (10.32) is an immediate consequence of Proposition (10.16).
Concerning the second claim, if 7 is a convex C? entropy, then (10.33) follows by Lemma
10.6 and Proposition 10.16, since u’ = 0 for every v € suppw. If 7 is C?, then there
exist 11,12 of class C? and convex such that 7 = 71 — 72 and thus it is enough to apply
the previous result to both 7, and 7y. Finally, in order to prove that (10.33) holds for
Lipschitz (n, q), we consider a sequence (n™),ecn such that n™ — n uniformly on R and
(™) — ' in L{ (R) with the associated g™ such that g"(0) = g(0). We have that ¢" — ¢
in L} _(RY) and hence, for every test function ¢ € C°([0,T) x R%),

T
() + dive g(u), &) = /0 /R () + qfu) - Vo

n—-+40o

T
~ lim / ™ (u) + q"(u) - Véda dt = 0,
0 Rd

and this completes the proof. (|



[ABOS]

[ABC13]
[ABC14]

[ABDL04]

[ACO8]

[ACDMO97]

[ACF15]

[ACMO5]

[ADLMO7]

[ADM90]
[AFP00)

[AGS7)

[AG13]
[A1b93]
[ALMO5]
[Amb04]

[Anz83]

Bibliography

L. Ambrosio and P. Bernard. Uniqueness of signed measures solving the continuity equation
for Osgood vector fields. Atti Accad. Naz. Lincei Rend. Lincei Mat. Appl., 19(3):237-245,
2008.

G. Alberti, S. Bianchini, and G. Crippa. Structure of level sets and Sard-type properties of
Lipschitz maps. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5), 12(4):863-902, 2013.

G. Alberti, S. Bianchini, and G. Crippa. A uniqueness result for the continuity equation in
two dimensions. J. Eur. Math. Soc. (JEMS), 16(2):201-234, 2014.

L. Ambrosio, F. Bouchut, and C. De Lellis. Well-posedness for a class of hyperbolic systems
of conservation laws in several space dimensions. Comm. Partial Differential Equations, 29(9-
10):1635-1651, 2004.

L. Ambrosio and G. Crippa. Existence, uniqueness, stability and differentiability properties of
the flow associated to weakly differentiable vector fields. In Transport equations and multi-D
hyperbolic conservation laws, volume 5 of Lect. Notes Unione Mat. Ital., pages 3—57. Springer,
Berlin, 2008.

L. Ambrosio, A. Coscia, and G. Dal Maso. Fine properties of functions with bounded defor-
mation. Arch. Rational Mech. Anal., 139(3):201-238, 1997.

L. Ambrosio, M. Colombo, and A. Figalli. Existence and uniqueness of maximal regular flows
for non-smooth vector fields. Archive for Rational Mechanics and Analysis, 218(2):1043-1081,
2015.

L. Ambrosio, G. Crippa, and S. Maniglia. Traces and fine properties of a BD class of vector
fields and applications. Ann. Fac. Sci. Toulouse Math. (6), 14(4):527-561, 2005.

L. Ambrosio, C. De Lellis, and J. Maly. On the chain rule for the divergence of BV-like vector
fields: applications, partial results, open problems. In Perspectives in nonlinear partial differ-
ential equations, volume 446 of Contemp. Math., pages 31-67. Amer. Math. Soc., Providence,
RI, 2007.

L. Ambrosio and G. Dal Maso. A general chain rule for distributional derivatives. Proc. Amer.
Math. Soc., 108(3):691-702, 1990.

L. Ambrosio, N. Fusco, and D. Pallara. Functions of Bounded Variation and Free Discontinuity
Problems. Oxford Science Publications. Clarendon Press, 2000.

P. Aviles and Y. Giga. A mathematical problem related to the physical theory of liquid crystal
configurations. In Miniconference on geometry and partial differential equations, 2 (Canberra,
1986), volume 12 of Proc. Centre Math. Anal. Austral. Nat. Univ., pages 1-16. Austral. Nat.
Univ., Canberra, 1987.

L. Ambrosio and N. Gigli. A User’s Guide to Optimal Transport, pages 1-155. Springer Berlin
Heidelberg, Berlin, Heidelberg, 2013.

G. Alberti. Rank one property for derivatives of functions with bounded variation. Proc. Roy.
Soc. Edinburgh Sect. A, 123(2):239-274, 1993.

L. Ambrosio, M. Lecumberry, and S. Maniglia. Lipschitz regularity and approximate differen-
tiability of the DiPerna-Lions flow. Rend. Sem. Mat. Univ. Padova, 114:29-50 (2006), 2005.
L. Ambrosio. Transport equation and Cauchy problem for BV vector fields. Inventiones math-
ematicae, 158(2):227-260, 2004.

G. Anzellotti. Traces of bounded vectorfields and the divergence theorem. 1983.

201



202

[Bab15]
[BB17a]
[BB17b]

[BB17¢]
[BBG16]

[BBM]
[BBM17]
[BC13)
[BDPRS15]
[BG11]
[BG16]
[BM14]
[BM15]
[BM16]
[BM17]
[Bon14]

[Bon16]

[Breg4]
[Bre03]
[Bre10]
[BY15]
[CDLOS]
[CF99]

[CGSW17]

[CJ10]

BIBLIOGRAPHY

J.-F. Babadjian. Traces of functions of bounded deformation. Indiana University Mathematics
Journal, 64:1271-1290, 2015.

S. Bianchini and P. Bonicatto. Failure of the chain rule in the non steady two-dimensional
setting, submitted. 2017.

S. Bianchini and P. Bonicatto. A uniqueness result for the decomposition of vector fields in
R®. Preprint SISSA 15/2017/MATE, 2017.

S. Bianchini and P. Bonicatto. Work in progress. 2017.

S. Bianchini, P. Bonicatto, and N. A. Gusev. Renormalization for autonomous nearly incom-
pressible BV vector fields in two dimensions. STAM J. Math. Anal., 48(1):1-33, 2016.

S. Bianchini, P. Bonicatto, and E. Marconi. A Lagrangian approach for scalar multidimensional
conservation laws. Preprint SISSA 36/2017/MATE.

S. Bianchini, P. Bonicatto, and E. Marconi. Lagrangian representations between linear trans-
port and scalar conservation laws. Proceedings of Harvard CMSA, submitted, 2017.

F. Bouchut and G. Crippa. Lagrangian flows for vector fields with gradient given by a singular
integral. J. Hyperbolic Differ. Equ., 10(2):235-282, 2013.

V. 1. Bogachev, G. Da Prato, M. Rockner, and S. V. Shaposhnikov. On the uniqueness of
solutions to continuity equations. J. Differential Equations, 259(8):3854-3873, 2015.

S. Bianchini and M. Gloyer. An estimate on the flow generated by monotone operators. Comm.
Partial Differential Equations, 36(5):777-796, 2011.

S. Bianchini and N. A. Gusev. Steady nearly incompressible vector fields in two-dimension:
chain rule and renormalization. Arch. Ration. Mech. Anal., 222(2):451-505, 2016.

S. Bianchini and S. Modena. On a quadratic functional for scalar conservation laws. J. Hy-
perbolic Differ. Equ., 11(2):355-435, 2014.

S. Bianchini and S. Modena. Quadratic interaction functional for general systems of conser-
vation laws. Comm. Math. Phys., 338(3):1075-1152, 2015.

S. Bianchini and E. Marconi. On the concentration of entropy for scalar conservation laws.
Discrete Contin. Dyn. Syst. Ser. S, 9(1):73-88, 2016.

S. Bianchini and E. Marconi. On the structure of L> entropy solutions to scalar conservation
laws in one-space dimension. Archive for Rational Mechanics and Analysis, June 2017.

P. Bonicatto. Renormalization for nearly incompressible BV vector fields. Master’s thesis,
SISSA and Universita di Trieste, 2014.

P. Bonicatto. On uniqueness of weak solutions to transport equation with non-smooth ve-
locity fields. Proceedings of the conference Theory, Numerics and Applications of Hyperbolic
Problems, Aachen, Germany, 2016.

Y. Brenier. Averaged multivalued solutions for scalar conservation laws. SIAM Journal on
Numerical Analysis, 21(6):1013-1037, 1984.

A. Bressan. An ill posed Cauchy problem for a hyperbolic system in two space dimensions.
Rend. Sem. Mat. Univ. Padova, 110:103-117, 2003.

H. Brezis. Functional Analysis, Sobolev Spaces and Partial Differential Equations. Universitext
(Berlin. Print). Springer, 2010.

S. Bianchini and L. Yu. Structure of entropy solutions to general scalar conservation laws in
one space dimension. J. Math. Anal. Appl., 428(1):356-386, 2015.

G. Crippa and C. De Lellis. Estimates and regularity results for the DiPerna-Lions flow. J.
Reine Angew. Math., 616:15-46, 2008.

G.-Q. Chen and H. Frid. Divergence-measure fields and hyperbolic conservation laws. Arch.
Ration. Mech. Anal., 147(2):89-118, 1999.

G. Crippa, N.A. Gusev, S. Spirito, and E. Wiedemann. Failure of the chain rule for the
divergence of bounded vector fields. Annali della Scuola Normale Superiore di Pisa, XVII:1—-
18, 2017.

N. Champagnat and P.-E. Jabin. Well posedness in any dimension for Hamiltonian flows with
non BV force terms. Comm. Partial Differential Equations, 35(5):786-816, 2010.



[CNSS17]

[Cri0g]

Crill]
[Dac12]
[Daf06]
[Dep03a)

[Dep03b]

[DKMO02]
[DL89a]
[DL&9D)
[DL89C]
[DLY1]

[DL07]

[DLOS]

[DLOWO3]
[DLRO3]
[Fre06]
[Jab10]
[Kelg4]
[KK80]
[KP08]
[Kru70]

[LBL04|

BIBLIOGRAPHY 203

G. Crippa, C. Nobili, C. Seis, and S. Spirito. Eulerian and Lagrangian solutions to the conti-
nuity and Euler equations with L! vorticity. 2017.

G. Crippa. The flow associated to weakly differentiable vector fields, volume 12 of Tesi. Scuola
Normale Superiore di Pisa (Nuova Series) [Theses of Scuola Normale Superiore di Pisa (New
Series)]. Edizioni della Normale, Pisa, 2009.

G. Crippa. Lagrangian flows and the one-dimensional Peano phenomenon for ODEs. J. Dif-
ferential Equations, 250(7):3135-3149, 2011.

B. Dacorogna. Direct Methods in the Calculus of Variations. Applied Mathematical Sciences.
Springer Berlin Heidelberg, 2012.

C. M. Dafermos. Continuous solutions for balance laws. Ricerche di Matematica, 55(1):79-92,
2006.

N. Depauw. Non unicité des solutions bornées pour un champ de vecteurs BV en dehors d’un
hyperplan. C. R. Math. Acad. Sci. Paris, 337(4):249-252, 2003.

N. Depauw. Non-unicité du transport par un champ de vecteurs presque BV. In Seminaire:
E‘quations aux Dérivées Partielles, 2002-2003, Sémin. Equ. Dériv. Partielles, pages Exp. No.
XIX, 9. Ecole Polytech., Palaiseau, 2003.

A. Desimone, R. V. Kohn, S. Miiller, and F. Otto. A reduced theory for thin-film micromag-
netics. Comm. Pure Appl. Math., 55(11):1408-1460, 2002.

R. J. DiPerna and P.-L. Lions. Global weak solutions of Vlasov-Maxwell systems. Comm. Pure
Appl. Math., 42(6):729-757, 1989.

R. J. DiPerna and P.-L. Lions. On the Cauchy problem for Boltzmann equations: global
existence and weak stability. Ann. of Math. (2), 130(2):321-366, 1989.

R. J. DiPerna and P.-L. Lions. Ordinary differential equations, transport theory and Sobolev
spaces. Invent. Math., 98(3):511-547, 1989.

R. J. DiPerna and P.-L. Lions. Global solutions of Boltzmann’s equation and the entropy
inequality. Arch. Rational Mech. Anal., 114(1):47-55, 1991.

C. De Lellis. Notes on hyperbolic systems of conservation laws and transport equations. In
Handbook of differential equations: evolutionary equations. Vol. III, Handb. Differ. Equ., pages
277-382. Elsevier /North-Holland, Amsterdam, 2007.

C. De Lellis. A note on Alberti’s rank-one theorem. In Transport equations and multi-D hy-
perbolic conservation laws, volume 5 of Lect. Notes Unione Mat. Ital., pages 61-74. Springer,
Berlin, 2008.

C. De Lellis, F. Otto, and M. Westdickenberg. Structure of entropy solutions for multi-
dimensional scalar conservation laws. Arch. Ration. Mech. Anal., 170(2):137-184, 2003.

C. De Lellis and T. Riviére. The rectifiability of entropy measures in one space dimension. J.
Math. Pures Appl. (9), 82(10):1343-1367, 2003.

D. H. Fremlin. Measure theory. Vol. 4. Torres Fremlin, Colchester, 2006. Topological measure
spaces. Part I, II, Corrected second printing of the 2003 original.

P.-E. Jabin. Differential equations with singular fields. Journal de Mathmatiques Pures et
Appliques, 94(6):597 — 621, 2010.

H. G. Kellerer. Duality theorems for marginal problems. Zeitschrift fiir Wahrscheinlichkeits-
theorie und Verwandte Gebiete, 67(4):399-432, 1984.

B. L. Keyfitz and H. C. Kranzer. A system of nonstrictly hyperbolic conservation laws arising
in elasticity theory. Arch. Rational Mech. Anal., 72(3):219-241, 1979/80.

S.G. Krantz and H.R. Parks. Geometric Integration Theory. Cornerstones. Springer London,
2008.

S. N. Kruzkov. First order quasilinear equations with several independent variables. Mat. Sb.
(N.S.), 81 (123):228-255, 1970.

C. Le Bris and P.-L. Lions. Renormalized solutions of some transport equations with partially
Wh! velocities and applications. Ann. Mat. Pura Appl. (4), 183(1):97-130, 2004.



204

[Ler04]
[MBO02]
[PS12]
[PS13]
[Smi94]

[Vol67]
[Zie89]

BIBLIOGRAPHY

N. Lerner. Transport equations with partially BV velocities. Ann. Sc. Norm. Super. Pisa CI.
Sci. (5), 3(4):681-703, 2004.

A.J. Majda and A.L. Bertozzi. Vorticity and Incompressible Flow. Cambridge Texts in Applied
Mathematics. Cambridge University Press, 2002.

E. Paolini and E. Stepanov. Decomposition of acyclic normal currents in a metric space. J.
Funct. Anal., 263(11):3358-3390, 2012.

E. Paolini and E. Stepanov. Structure of metric cycles and normal one-dimensionalcurrents.
J. Funct. Anal., 264(6):1269-1295, 2013.

S. K. Smirnov. Decomposition of solenoidal vector charges into elementary solenoids and the
structure of normal one-dimensional currents. St. Petersburg Math. J., 5(4):841-867, 1994.
A. L. Volpert. Spaces BV and quasilinear equations. Mat. Sb. (N.S.), 73 (115):255-302, 1967.
W. P. Ziemer. Weakly differentiable functions : Sobolev spaces and functions of bounded vari-

ation. Graduate texts in mathematics. Springer, New York, Berlin, Heidelberg, 1989.



Glossary

A: generic set. xxii

A € B: set A whose compact closure is contained in B. xxii

A*: union of conncted components having positive lenght of a set A C R?. xxvii
Adm(p;): sets of admissible transference plans. xxxii

Ag: set of intersecting curves. 119

A*: subset of 9Q where trajectories are exiting or entering, respectively. 114

{4 f(x) p(dx): average integral on the sets A. xxv

A(z): x section of A C X x Y. xxii

B: generic vector field in R, xxiii

b= (b)) ,: vector. xxiii

B&(x): balls of radius r centered at z € R?. xxii

O(f): notation for constant of the order f. xxiii

AB(X): o-algebra of Borel sets of the space X. xxiv

Fr A: frontier of a set A. xxii

0Q: frontier of a set in R?. xxii

BV(;R™): set of R™-valued functions of bounded variation in Q C R?. xxviii
BD(Q; R?): set of functions of bounded deformation in Q C RY. xxviii
bi: equivalent to b(t) for time dependent vector fields. xxiii

BV1,(Q, R™): space of R™-valued locally BV functions in RY. xxviii

C': generic constant. xxiii

Cy: dimensional constant. xxiii

C(X,Y): space of continuous functions over X. xxiii

1 4: characteristic function of the set A. xxiii

C*(R9): space of functions on R? with continuous derivatives up to order k. xxiii
clos(A, B): relative closure of the set A in B. xxii

clos A: closure of the set A. xxii

C(Q): compactly supported smooth functions defined in the open set Q C R?. xxiii
Conn(A): set of conncted components of a set A C R?. xxvii

Conn*(A): set of conncted components having positive lenght of a set A C R?. xxvii
*: convolution in R?. xxiii

Cylzjgf : p(1,b)-proper cylinder. 97

Def: directional derivative of f along e. xxiii
D*%b: absolutely continuous part of Db. xxix
D°b: Cantor part of DSb. xxix

205



206 Glossary

0+ Dirac mass at x. xxiv

d1: maximal shrinking coefficient of an approximate cylinder of flow. 147

Df: differential of the function f. xxiii

W= fY py v(dy): disintegration of p w.r.t. the measure v and the function f: X — YV
with |fyp| < v. xxvi

dist(z, E): distance of the point z € X from the set £ C X in a metric space X. xxii

2'(Q): space of distributions over the open set Q C R, xxiii

div b: divergence of the vector field b. xxiii

Dib: jump part of D%b. xxix

D(f): domain of the function f. xxiii

D?b: singular part of Db. xxix

e: unit vector. xxiii

Ep: level set H-1(h) of a (Lipschitz) function H: Q C R? — R. xxvii
Eb: symmetric part of the derivative Db. xxviii

E,: equivalence classes of ~. 134

Eﬁ: set of curves not contained in supp gﬁf;. 118

{1z starting shape of the approximate cylinder of flow in the BV case. 147
Ef,y: evolution of the ej-boundary of the approximate cylinder. 147
n: Lagrangian representation. 32

n°: restriction fo n to I'C*. 124

nt: push forward of n by R?z- 106

n=: restriction of n to 5. 126

¢>*: inner/outer distance functions from a set. 94

@ or(7): functional computing intersecting curves across gbg 119
.
(;55: approximate cylinder of flow. 116

£(Q): untangling functional for n'®. 128

f Out(Q): untangling functional for n°%t. 128

2A: suitable set of indexes. 134

fLa: restriction of the function f to the set A. xxiv

fr: rescaled f about z € RY. xxv

(7): functional computing the curves exiting the cylinder ¢€. 118

fip: push-forward of the measure p through f. xxv
f(z+£): right left limit of a 1d function at z. xxviii

~: curve define in an interval of time. 32

~v ~ v': equivalent relation among untangled trajectories. 134

g o f: composition of two functions. xxiii

Graph f: graph of the function f. xxiii

Graph~: Graph of the a.c. curve v in the closed interval of definition. 33

H: Q c R? — R: Lipschitz function H: Q@ C R? — R. xxvii
£: quotient map for {Eq},. 134



Glossary 207

A1: (d — 1)-dimensional Hausdorff measure. xxiii

I : flow across Lo . 148

I: identity function. xxiii

I, = (t; , tj): interval of definition of the curve ~. 32

Iy flow across Ly . 150

int A: interior of the set A. xxii

Jga f(z) dz: integral of a Borel function f w.r.t. L. xxiv
[x f(x) u(dx): integral of a Borel function f w.r.t. p. xxiv
Iff,y: flow across Lf,y. 148

J: jump set of a BV function. xxix

K?E' C K*: compact subset of 02 defined in Lemma 6.13. 100
K™: projection of K™. 131
K§,_ 7+ compact set with suitable local covering. 146

K7™%: compact sets where the untangling functionals are controlled. 130, 132

L: scale constant. xxiii

LP(X, u): space of functions whose modulus is p-integrable at the p-th power. xxiv
Lo: lateral boundary of Q with normal ell. 151

Ly lateral boundary of Qeit,w , with normal ej. 148

(f,): distribution f evaluated on 1. xxiii

Z%: Lebesgue measure in R%. xxiii

Lfﬁ: lateral boundary of Qea’e given by the graph of ffv' 148

A (X): set of Radon measures on X. xxv

m: direction of the variation in the rank-one property. xxix

K™: compact subset of I" of trajectories with existence interval > 2'=". 131
AMp(X): set of finite Radon measures on X. xxv

m: direction of the variation in the rank-one property at the point (¢,Z). 146
AT (X): set of positive Radon measures on X. xxv

M: deformation factor. 116, 123

©?: measure div(B(p)(1,b)). 138

1 disitegration of the measure div(3(p)(1,b)). 138

|pe|: total variation measure of p. xxiv

ph: rescaled p about x € R, xxv

pLa: restriction of the measure p to the set A. xxiv

M (x): matrix derivative of the absolutely continuous part of a BV vector field. xxix

N: negligible set w.r.t. some measure. xxiv

n: normal vector in the rank-one property. xxix

n: normal vector to the rank-one property at the point (¢,Z). 146
|l - ||+ norm in a generic Banach space. xxii

|- |: norm in RY. xxii



208 Glossary

a.c.

v®%: absolutely continuous part of v. xxvi

v < p: v is absolute continuous w.r.t. u. xxiv

v+: orthogonal component of v w.r.t. to another given measure. xxv
(): generic open set. xxii

wg: volume of the unit ball in R?. xxiv

QF: perturbation of a proper set constructed in Theorem 6.15. 101

L v: orthogonal measures. xxiv

0905 subset of 02 defined in Theorem 6.15. 101

09Q25: subset of 0N defined in Theorem 6.15. 102

O0*F': reduced boundary of the set of finite perimeter F'. xxx
Oy, f+ spatial partial derivative along the ¢-th direction. xxiii
Oy fy: time partial derivative. xxiii

m: transference plan. xxxii

px: projection on the space X. xxii

Q: base of the cylinder Qﬁ: s 148
Y

Qé: cylinders of approximate flow. 123
qu e approximate cylnder with shape determined by Efwﬂ. 147

g—z: Radon-Nikodym derivative of v w.r.t. p > 0. xxvi

R(f): range of the function f. xxiii

R?: d-dimensional real vector space. xxii

Fr(A, B): relative frontier of A in B. xxii

int(A, B): relative interior of the set A in B. xxii

ph: evaluation of the measure 75,. 106

W trajectories with good intersetion properties in the open graph. 131
Rgz‘ i-th restriction operator. 106

p: ((t, z)-evaluation of 7. 124

Ro: restriction operator. 106

(Rq)4n°"*: restrition of (Rg)yn to the exiting trajectories. 128

S1: subset of 9(QF \ Q) defined in Theorem 6.15. 103

Sa: partition of the set 9(2° \ ), Theorem 6.15. 103

Sy : partition of the set 9(Q2° \ ©2), Theorem 6.15. 103

S5+ partition of the set 9(Q° \ ), Theorem 6.15. 103

Sy: partition of the set 9(Q2° \ ©2), Theorem 6.15. 103

S?: unit sphere of dimension d. xxii

o(f(t)): evaluation of the function f w.r.t. the measure p(t).Z4. 117
o(f): notation for constant infinitesimal w.r.t. f. xxiii

S: sets of curves with the same initial point. 126

supp f: support of a function f. xxiii

supp p: support of a measure p. xxiv



T: hitting point map. 104

t: time coordinate. xxii

tfy’_: entrance time of v in 2. 105

tf;+: exit time of v in €2. 105

Té’zi: mapping of 7 to its Q entering/exiting point. 106
Tr*(B, Q) - n: distributional inner normal trace. 104
Tro" (B, Q) - n: distributional outer normal trace. 104

f: quotient map for {pq}q. 134

u: L*-solution to div(up(1,b)) € 4. 137
U,: neighborhood of x. xxii
U: function locally approximating b. 146

A: set of untangled trajectories. 132

I': space of characteristics. 32

I'®": set of trajectories crossing a domain. 124

I'°r(Q): set of -crossing trajectories. 127

I'"(Q): set of Q-entering trajectories. 127

@: Convolution kernel. xxiii

w: constant controlling the flux across the lateral boundary of approximate cylinders of
flows. 116

w’: measure controlling the untangling functional. 130, 132

Gz: local representation of a Lipschitz boundary. xxvi

T: product space of intervals in R and curves in R?. 32

= set of uniqueness of 7. 126

W: set of trajectories with good intersection properties. 117

Wit set of disjoint trajectories. 117

Wa: set of trajectories whose intersection is still a trajectory. 117
wg(t): density of the disintegration of .41 w.r.t. {pg}q. 135

pq: evaluation of the equivalence class F,. 134

X: generic metric space. xxii
x: space coordinate. xxii

Zpn: coordinate along n. xxiii
1
n

Ty : coordinates orthogonal to n. xxiii

¢+ measure locally controlling the untangling functionals. 131






Acknowledgements

It is a pleasure to deeply thank my advisor, prof. Stefano Bianchini, for his wise guidance,
for his generosity of ideas and for his enthusiasm: thank you for being for me, for the last
four years, much more than a simple Master and PhD advisor and thanks to your family
for your kind hospitality.

Studying at SISSA, I have had the good fortune of meeting, talking to and attending the
courses of several professors, which I warmly acknowledge. A special mention is for Guido
De Philippis for many inspiring discussions and for being always available and willing to
discuss about Mathematics.

I thank prof. Gianluca Crippa, for the interest with whom he followed my PhD studies and
for being, through his book, his papers and several enlightening discussions, an excellent
reference on the research topic this thesis deals with. I am grateful to Simone Di Marino
for stimulating discussions we had in Siena, Lyon and Paris.

I am deeply indebted with my dear friend Nikolay A. Gusev: thanks for being such a valu-
able collaborator and thanks to his family for the warm hospitality. = Boanmoe crmacu6o,
Hukomnan, Anaronaun Hukonaesuu u Muna! I am also grateful to prof. Paolo Caldiroli,
to prof. Anna Capietto and to prof. Luca Lussardi for their experienced mentorship and
for their goodwill towards me.

My utmost gratitude goes to my friends and mates met here at SISSA, among which 1
cannot forget Stefano Modena, Enrico Pasqualetto and Danka Lucic, Ivan Beschastnyi,
Gabriele Bogo, Emanuele Tasso, Maicol Caponi and Flavia Santarcangelo. A special
thought is for Giordano Cotti, for being always present since the very beginning of our
adventure at SISSA five years ago. I believe I cannot find appropriate words to thank my
friend and colleague Elio Marconi: thank you for your strong support and for sharing with
me so many adventures in many different places around the world. These years would not
have been the same without you.

I warmly thank M° Luca Delle Donne, for his friendship, which is so dear to me, and for
the serenity he has shared with me for the latest months: thanks for the music and for
the enjoyable discussions about literature, philosophy and art.

Finally, without the help, the constant support and the strong love of my family, this thesis
would simply not have seen the light. Thanks to my mother Anna, to my father Sergio,
to my brother Alberto for their help and also to D. for being such an inspiring, funny and
lovable friend. Thanks to Marco and Daniela, for always making me feel beloved and at
home; thanks to all the members of their family, in particular to Valentina, Elio, Adriano,
Gino and Giovanna, for their true love which I appreciate so much.

And, of course, thanks to you, Giulia: I often think to how much you have helped me,
how much you have encouraged me and I honestly wonder how you managed to do that.
Thanks for letting our dream come true and for nurturing it every single day. Along with
my deepest gratitude and love, this thesis is for you.

Trieste, September 2017

211



	Introduction
	Overview of our approach
	A Lagrangian approach to scalar multidimensional conservation laws
	Structure of the thesis

	Notation and mathematical preliminaries
	I. General notation
	II. Tools from Geometric Measure Theory
	III. Functions of bounded variation and of bounded deformation
	IV. Traces for measure divergence L-vector fields
	V. Tools from Optimal Transportation Theory and duality

	Part 1.  Classical theory, renormalization and the two-dimensional case
	Chapter 1. An overview on the classical theory
	1.1. Cauchy-Lipschitz theory and the method of characteristics
	1.2. Weak formulation of the continuity equation
	1.3. Weak formulation of the transport equation

	Chapter 2. Renormalized solutions via commutator estimates
	2.1. Commutators estimates
	2.2. Renormalization in W1,p: DiPerna-Lions' argument
	2.3. Strong convergence of the commutators in the BV, divergence-free case

	Chapter 3. Lagrangian representations in linear transportation
	3.1. Ambrosio's Superposition Principle
	3.2. Lagrangian representations and Regular Lagrangian Flows
	3.3. Nearly incompressible vector fields and Bressan's Compactness Conjecture

	Chapter 4. The two-dimensional case
	4.1. Introduction: splitting the equation on the level sets
	4.2. Partition of the plane and local disintegration
	4.3. Weak Sard Property of Hamiltonians
	4.4. Level sets and trajectories I
	4.5. Locality of the divergence
	4.6. Level sets and trajectories II
	4.7. Solution of the transport equation on integral curves

	Chapter 5. Further remarks on the two dimensional case
	5.1. More on the Weak Sard Property
	5.2. The Chain Rule problem
	5.3. On the size of the tangential set
	5.4. Non-steady renormalization defects


	Part 2.  The general d-dimensional case
	Chapter 6. Localization method via proper sets and flow traces
	6.1. Proper sets and their perturbations
	6.2. Flow traces
	6.3. Restriction operator R and proper sets

	Chapter 7. Cylinders of approximate flow and untangling of trajectories
	7.1. Cylinders of approximate flow and transference plans
	7.2. Untangling functional and untangled Lagrangian representations
	7.3. Partition via characteristics and consequences

	Chapter 8. The L1(R;BV(Rd)) case and Bressan's Compactness Conjecture
	8.1. A covering of the singular part of the derivative
	8.2. Construction of approximate cylinders of flow in the BV setting
	8.3. Flux estimates and proof of Lemmata 8.8 and 8.9

	Chapter 9. Forward untangling and vector fields with weak Lp bounds on the gradient
	9.1. Forward untangling
	9.2. Vector fields with weak Lp bounds on the gradient
	9.3. Continuous dependence on the vector field


	Part 3.  A Lagrangian approach for multidimensional conservation laws
	Chapter 10. Lagrangian representations for multidimensional conservation laws
	10.1. Introduction and preliminaries
	10.2. Lagrangian representation
	10.3. The case of continuous solutions

	Bibliography
	Glossary
	Acknowledgements


