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DERIVATION OF A LINEARISED ELASTICITY MODEL FROM

SINGULARLY PERTURBED MULTIWELL ENERGY FUNCTIONALS

ROBERTO ALICANDRO, GIANNI DAL MASO, GIULIANO LAZZARONI, AND MARIAPIA PALOMBARO

Abstract. Linear elasticity can be rigorously derived from finite elasticity under the
assumption of small loadings in terms of Gamma-convergence. This was first done in the
case of one-well energies with super-quadratic growth and later generalised to different
settings, in particular to the case of multi-well energies where the distance between the
wells is very small (comparable to the size of the load). In this paper we study the
case when the distance between the wells is independent of the size of the load. In this
context linear elasticity can be derived by adding to the multi-well energy a singular
higher order term which penalises jumps from one well to another. The size of the
singular term has to satisfy certain scaling assumptions whose optimality is shown in
most of the cases. Finally, the derivation of linear elasticty from a two-well discrete
model is provided, showing that the role of the singular perturbation term is played in
this setting by interactions beyond nearest neighbours.
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Introduction

Consider a hyperelastic body whose reference configuration Ω is a bounded domain of R
d.

The stored energy associated with a deformation v : Ω → R
d can be written as

ˆ

Ω
W (x,∇v) dx ,

where W : Ω × R
d×d → [0,+∞] is the energy density encoding the mechanical properties of

the material under consideration. If the reference configuration is stress-free, we may assume
that the identity matrix I minimises W and, without loss of generality, that W (x, I) ≡ 0. By
frame-indifference, we also assume that W (x,RA) = W (x,A) for every A ∈ R

d×d and every
R ∈ SO(d), hence W (x, ·) is null on SO(d), the set of rotations on R

d. If an external load l(x)
is applied, the total energy of the body is

ˆ

Ω
W (x,∇v) dx−

ˆ

Ω
lv dx .

The derivation of a linear elastic theory from nonlinear elasticity is based on the observation
that, since the reference configuration is an equilibrium when no external load is applied, it is
natural to expect that small external loads will produce small displacements.

It is then convenient to introduce a small parameter ε > 0 and write the load as εl. Then,
writing the deformation in terms of the scaled displacement εu(x), that is v(x) = x+ εu(x), the
associated energy can be written, up to an additive constant, as

(0.1)

ˆ

Ω
W (x, I + ε∇u) dx− ε2

ˆ

Ω
ludx .

Assuming that W (x, ·) is C2 in a neighbourhood of I and that ∇u is bounded, a Taylor expansion
of W (x, I + ε∇u(x)) about I yields that the energy, scaled by 1/ε2, converges as ε → 0 to

(0.2)

ˆ

Ω
D2W (x, I)[∇u]2 dx−

ˆ

Ω
ludx ,

where D2W (x, I)[A]2 denotes the second derivative of W with respect to the matrix variable
evaluated at the point (x, I) and applied to the pair [A,A]. By frame-indifference, the quadratic
form A 7→ D2W (x, I)[A]2 depends only on (AT + A)/2, the symmetric part of A, hence

(0.3)

ˆ

Ω
D2W (x, I)[∇u]2 dx =

ˆ

Ω
D2W (x, I)[e(u)]2 dx ,

where e(u) := (∇uT + ∇u))/2 is the symmetric part of the displacement gradient ∇u. The
functional (0.3) represents the linear elastic energy associated with the displacement u.

The above formal derivation of linear elasticity can be made rigorous in terms of convergence
of absolute minimisers of boundary value problems associated with the functionals (0.1) and
(0.2). This has been done in the framework of Γ-convergence in [9, 17, 2, 1]. In the first paper
[9], convergence of minimisers was proven in H1(Ω;Rd) under the condition

(0.4) W (x,A) ≥ C dist2(A,SO(d)) .

This assumption was later replaced in [2] by the weaker assumption that (0.4) holds only in
a neighbourhood of SO(d), while away from such neighbourhood W has a growth slower than
quadratic, specifically,

W (x,A) ≥ C distq(A,SO(d)) , 1 < q < 2 .
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In this case, the convergence of minimisers holds in W 1,q(Ω;Rd). Further generalisations of these
results have been obtained in [17, 1] in the case of multi-well energies where the distance between
the wells is of order ε. It is worth mentioning that, in the context of Γ-convergence, linear elastic
energies have been also obtained as macroscopic limit of nonlinear atomistic energies in [5, 18].

In the proof of all the aforementioned results, a delicate step is to show compactness prop-
erties (in some Sobolev space) of sequences of admissible displacement fields uε whose energy
is uniformly bounded in ε. To this end, a fundamental tool turns out to be the well-known
rigidity estimate of Friesecke, James, and Müller [13] (see Theorem 2.9). Indeed, if we assume
for example that W satisfies (0.4), such estimate implies that there exist rotations Rε ∈ SO(d)
such that

ˆ

Ω
|I + ε∇uε −Rε|2 dx ≤ Cε2 .

Then, assuming that the boundary data are (a perturbation of) the identity, one can show that
Rε lies in an ε-neighbourhood of I and finally that

ˆ

Ω
|∇uε|2 dx ≤ C .

The purpose of this paper is to investigate the case when the zero level set of the energy
density consists of several wells whose mutual distance is independent of ε. The derivation of
linear elasticity in this setting is relevant, since energies of this form naturally arise in many
models, for example in the gradient theory of solid-solid phase transitions. We point out that,
if one wishes to follow the strategy outlined above, a suitable version of the rigidity estimate
will be needed. However, such an estimate is known to hold only when the wells are strongly
incompatible (see e.g. [6, 10] and Remark 2.4). If instead we assume that the wells have a
fixed distance and are rank-one connected, in contrast to the case when the distance vanishes,
we cannot expect compactness in any Sobolev space. Indeed, if we assume for example that
W (x, ·) ≡ 0 on SO(d) ∪ SO(d)U , with U ∈ R

d×d and rank(U − I) = 1, then one can define
a continuous deformation v such that ∇v = I in Ω1 and ∇v = U in Ω2, where {Ω1,Ω2} is a
partition of Ω into sets of positive Lebesgue measure. Thus, the corresponding displacements
uε(x) = (v(x)−x)/ε have zero energy and satisfy uε = 0 on ∂Ω1\Ω; moreover, ∇uε = (U − I)/ε
in Ω2, which implies that ‖∇uε‖Lr diverges as ε → 0, for every r ≥ 1.

In order to recover compactness, the idea is then to add to the energy a higher order singular
perturbation that penalises the transitions between the wells. Specifically, we introduce an
additional small parameter η and assume that the stored energy associated with a deformation
v is of the form

(0.5) Eη(v) =

ˆ

Ω
W (x,∇v) dx + η2

ˆ

Ω
|∇2v|2 dx , v ∈ H2(Ω;Rd) .

The asymptotic behaviour as η → 0 of functionals of this type, in particular in the case where the
order parameter is not constrained to be curl-free, has been object of many papers; among these,
we refer to Modica and Mortola [16] where a Γ-convergence analysis has been first performed
in the scalar case. The analysis of the curl-free case is much more complex. A rigorous result
in terms of Γ-convergence was obtained in [7], in dimension two, for two rank-one connected
wells of the form K1 = SO(d) and K2 = SO(d)U , U ∈ GL+(Rd): the Γ-limit of the scaled
functionals η−1F η is finite on functions v such that ∇v ∈ BV (Ω;K1 ∪K2) and it is represented
by an interfacial energy of the form

ˆ

J∇v

φ(ν∇v) dH1 ,
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where J∇v is the jump set of ∇v and ν∇v is the unit normal to J∇v. The problem in higher
dimension and for more general multiple wells is still open. Nevertheless it can be shown that
Eη(v) scales like ηHd−1(J∇v). In view of this, one can look for a suitable scaling of η = η(ε)
with respect to ε which guarantees compactness for the scaled energies ε−2Eη(x + εuε).

Let us illustrate a heuristic argument in the case discussed above with two wells K1 and K2.
Let vε be a sequence such that ε−2Eη(vε) is uniformly bounded. As already observed, in the set
Ω∗
ε where the deformation vε takes values in a neighbourhood of K2, the corresponding scaled

displacement uε is such that ∇uε ∼ 1/ε. Hence, in order to obtain the boundedness of ∇uε, e.g.
in L2, it is useful to obtain an estimate of the form |Ω∗

ε| ≤ Cε2. From the boundedness of the
energy we deduce

Hd−1(J∇vε) ≤ C
ε2

η
,

and thus, by the isoperimetric inequality,

min
{∣∣Ω∗

ε

∣∣,
∣∣Ω\Ω∗

ε

∣∣
}
≤ C

(
ε2

η

)d/d−1

.

If η ≥ Cε2/d and if the boundary conditions are such that the minimum above is attained by∣∣Ω∗
ε

∣∣, we infer that ∣∣Ω∗
ε

∣∣ ≤ Cε2 ,

which in turn yields compactness. On the other hand, the condition that η → 0 as ε → 0 ensures
that the singular perturbation acts only as a penalisation and does not contribute explicitly to
the limit functional, namely, if u is a fixed displacement with ∇u bounded,

lim
ε→0

1

ε2
Eη(x + εu) =

ˆ

Ω
D2W (x, I)[e(u)]2 dx .

We make rigorous this argument by showing that, under the assumption that Cε2/d ≤ η(ε) ≪
1, sequences of admissible fields with uniformly bounded energies are bounded in L2, and that
the sequence of functionals ε−2Eη(vε) Γ-converges to the functional in (0.3). More in general we
consider functionals of the form (0.5) where the exponent 2 in the singular perturbation term is
replaced by any p > 1 and where the potential W has an arbitrary but finite number of wells, it
grows quadratically close to the wells, and with a power q ∈ (0, 2] away from the wells. The case
q ∈ (0, 1] was not covered in [2] and is treated for the first time in the present paper. We obtain
compactness properties of the scaled energies in W 1,r, for some r ∈ (1, 2] depending on p and q,
under a suitable scaling of η(ε) which in turn depends on all these parameters (see Theorems
1.7 and 1.8 summarised in Tables 1 and 2). The Γ-convergence result in this general setting is
stated in Theorem 1.9. Moreover we provide examples showing that the compactness results
above may not hold if the scaling assumptions are not satisfied and that in most of the cases
such scalings are optimal (see Section 3). We point out that all our results are independent of
the existence of rank-one connections between the wells as well as of the sign of the determinant
of the matrices in the wells.

A fundamental step in our analysis, whose proof is inspired by the heuristic argument above,
is Theorem 2.3, asserting that a suitable power of the energies is controlled from below by the
Lr-distance of the deformation gradients from a single well. We underline that such estimate
holds in a more general context than the one considered here (see Remark 2.1) and thus may be
of interest for other applications. Moreover, as a technical fact, we remark that in our case we get
a priori estimates that are in general weaker than those obtained in [2, 9] for one-well potentials;
for this reason, in the proof of the Γ-convergence result we need to modify the strategy used in
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[2, 9] (see Section 2.5). Nevertheless our proof turns out to be simpler and could be adopted
also in those cases.

The convergence of the solutions of boundary value problems is stated in Theorems 1.5 and
1.6, where we distinguish the case of zero external load and of a general external load. Indeed in
the latter case, in contrast to the one-well model, the uniform boundedness of the total energy
for a given sequence uε does not in general yield uniform boundedness of ε−2Eη(x + εuε) and
thus compactness of uε in W 1,r. This can be recovered for a suitable choice of the scaling of
η(ε) which in some cases is more restrictive than that needed in the case of zero external load.
Finally, analogously to the one-well case, the strong convergence in W 1,r of the minimisers is
obtained.

A relevant byproduct of our results is also the derivation, via Γ-convergence, of linearised
energies about equilibria that present mixture of phases: more precisely, we can consider defor-
mations of the form

v(x) = ϕ(x) + εu(x) ,

where ϕ is a continuous piecewise affine function with ∇ϕ ∈ K, so it is stress-free. This is of
interest in the gradient theory of solid-solid phase transitions, see e.g. [7]. Suitably choosing the
singular perturbation, we observe that the problem reduces to the previous case via a change of
variables. Indeed, in Theorem 2.12 we show that the linearised energy takes the form

1

2

ˆ

Ω
D2W (x,∇ϕ)[e(u)∇ϕ]2 dx .

Our methods can be also applied to the derivation of linearised elastic theories from discrete
models with multiple wells. This is the subject of the last section of the paper. Our aim is
to show that the role of the singular term in the continuum model is played in this setting by
interactions beyond nearest neighbours, which prevent too many jumps from one well to another
(see also [4]). We focus on the simple case of a two-dimensional discrete system governed by
pairwise harmonic interactions between nearest and next-to-nearest neighbours, corresponding
to a total interaction energy with two wells. Moreover we choose a scaling regime that ensures
compactness properties of the displacement fields in the weak topology of H1. The extension
of this analysis to a broader class of interacting potentials and to more general scaling regimes
goes beyond the purposes of the present paper and will be the object of a forthcoming paper.

Notation. Throughout the paper, the letter C will be used to denote various positive constants,
whose precise value may change from line to line; its dependence on other variables will be
emphasised only if needed.

The positive (resp., negative) part of x is denoted by x+ (resp., x−), while its integer part is
denoted by [x]. The operator ∧ (resp., ∨) denotes the minimum (resp., the maximum) of two
numbers.

Given 1 ≤ p < d, the symbol p∗ denotes its Sobolev exponent, defined for p < d by

p∗ = pd/(d− p) .

For every s ≥ 1∗,

s∗ := sd/(d + s)

is the number such that its Sobolev exponent is by (s∗)∗ = s.
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1. Statement of the problem and main result

We consider an elastic body whose reference configuration Ω ⊂ R
d is a bounded, open, and

connected set with Lipschitz boundary. For the sake of generality we consider an arbitrary d ≥ 1,
the physically relevant case being d = 3.

Let l ∈ N, l ≥ 2, let U1, . . . , Ul be invertible matrices in R
d×d, with U1 = I, the identity

matrix, and set

K :=

l⋃

i=1

Ki , Ki := SO(d)Ui .

We assume that the sets Ki, i = 1, . . . , l, are all disjoint, namely, that UiU
−1
j 6∈ SO(d) for each

i 6= j. Let W : Ω × R
d×d → [0,+∞] be (L×B)-measurable, L and B denoting the σ-algebras of

the Lebesgue measurable subsets of Rd and the Borel measurable subsets of Rd×d, respectively.
We suppose that W satisfies the following properties for a.e. x ∈ Ω:

(W1) W (x, ·) is frame indifferent, i.e., W (x,RF ) = W (x, F ) for all F ∈ R
d×d and R ∈ SO(d);

(W2) W (x, F ) = 0 if F ∈ K;
(W3) there exists σ > 0 such that W (x, ·) is of class C2 in Iσ := {F ∈ R

d×d : dist(F,K) < σ}
and the second derivatives are bounded by a constant independent of x;

(W4) there exists q ∈ [0, 2] such that W (x, F ) ≥ Cfq(dist(F,K)), where fq(t) := t2 ∧ tq for
t ≥ 0.

In what follows, given F,A ∈ R
d×d, D2W (x, F )[A]2 denotes the second derivative of W with

respect to F evaluated at the point (x, F ) and applied to the pair [A,A], i.e.,

D2W (x, F )[A]2 = D2W (x, F )[A,A] = D2W (x, F )A : A ,

where : is the scalar product between matrices. By frame indifference, we have

D2W (x, I)[A]2 = D2W (x, I)[Asym]2 for every A ∈ R
d×d, for a.e. x ∈ Ω ,

where Asym denotes the symmetric part of A. Together with assumption (W4), this implies that
the quadratic form D2W (x, I)[·]2 is null on skew matrices and satisfies the coercivity condition

(1.1) D2W (x, I)[Asym]2 ≥ λ|Asym|2 for every A ∈ R
d×d , for a.e. x ∈ Ω ,

for some λ > 0.
Fixed p > 1, we consider the family of singularly perturbed energy functionals, depending on

a small parameter ε > 0, defined as

Eε(v) :=

ˆ

Ω
W (x,∇v) dx + ηp(ε)

ˆ

Ω
|∇2v|p dx , v ∈ W 2,p(Ω;Rd) ,

where η(ε) > 0 satisfies some scaling assumptions which will be specified later on.
We prescribe a Dirichlet condition of the form

(1.2) v(x) = x + ε g(x) Hd−1-a.e. on Γ ,

where g ∈ W 1,∞(Ω;Rd) ∩ W 2,p(Ω;Rd), Γ is a nonempty subset of ∂Ω, open in the relative
topology, and the values of v and g on Γ are meant in a suitable sense of traces to be made
precise below. For technical reasons we require that

(1.3) cap(Γ\Γ) = 0 ,

where the definition of capacity is recalled in the Appendix, and that

(1.4) ∀ i 6= 1 , ∀Q ∈ SO(d) , ∀x ∈ R
d , Hd−1

(
Γ\

(
x + ker(QUi − I)

))
> 0 .
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The regularity of g ensures that Eε(x+ε g) is finite for ε sufficiently small. In terms of the
displacement

u(x) :=
v(x) − x

ε
,

the Dirichlet boundary condition reads as

(1.5) u = g Hd−1-a.e. on Γ .

For future convenience we define for every s ≥ 1 the sets

W 1,s
g,Γ(Ω;Rd) := {u ∈ W 1,s(Ω;Rd) : u = g Hd−1-a.e. on Γ} ,

where the equality holds in the sense of the traces of W 1,s(Ω;Rd) on Γ. For s = 2 we employ
the notation

H1
g,Γ(Ω;Rd) := W 1,2

g,Γ(Ω;Rd) .

We set
Wp,q

g (Ω;Rd) := W 1,q∨p
g,Γ (Ω;Rd) ∩W 2,p(Ω;Rd) .

Remark 1.1. Condition (1.3) is a regularity assumption on Γ, which is satisfied e.g. when ∂Ω
is a C1 manifold and Γ is a C1 submanifold with ∂Γ of class C1. It will be used in the proof of
Proposition A.3, providing a density result that may be of interest independently of the present
application. However, (1.3) is not needed if the exponent p defined above is sufficiently large and
the boundary condition is slightly stronger (Remark A.5).

Condition (1.4) will be needed in the proof of Theorem 1.8. Since by assumption on the sets
Ki we have QUi 6= I for every Q ∈ SO(d) and every i 6= 1, it turns out that dim(ker(QUi−I)) ≤
d − 1; therefore (1.4) is always satisfied when Γ is not contained in a hyperplane up to Hd−1-
negligible sets. If dim(ker(QUi− I)) ≤ d−2 for every Q ∈ SO(d) and every i 6= 1, i.e., there are
no rank-one connections between Ki and K1, then (1.4) is always satisfied since Hd−1(Γ) > 0,
as a consequence of the assumption that Γ is nonempty and open in the relative topology of ∂Ω.
Finally, note that for d = 1 the set Ω must be an interval and (1.4) implies that Γ = ∂Ω. See
Remark 2.10 for a discussion on the necessity of assumption (1.4).

We express the functional Eε in terms of the displacement u by introducing the sequence of
functionals Eε : Wp,q

g (Ω;Rd) → [0,+∞] defined by

Eε(u) := Eε(x + εu) .

Note that Eε(u) can be written as

Eε(u) =

ˆ

Ω

(
W (x, I + ε∇u) + ηp(ε) εp|∇2u|p

)
dx .

Remark 1.2. More in general we can consider functionals Êε : Wp,q
g (Ω;Rd) → [0,+∞] of the

form

Êε(u) :=

ˆ

Ω
W (x, I + ε∇u) dx + ηp(ε) εpRp(u) ,

where the regularising term Rp : W 1,r(Ω;Rd) → [0,+∞] is such that

(1.6) C

ˆ

Ω
|∇2u|p dx ≤ Rp(u) < +∞ for every u ∈ Wp,q

g (Ω;Rd) .

For example, when Ω is C2, Γ = ∂Ω, and g = 0, one may take p = 2 and R2(u) = ‖∆u‖2L2(Ω), or

more in general R2(u) = ‖Au‖2L2(Ω) with A a uniformly elliptic operator with smooth coefficients;
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then the classical theory of elliptic regularity guarantees that (1.6) is satisfied. All the results

that follow hold for Êε as well.

We are interested in the case when the functional Eε(v) is complemented by an external load
of the form εL, where L will be chosen in a subset of (W 2,p(Ω;Rd))∗ to be specified later on.
The equilibrium configurations are then described by the minimisers of

Eε(v) − L(v) .

In terms of the displacement u the minimum problem reads as

(1.7) min
u

{Eε(u) − ε2L(u)} ,

where we dropped the term εL(x), since it does not depend on u. In order to describe the
asymptotic behaviour of the minimisers of (1.7), we need to introduce a set of assumptions
on the scaling of η(ε). These conditions will ensure, first, that the perturbation vanishes in
the limit, second, that the minimisers are compact in some Sobolev space W 1,r(Ω;Rd), where
r ∈ (1, 2] depends on the exponents p, q introduced above. Precisely, if d = 1 we set r := 2; if
d > 1 we fix r such that

1 < r < p∗ if p ≤ 2∗ and q < p∗ ,(1.8a)

1 < r ≤ q if p ≤ 2∗ and p∗ ≤ q <
(3p − 2)1∗

p
,(1.8b)

1 < r <
(3p − 2)1∗

p
if p ≤ 2∗ and q ≥ (3p− 2)1∗

p
,(1.8c)

1 < r ≤ 2 if p > 2∗ .(1.8d)

Remark 1.3. Note that p∗ ≤ (3p−2)1∗

p ≤ 2 whenever p ≤ 2∗ and that these inequalities hold as

equalities only if p = 2∗.

We assume that η(ε) satisfies

lim
ε→0

η(ε) ε1−
2

p = 0 ,(1.9a)

lim
ε→0

η(ε)

ε2
= +∞ if d = 1 ,(1.9b)

η(ε) ≥ Cε2−
r
1∗ if d > 1 and r ≤ 1∗ ∨ q ,(1.9c)

η(ε) ≥ Cε
2

r∗
−1 if d > 1 and r > 1∗ ∨ q .(1.9d)

The necessity of such assumptions is discussed in Remark 2.11 and in Section 3.

Remark 1.4. Note that (1.9c) and (1.9d) give the same lower bound on η(ε) if r = 1∗ and
q ≤ 1∗. In contrast, if 1∗ < q < 2 and 1∗ < r ≤ q, (1.9c) gives a less restrictive lower bound
than (1.9d). Moreover, (1.9b), (1.9c), and (1.9d) are compatible with (1.9a). More precisely,
since p > 1,

ε2−
r
1∗ ≤ ε ≪ ε

2

p
−1 if r ≤ 1∗ ,

where the first inequality holds as equality only if r = 1∗. Moreover,

ε2−
r
1∗ ≤ ε

2

r∗
−1 ≪ ε

2

p
−1 if 1∗ < r ≤ 2 and r < p∗ ,
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where the first inequality holds as equality only if r = 2, in which case the exponent is 2/d.
Finally,

ε2−
r
1∗ ≪ ε

2

p
−1

if r <
(3p − 2)1∗

p
.

After noticing that Wp,q
g (Ω;Rd) ⊂ W 1,r(Ω;Rd), we introduce the sequence of rescaled func-

tionals Fε : W 1,r(Ω;Rd) → [0,+∞] defined by

(1.10) Fε(u) :=





1

ε2
Eε(u) if u ∈ Wp,q

g (Ω;Rd) ,

+∞ otherwise.

It will be convenient to introduce also the sequence of functionals

(1.11) Fε(v) :=
1

ε2
Eε(v) .

The main results of this paper are the following two theorems, concerning the cases of zero
external load and of a general external load, respectively. As usual, e(u) denotes the symmetric
part of the matrix ∇u.

Theorem 1.5 (Zero external load). Let p > 1, q ∈ [0, 2], r be as in (1.8), and η(ε) satisfy the
scaling properties (1.9a)–(1.9d). Assume that W satisfies conditions (i)–(iv) and that Γ satisfies
(1.3) and (1.4). Let g ∈ W 1,∞(Ω;Rd) ∩W 2,p(Ω;Rd), Fε be as in (1.10), and

mε := inf{Fε(u) : u ∈ Wp,q
g (Ω;Rd)} .

Fε(uε) = mε + o(1) .

Then {uε} converges strongly in W 1,r(Ω;Rd) to the unique solution of

min

{
1

2

ˆ

Ω
D2W (x, I)[e(u)]2 dx : u ∈ H1

g,Γ(Ω;Rd)

}
=: m.

Moreover, mε → m.

Theorem 1.6 (General external load). Under the hypotheses of Theorem 1.5, assume in addi-
tion that q > 1 and

lim
ε→0

η(ε)

ε
= +∞ if d = 1 or r ≤ 1∗ .

Let L ∈ (W 1,r∧q(Ω;Rd))∗ and let

mL
ε := inf{Fε(u) − L(u) : u ∈ Wp,q

g (Ω;Rd)} .
Let {uε} be a sequence such that

Fε(uε) = mL
ε + o(1) .

Then {uε} converges strongly in W 1,r(Ω;Rd) to the unique solution of

min

{
1

2

ˆ

Ω
D2W (x, I)[e(u)]2 dx− L(u) : u ∈ H1

g,Γ(Ω;Rd)

}
=: mL .

Moreover, mL
ε → mL.

Theorems 1.5 and 1.6 are straightforward consequences of the next four results concerning the
compactness and the Γ-convergence of the functionals Fε. (We refer to [8] for the definition and
the main properties of Γ-convergence.) The analysis of the one-dimensional case is simpler and
provides stronger compactness properties than those obtained in the case of general dimension.
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Theorem 1.7 (Compactness for d = 1). Let p > 1 and q ∈ [0, 2]. Let Ω = (−L,L), L > 0,
and Ki := {ki}, where ki ∈ R. Assume that W satisfies condition (W4) and that η(ε) satisfies
(1.9b). Let g ∈ W 2,p(−L,L), Fε and Fε be as in (1.10) and (1.11), respectively, and let L ∈
(W 1,q(−L,L))∗. Then

(i) If vε ∈ W 2,p(−L,L) is a sequence such that Fε(vε) is uniformly bounded, then for every
ε sufficiently small there exists iε ∈ {1, . . . , l} such that

v′ε(x) − kiε → 0 uniformly in (−L,L) ,(1.12)
ˆ L

−L
|v′ε − kiε |2 dx ≤ Cε2Fε(vε) .(1.13)

If in addition vε(±L) = ±k1L, then v′ε → k1 uniformly in (−L,L) and

(1.14)

ˆ L

−L
|u′ε|2 dx ≤ CFε(uε) ,

where

(1.15) uε(x) :=
vε(x) − k1x

ε
.

In particular

(1.16) ‖uε‖H1 ≤ C ,

for some positive constant C independent of ε.
(ii) Assume in addition that

(1.17) lim
ε→0

η(ε)

ε
= +∞ .

If vε ∈ W 2,p(−L,L) is a sequence such that vε(±L) = ±k1L and Fε(uε) − L(uε) is
uniformly bounded, where uε is defined by (1.15), then (1.12), (1.13), and (1.14) still
hold. Moreover, (1.16) holds.

Theorem 1.8 (Compactness for d > 1). Let p > 1, q ∈ [0, 2], r be as in (1.8), and η(ε)
satisfy the scaling properties (1.9c)–(1.9d). Assume that d > 1, that W satisfies condition
(W4), and that Γ satisfies (1.4). Let g ∈ W 1,∞(Ω;Rd) ∩ W 2,p(Ω;Rd), Fε be as in (1.10), and
let L ∈ (W 1,r∧q(Ω;Rd))∗. Then

(i) If {uε} is a sequence in Wp,q
g (Ω;Rd) such that Fε(uε) is uniformly bounded, then there

exists a positive constant C > 0 such that for ε sufficiently small

(1.18)

ˆ

Ω
|∇uε|r dx ≤ C

(
(Fε(uε))

θ + (Fε(uε))
r
2 + ε2−rFε(uε) +

ˆ

Γ
|g|r dHd−1

)
,

where

(1.19) θ :=





1∗ =
d

d− 1
if r ≤ 1∗ ∨ q ,

r

r∗
=

d + r

d
if r > 1∗ ∨ q .

In particular,

(1.20) ‖uε‖W 1,r(Ω;Rd) ≤ C ,

for some positive constant C independent of ε.
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(ii) Assume in addition that q > 1 and

(1.21) lim
ε→0

η(ε)

ε
= +∞ if r ≤ 1∗ .

If {uε} is a sequence in Wp,q
g (Ω;Rd) such that Fε(uε)−L(uε) is uniformly bounded, then

there exists a positive constant C > 0 such that, for ε sufficiently small, if r > 1∗ (1.18)
holds, while if r ≤ 1∗ there holds

(1.22)

ˆ

Ω
|∇uε|1

∗

dx ≤ C

(
o(1) (Fε(uε))

1∗ + (Fε(uε))
1
∗

2 + ε2−1∗Fε(uε) +

ˆ

Γ
|g|1∗ dHd−1

)
.

Moreover, (1.20) holds.

Theorem 1.9 (Γ-convergence). Under the hypotheses of Theorem 1.5, as ε → 0+ the sequence of
functionals {Fε} Γ-converges, with respect to the weak topology of W 1,r(Ω;Rd), to the functional

(1.23) F(u) :=





1

2

ˆ

Ω
D2W (x, I)[e(u)]2 dx if u ∈ H1

g,Γ(Ω;Rd) ,

+∞ otherwise.

Theorem 1.10 (Strong convergence of recovery sequences). Under the hypotheses of Theorem
1.9, let εj → 0 and let {uj} be a recovery sequence for u ∈ H1

g,Γ(Ω;Rd), that is, uj ⇀ u weakly

in W 1,r(Ω;Rd) and Fεj (uj) → F(u). Then uj → u strongly in W 1,r(Ω;Rd).

Table 1. Choice of the exponent r

0 ≤ q < p∗ p∗ ≤ q <
(3p − 2)1∗

p

(3p − 2)1∗

p
≤ q ≤ 2

1 < p ≤ 2∗ 1 < r < p∗ 1 < r ≤ q 1 < r <
(3p− 2)1∗

p
≤ 2

2∗ < p < +∞ 1 < r ≤ 2

Table 2. Range for η ensuring compactness and its optimality

zero load (0 ≤ q ≤ 2) nonzero load (1 < q ≤ 2) optimality

1 < r ≤ 1∗ Cε2−
r
1∗ ≤ η(ε) ≪ ε

2

p
−1

ε ≪ η(ε) ≪ ε
2

p
−1

yes

1∗ < r ≤ q Cε2−
r
1∗ ≤ η(ε) ≪ ε

2

p
−1

yes

1∗ ∨ q < r < 2 Cε2−
r
1∗ ≪ Cε

2

r∗
−1 ≤ η(ε) ≪ ε

2

p
−1 unknown

r = 2 Cε
2

d ≤ η(ε) ≪ ε
2

p
−1 yes



12 R. ALICANDRO, G. DAL MASO, G. LAZZARONI, AND M. PALOMBARO

2. Proof of the main results

2.1. Compactness in the one-dimensional case. We first treat the problem in dimension
one. Although the analysis is simpler and the results are stronger than in larger dimension, it
already contains some of the essential features of the analysis in the general case. In this section
we prove the first part of Theorem 1.7 which concerns the case of zero external load. The case
of general external load will be proven in Section 2.4.

Proof of Theorem 1.7 (i). Fix δ > 0 such that δ < 1
4 |ki − kj | for every i 6= j = 1, . . . , l, and set

Ωε := {dist(v′ε,K) < δ}. By hypothesis (W4) one has

|Ω\Ωε| ≤ Cε2Fε(vε) .

Therefore for ε sufficiently small one can find iε ∈ {1, . . . , l} and x1ε ∈ (−L,L) such that |v′ε(x1ε)−
kiε | < δ. We claim that |v′ε(x) − kiε | < 2δ for all x ∈ (−L,L). Indeed, suppose on the contrary
that there exists a sequence of points x2ε ∈ (−L,L) such that |v′ε(x2ε) − kiε | > 2δ and set

W̃ (z) := fq(dist(z,K)), z ∈ R
d,

where fq is defined in hypothesis (W4) on W . Then, Young’s inequality in combination with
v′ε ∈ C((−L,L)) would yield

Fε(vε) ≥
η

ε2

ˆ L

−L
W̃

p−1

p (v′ε(x))|v′′ε (x)|dx ≥ η

ε2

∣∣∣
ˆ x2

ε

x1
ε

W̃
p−1

p (v′ε(x)) v′′ε (x) dx
∣∣∣

≥ η

ε2

∣∣∣
ˆ v′ε(x

2
ε)

v′ε(x
1
ε)

W̃
p−1

p (z) dz
∣∣∣ ≥ C

η

ε2
,

(2.1)

which contradicts the uniform bound on Fε(vε). Remark that in the last inequality of (2.1) we
used the fact that, by the growth condition (W4),

∣∣∣∣∣

ˆ v′ε(x
2
ε)

v′ε(x
1
ε)

W̃
p−1

p (z) dz

∣∣∣∣∣ > C > 0 ,

where the constant C depends only on δ. By the arbitrariness of δ we then deduce (1.12).
Using (1.12) and the quadratic growth assumption of W near the wells we obtain, for δ and ε
sufficiently small,

ˆ L

−L
|v′ε − kiε |2 dx ≤ C

ˆ L

−L
W (x, v′ε) dx ≤ Cε2Fε(vε) ,

thus (1.13) holds. Assume now the boundary condition vε(±L) = ±k1L. Then (1.12) holds with
iε = 1 and (1.14) follows from (1.13). �

2.2. One-well lower bound. A fundamental step in the proof of Theorem 1.8 is the result
proven in this section, stated in Theorem 2.3, which allows us to identify a single energy well
where the deformation gradient lies in most of the domain.

Remark 2.1. The result of Theorem 2.3 holds true in a slightly more general situation than
that presented above. In fact, assumptions (W1)–(W3), (1.3), and (1.4) are not needed; the
deformations may be of the form u : Ω → R

m with m possibly different from d; the energy wells
may be compact sets of matrices, without requirements on their structure.

For the reader’s convenience we recall the following variant of the Poincaré inequality, which
follows e.g. from [19, Theorem 4.4.2].
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Lemma 2.2. Let s ≥ 1. For every constant c > 0 there exists a constant K = K(c) > 0 such
that

‖f‖Ls(Ω) ≤ K‖∇f‖Ls(Ω;Rd×d)

for every f ∈ H1(Ω) such that |{f = 0}| ≥ c.

In the next theorem, for every measurable set A ⊂ Ω we denote by Fε(·, A) the functionals
defined as in (1.11) by replacing Ω with A only in the first integral.

Theorem 2.3 (One-well lower bound). Let p > 1, q ∈ [0, 2], r be as in (1.8), and η(ε) satisfy the
scaling properties (1.9c)–(1.9d). Assume that d > 1 and that W satisfies condition (W4). Let
Fε be as in (1.11). Let {vε} be a sequence in W 2,p(Ω;Rd) such that limε→0 ε

2Fε(vε) = 0. Then
there exist C > 0 and δ > 0 such that for every ε > 0 sufficiently small there is iε ∈ {1, . . . , l}
with

1

εr

ˆ

A
distr(∇vε,Kiε) dx ≤ C(Fε(vε, A))

r
2 for every measurable set A ⊂ Ωiε

ε ,(2.2a)

1

εr

ˆ

Ω\Ωiε
ε

distr(∇vε,Kiε) dx ≤ C
(

(Fε(vε,Ω\Ωiε
ε ))θ + ε2−rFε(vε,Ω\Ωiε

ε )
)
,(2.2b)

where Ωi
ε := {dist(∇vε,Ki) ≤ δ} for i = 1, . . . , l and θ is defined in (1.19).

Remark 2.4. Note that, in the case of two strongly incompatible wells, the rigidity estimate
by Chaudhuri and Müller [6] provides the one-well lower bound of Theorem 2.3 without the
regularising term, i.e., one may take in this case η = 0 in (1.11).

Proof of Theorem 2.3. We split the proof into three main steps.

Step 1: Estimate away from the wells. We fix a constant δ < 1∧mini 6=j{1
2dist(Ki,Kj)}. In this

proof the constants denoted by C, whose value changes from place to place, may depend on δ
but not on ε.

Set

(2.3) Ωε := {dist(∇vε,K) ≤ δ} .
By hypothesis (W4) we get that W (x,∇vε) ≥ fq(δ) a.e. on Ω\Ωε and in particular

(2.4) |Ω\Ωε| < Cε2Fε(vε,Ω\Ωε)

for some positive constant C = C(δ) independent of ε.
We observe that, for any i ∈ {1, . . . , l},

dist(∇vε,Ki) ≤ dist(∇vε,K) + diam K ≤
(

1 +
diam K

δ

)
dist(∇vε,K) in Ω\Ωε .

Hence, using also the growth assumption (W4) on W , we obtain for some C = C(δ)

max
i∈{1,...l}

ˆ

Ω\Ωε

distq(∇vε,Ki) dx ≤ C

ˆ

Ω\Ωε

distq(∇vε,K) dx ≤ Cε2Fε(vε) .

Step 2: Estimate near the majority phase. Note that Ωε =
⋃l

i=1 Ωi
ε. By (2.4), there exists

iε ∈ {1, . . . , l} such that for ε sufficiently small

|Ωiε
ε | ≥ C
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for some positive constant C = C(δ) independent of ε. The quadratic growth assumption of W
near the wells in combination with Hölder’s inequality yields

ˆ

A
distr(∇vε,Kiε) dx ≤ C

(
ˆ

A
dist2(∇vε,Kiε) dx

) r
2

≤ Cεr(Fε(vε, A))
r
2 ,

for every measurable set A ⊂ Ωiε
ε , thus (2.2a) holds.

Step 3: Estimate away from the majority phase. Set, for F ∈ R
d×d,

W̃ (F ) := fq(dist(F,K)) ,

where fq is defined in hypothesis (W4) on W . Observe that, by Young’s inequality and hypoth-
esis (W4) on W , we have

(2.5)

ˆ

Ω

(
W̃ (∇vε)

) 1

α |∇2vε|
p
β dx ≤ C

1

η
p
β

ˆ

Ω

(
W (x,∇vε)

) 1

α
(
ηp|∇2vε|p

) 1

β dx ≤ C
ε2

η
p
β

Fε(vε)

for each α, β > 1 such that 1/α + 1/β = 1 and for a constant C = C(β). Fix such α and β and,
for every F,G ∈ R

d×d, define the distance

d
W̃

(F,G) := inf

{
ˆ 1

0
(W̃ (ξ(s)))

β
αp |ξ′(s)|ds : ξ ∈ C1([0, 1];Rd×d), ξ(0) = F , ξ(1) = G

}
.

(2.6)

It can be easily checked that

(2.7) d
W̃

(∇vε,Kiε) < δ̃ := δ
2 β
αp

+1
in Ωiε

ε .

Let

h̃ε(x) := (d
W̃

(∇vε(x),Kiε) − δ̃) ∨ 0 .

Note that h̃ε ≡ 0 on Ωiε
ε and that |∇h̃ε| ≤ (W̃ (∇vε))

β
αp |∇2vε|. Therefore, assuming β ≤ p and

setting γ := p/β, by (2.5) we have h̃ε ∈ W 1,γ(Ω;Rd) and
ˆ

Ω
|∇h̃ε|γ dx ≤

ˆ

Ω\Ωiε
ε

(W̃ (∇vε))
1

α |∇2vε|γ dx ≤ C
ε2

ηγ
Fε(vε,Ω\Ωiε

ε ) .

Choose now β in such a way that 1 ≤ γ < d. By the Poincaré inequality (Lemma 2.2) and the
Sobolev immersion, we have

(2.8)

ˆ

Ω
h̃γ

∗

ε dx ≤ C

(
ˆ

Ω
|∇h̃ε|γ dx

)γ∗

γ

≤ C
ε2

γ∗

γ

ηγ∗ (Fε(vε),Ω\Ωiε
ε )

γ∗

γ .

Next set Ω̃iε
ε := {d

W̃
(∇vε(x),Kiε) ≤ 2δ̃} and note that (2.7) implies Ωiε

ε ⊂ Ω̃iε
ε . By Lemma

2.5 one has that dist(∇vε(x),Kiε) ≤ C d
W̃

(∇vε(x),Kiε) ≤ Ch̃ε(x) in Ω\Ω̃iε
ε . Moreover, Lemma

2.6 shows that dist(∇vε(x),Kiε) is equi-bounded in Ω̃iε
ε \Ωiε

ε . Let us further refine the choice of

δ in such a way that Ω̃iε
ε \Ωiε

ε ⊂ Ω\Ωε ⊂ Ω\Ωiε
ε . Hence, by (2.8) and (2.4), we get

ˆ

Ω\Ωiε
ε

distγ
∗

(∇vε,Kiε) dx =

ˆ

Ω\Ω̃iε
ε

distγ
∗

(∇vε,Kiε) dx +

ˆ

Ω̃iε
ε \Ωiε

ε

distγ
∗

(∇vε,Kiε) dx

≤ C

(
ˆ

Ω
h̃γ

∗

ε dx + |Ω\Ωε|
)

≤ C


ε2

γ∗

γ

ηγ∗ (Fε(vε),Ω\Ωiε
ε )

γ∗

γ + ε2Fε(vε,Ω\Ωiε
ε )


 .

(2.9)
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If r ≤ 1∗, then we choose β = p > 1, so γ = 1. By (1.9c) and (2.9), using the fact that
dist(∇vε,Kiε) ≥ δ in Ω\Ωiε

ε , we obtain
ˆ

Ω\Ωiε
ε

distr(∇vε,Kiε) dx ≤ C

ˆ

Ω\Ωiε
ε

dist1
∗

(∇vε,Kiε) dx

≤ C
(
εr(Fε(vε),Ω\Ωiε

ε )1
∗

+ ε2Fε(vε,Ω\Ωiε
ε )

)
.

If 1∗ < r ≤ q, fix M > 0 such that |F | < M for every F ∈ K and set BM
ε := {|∇vε| ≤ M}.

Then, using the growth condition (W4) on W and using (1.9c) and (2.9) with γ = 1 as above,
we deduce
ˆ

Ω\Ωiε
ε

distr(∇vε,Kiε) dx =

ˆ

(Ω\Ωiε
ε )∩BM

ε

distr(∇vε,Kiε) dx +

ˆ

(Ω\Ωiε
ε )\BM

ε

distr(∇vε,Kiε) dx

≤ C

ˆ

(Ω\Ωiε
ε )∩BM

ε

dist1
∗

(∇vε,Kiε) dx + C

ˆ

(Ω\Ωiε
ε )\BM

ε

distq(∇vε,Kiε) dx

≤ C

ˆ

(Ω\Ωiε
ε )∩BM

ε

dist1
∗

(∇vε,Kiε) dx + C

ˆ

(Ω\Ωiε
ε )\BM

ε

W (x,∇vε) dx

≤ C
(
εr(Fε(vε),Ω\Ωiε

ε )1
∗

+ ε2Fε(vε,Ω\Ωiε
ε )

)
.

If r > 1∗ ∨ q, then (1.8) implies r∗ < p. Choosing β = p/r∗ > 1 we have γ = r∗ and γ∗ = r.
Therefore, (1.9d) and (2.9) give

ˆ

Ω\Ωiε
ε

distr(∇vε,Kiε) dx ≤ C
(
εr(Fε(vε),Ω\Ωiε

ε )
r
r∗ + ε2Fε(vε,Ω\Ωiε

ε )
)
.

Thus (2.2b) is proven. �

In the next lemmas d
W̃

denotes the distance function defined in (2.6).

Lemma 2.5. Let δ̃ > 0 and i ∈ {1, . . . , l}. There exists C = C(δ̃) such that

dist(F,Ki) ≤ C(δ̃) d
W̃

(F,Ki) for every F ∈ R
d×d such that d

W̃
(F,Ki) ≥ δ̃ .

Proof. Let R > 0 be sufficiently large to ensure K ⊂ BR(0) ⊂ R
d×d. If |F | ≤ 2R, then

dist(F,Ki) ≤ 3R =
3R

δ̃
δ̃ ≤ 3R

δ̃
d
W̃

(F,Ki) .

On the other hand, if |F | > 2R, then

dist(F,Ki) ≤ |F | + R <
3

2
|F | .

Hence, to get the conclusion, it suffices to prove that

|F | ≤ C d
W̃

(F,Ki) if |F | > 2R .

To this end, let |F | > 2R and G ∈ Ki be such that d
W̃

(F,Ki) = d
W̃

(F,G). Fix τ > 0 and let

ξ ∈ C1([0, 1];Rd×d) be a quasi-minimiser for (2.6), namely, ξ(0) = F , ξ(1) = G, and d
W̃

(F,G) >
´ 1
0 (W̃ (ξ(s)))

β
αd |ξ′(s)|ds− τ . Set t0 := min{t ∈ [0, 1] : |ξ(t)| ≤ R}. Note that |ξ(t0)| = R. Hence,
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recalling assumption (W4), setting R := min{dist(F ′,K) : |F ′| ≥ R} = dist(BR(0)c,K), and
observing that R > 0 since K ⊂ BR(0), we get

d
W̃

(F,Ki) ≥ (fq(R))
β
αd

ˆ t0

0
|ξ′(s)|ds − τ ≥ (fq(R))

β
αd |F − ξ(t0)| − τ

≥ (fq(R))
β
αd (|F | −R) − τ ≥ (fq(R))

β
αd

2
|F | − τ .

The thesis follows from the arbitrariness of τ . �

Lemma 2.6. Let δ̃ > 0 and i ∈ {1, . . . , l}. There exists C = C(δ̃) such that

dist(F,Ki) ≤ C(δ̃) for every F ∈ R
d×d such that d

W̃
(F,Ki) < δ̃ .

Proof. Fix δ > 0. We only have to consider the case dist(F,Ki) > δ. Let G ∈ Ki be such that
d
W̃

(F,Ki) = d
W̃

(F,G). Fix τ > 0 and let ξ ∈ C1([0, 1];Rd×d) be a quasi-minimiser for (2.6),

namely, ξ(0) = F , ξ(1) = G, and d
W̃

(F,G) >
´ 1
0 (W̃ (ξ(s)))

β
αd |ξ′(s)|ds − τ . Let r := dist(F,Ki)

and t0 := min{t ∈ [0, 1] : dist(ξ(t),Ki) ≤ r
2}. Recalling that r = dist(F,Ki) > δ and that

dist(ξ(t0),Ki) = r
2 , we obtain

δ̃ > d
W̃

(F,Ki) ≥ (fq(
d
2))

β
αd

ˆ t0

0
|ξ′(s)|ds − τ ≥ (fq(

δ
2))

β
αd |F − ξ(t0)| − τ

≥ (fq(
δ
2))

β
αd

d
2 − τ =

(fq(
δ
2 ))

β
αd

2
dist(F,Ki) − τ .

The thesis follows. �

Remark 2.7. Let vε and iε be as in Theorem 2.3. Then there exists a subsequence εk → 0
such that iεk = ı̄ for every k. Assume in addition that the right-hand sides of (2.2a)–(2.2b)
multiplied by εr tend to zero (which always holds e.g. when Fε(vε) is uniformly bounded). Since
dist(∇vεk ,Kı̄) ≥ δ in Ω\Ωı̄

εk
, estimate (2.2b) implies that |Ωı̄

εk
| → |Ω| for εk → 0.

Moreover, the rigidity estimate of Theorem 2.9 below, in combination with (2.2a)–(2.2b),
implies that for every εk there is Qεk ∈ Kı̄ such that

ˆ

Ω
|∇vεk −Qεk |r dx ≤ C

ˆ

Ω
distr(∇vεk ,Kı̄) dx → 0 as εk → 0 ,

for a constant C independent of εk. We deduce that ∇vεk → Q in Lr(Ω;Rd×d), for some Q ∈ Kı̄.
Hence, even if the wells are compatible, in the scaling regime (1.9c)–(1.9d) transitions between
different energy wells are not allowed in the limit as ε → 0. This is independent of the boundary
condition.

In the following section we will see that fixing a boundary condition as in (1.2) and (1.5)
determines the energy well Kı̄.

Remark 2.8. In the case p > d, one can prove a stronger version of Theorem 2.3, analogous to
the one-dimensional case, by assuming that Fε(vε) is uniformly bounded and that η(ε) satisfies

lim
ε→0

η

ε
2

p

= +∞ .

Note that the last condition is stronger than both (1.9c) and (1.9d), since 2
p < 2

d ≤ 2
d+2

r−1 =
2
r∗
−1. Under such assumptions, one can prove that the deformation gradient ∇vε is close to one



DERIVATION OF LINEARISED ELASTICITY FROM MULTIWELL ENERGY FUNCTIONALS 17

well at each point of Ω. Namely, for ε sufficiently small we have

hε(x) := (dist(∇vε(x),Kiε) − δ) ∨ 0 ≤ δ for every x ∈ Ω .

Indeed, if a sequence of points xε existed such that hε(xε) > δ, then Morrey’s and Poincaré’s
inequalities would yield the contradiction

δp ≤ C‖hε‖pC0,t(Ω)
≤ C‖hε‖pW 1,p(Ω)

≤ C‖∇hε‖pLp(Ω) ≤ C
ε2

ηp
,

where t = p−d
p .

2.3. Compactness in the case d > 1. In this section we deal with the case of zero external
load and, exploiting the boundary condition (1.5), we prove Theorem 1.8 (i). We employ the
following well-known result.

Theorem 2.9. [13, Theorem 3.1] Let d > 1 and s ∈ (1,+∞). Suppose that U ⊂ R
d is a bounded

Lipschitz domain. Then there exists a constant C = C(U) such that for each u ∈ W 1,s(U ;Rd)
there exists a constant matrix R ∈ SO(d) such that

(2.10) ‖∇u−R‖Ls(U ;Rd×d) ≤ C(U)‖dist(∇u, SO(d))‖Ls(U) .

The constant C(U) is invariant under dilation and translation of the domain.

Proof of Theorem 1.8 (i). From Theorem 2.3, by choosing A = Ωiε
ε , we know that for each ε > 0

there exists iε ∈ {1, . . . , l} such that

1

εr

ˆ

Ω
distr(∇vε,Kiε) dx ≤ C

(
(Fε(vε))

θ + (Fε(vε))
r
2 + ε2−rFε(vε)

)
,

where Fε is as in (1.11). We claim that Kiε = SO(d) for ε small enough. Assuming that the
claim is true, we complete the proof following [9]: upon application of the Rigidity Estimate
(2.10), we find a sequence Qε ∈ SO(d) such that

1

εr

ˆ

Ω
|∇vε −Qε|r dx ≤ C

εr

ˆ

Ω
distr(∇vε, SO(d)) dx

≤ C
(

(Fε(vε))
θ + (Fε(vε))

r
2 + ε2−rFε(vε)

)
.

(2.11)

Set ζε :=
ffl

Ω(vε−Qεx) dx. Then by (2.11), the Poincaré-Wirtinger inequality, and the continuity
of the trace operator, we have

ˆ

Γ
|x−Qεx− ζε|r dHd−1 ≤ C

ˆ

Ω
|∇vε −Qε|r dx + Cεr

ˆ

Γ
|g|r dHd−1

≤ Cεr
(

(Fε(vε))
θ + (Fε(vε))

r
2 + ε2−rFε(vε)

)
+ Cεr

ˆ

Γ
|g|r dHd−1 .

(2.12)

Arguing as in [9, Lemma 3.3 and Proposition 3.4], one gets

|I −Qε|r ≤ C

ˆ

Γ
|x−Qεx− ζε|r dHd−1 .

Thus, by (2.11) and (2.12),

(2.13)

ˆ

Ω
|∇vε − I|r dx ≤ Cεr

(
(Fε(vε))

θ + (Fε(vε))
r
2 + ε2−rFε(vε)

)
+ Cεr

ˆ

Γ
|g|r dHd−1 .

Replacing ∇vε = I + ε∇uε in the previous inequality yields (1.18). The latter implies in its turn
(1.20) since Fε(uε) is uniformly bounded.
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We are left to prove the claim. Suppose on the contrary that there exists i ∈ {2, . . . l} such
that iε = i for some subsequence (not relabelled). Then we may apply the Rigidity Estimate

(2.10) with SO(d)Ui in place of SO(d) and find a sequence Q̃ε ∈ SO(d) such that
ˆ

Ω
|∇vε − Q̃εUi|r dx ≤ C

ˆ

Ω
distr(∇vε, SO(d)Ui) dx

≤ Cεr
(

(Fε(vε))
θ + (Fε(vε))

r
2 + ε2−rFε(vε)

)
.

(2.14)

Next we argue as before and pass to the limit as ε → 0, recalling that Fε(vε) is uniformly
bounded. Thus we find Q ∈ SO(d) and ζ ∈ R

d such that

(2.15) x = QUi x + ζ for Hd−1-a.e. x ∈ Γ .

Fix now x̄ ∈ Γ such that (2.15) holds. For Hd−1-a.e. x ∈ Γ, by (2.15) we have x ∈ x̄+ker(QUi−I).
This implies

Hd−1
(

Γ\
(
x̄ + ker(QUi − I)

))
= 0 ,

which contradicts the assumption (1.4). �

Remark 2.10. If (1.4) is not satisfied, one can easily produce sequences of displacements such
that (1.18) does not hold even if Hd−1(Γ) > 0. More precisely, assume that Hd−1(Γ) > 0 and
that

(2.16) ∃ ı̄ 6= 1 , ∃ Q̄ ∈ SO(d) , ∃ x̄ ∈ R
d : Hd−1

(
Γ\

(
x̄ + ker(Q̄Uı̄ − I)

))
= 0 ,

thus (1.4) is violated. Define

vε(x) := Q̄Uı̄(x− x̄) + x̄ + ε g(x) .

Then vε satisfies (1.2) by (2.16), thus

uε(x) =
(Q̄Uı̄ − I)(x− x̄)

ε
+ g(x)

satisfies (1.5). However ∇uε = (Q̄Uı̄−I)
ε + ∇g is not equibounded. This shows the necessity of

assuming (1.4) in order to prove the compactness of the displacements.

2.4. Compactness with external forces. In this section we consider the case when the func-
tional Fε defined in (1.10) is complemented by an external load and we prove the compactness
results stated in Theorem 1.8 (ii), for d > 1, and in Theorem 1.7 (ii), for d = 1.

Before passing to the proof of these results, let us comment on the additional conditions we
have imposed in this case. The assumption q > 1 is needed in order to define a duality between
the loading term and the displacement. Moreover we have imposed a restriction on the scaling
conditions (1.9c)–(1.9d), cf. (1.21). In the case of zero external load, (1.9c) reduces to η(ε) ≥ Cε
for r = 1∗; for r < 1∗, even smaller values of η(ε) are allowed by (1.9c). In contrast, in order to
deal with external forces, for r ≤ 1∗ we need the stronger condition η(ε) ≫ ε. This is particularly
relevant in dimension two, in which case 1∗ = 2. Examples 3.1 and 3.2 show that, in the case of
external forces, for η(ε) ≤ ε it is not possible to establish a compactness result in W 1,r(Ω;Rd)
even for r ≤ 1∗.

Proof of Theorem 1.8 (ii). We observe that by the Poincaré inequality

(2.17) Fε(uε) ≤ M + L(uε) ≤ M + C ‖∇uε‖Lr∧q(Ω;Rd×d) ≤ M + C ‖∇uε‖Lq(Ω;Rd×d) .
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Moreover, by assumption (W4) we get
ˆ

Ω\Ωε

|∇uε|q dx ≤ C

εq

ˆ

Ω\Ωε

distq(∇vε,K) dx ≤ C

ε2

ˆ

Ω\Ωε

W (x, I + ∇uε) dx ≤ CFε(uε) ,

where Ωε is as in (2.3). On the other hand, in Ωε we have |∇vε| ≤ C, thus |∇uε| ≤ C/ε, a.e.
Therefore, for any κ < 1 there exists Cκ such that

‖∇uε‖qLq(Ω;Rd×d)
≤ C

εq
+ CFε(uε) ≤

Cκ

εq
+ κ‖∇uε‖qLq(Ω;Rd×d)

,

where in the last inequality we employed (2.17) in combination with Young’s inequality. We
obtain that ‖∇uε‖Lq(Ω;Rd×d) ≤ C/ε and, by using again (2.17), that

(2.18) Fε(uε) ≤
C

ε
.

In particular, this allows us to apply Theorem 2.3.
Assume now r > 1∗. In order to prove (1.18), it is sufficient to follow verbatim the proof of

Theorem 1.8 (i) and (1.18) follows from (2.13). The only difference is that here Fε(vε) may not
be uniformly bounded; however, assumptions (1.8) guarantee that the right-hand side of (2.14)
tends to zero. Indeed, in the case r > 1∗ ∨ q we have θ = r/r∗ and thus, by (2.18) and the fact
that r∗ > 1, we get

εr
(

(Fε(vε))
θ + (Fε(vε))

r
2 + ε2−rFε(vε)

)
≤ C

(
εr(1−

1

r∗
) + ε

r
2 + ε

)
= o(1) .

In the case 1∗ < r ≤ q we have θ = 1∗ and thus by (2.18) we have

εr
(

(Fε(vε))
θ + (Fε(vε))

r
2 + ε2−rFε(vε)

)
≤ C

(
εr−1∗ + ε

r
2 + ε

)
= o(1) .

This proves (1.18), which in combination with (2.17) yields

(2.19) ‖∇uε‖rLr(Ω;Rd×d) ≤ C
(

1 + ‖∇uε‖θLr∧q(Ω;Rd×d)

)
≤ C

(
1 + ‖∇uε‖θLr(Ω;Rd×d)

)
.

Since θ < r, (2.19) in combination with Young’s inequality yields (1.20) for r > 1∗.
Finally, we prove (1.22) in the case r = 1∗. Recalling (2.8) and using (1.21), one can write

ˆ

Ω
h̃1

∗

ε dx ≤ C
ε2·1

∗

η1∗
(Fε(vε),Ω\Ωiε

ε )1
∗ ≤ o(1) ε1

∗

(Fε(vε),Ω\Ωiε
ε )1

∗

,

where o(1) → 0 as ε → 0. As in the previous case, we follow the proof of Theorem 1.8 (i). The
above inequality ensures that the right-hand side of (2.14) tends again to zero, so that (1.22)
follows from (2.13). Inequality (1.22) together with (2.17) gives

‖∇uε‖1
∗

L1∗ (Ω;Rd×d)
≤ C

(
1 + o(1) ‖∇uε‖1

∗

L1∗∧q(Ω;Rd×d)

)
≤ C

(
1 + o(1) ‖∇uε‖1

∗

L1∗ (Ω;Rd×d)

)
,

from which we readily deduce (1.20). All the results proven for r = 1∗ trivially extend to
r < 1∗, since the scaling on η in (1.21) does not depend on r and since (W 1,r∧q(Ω;Rd))∗ ⊂
(W 1,1∗(Ω;Rd))∗. �

Proof of Theorem 1.7 (ii). The arguments to prove (2.17) and (2.18) hold in every dimension.
By (2.18) and (1.17), estimate (2.1) implies (1.12)–(1.14). Then (1.16) follows from (1.14) and
(2.17) in combination with Young’s inequality. �
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2.5. Γ-convergence. In this section we prove Theorem 1.9. We first recall some basic facts
about Γ-convergence. Fix a sequence εj → 0+. By Theorem 1.8, it is easy to see that, for every

M > 0, the set
⋃

j{u : Fεj (u) ≤ M} is relatively compact in the weak topology of W 1,r(Ω;Rd).

Therefore, by applying [8, Propositions 7.7 and 8.10], we may characterise the Γ-limit of {Fεj}
in terms of weakly converging sequences. We introduce the functionals

F ′(u) := Γ- lim inf Fεj = inf{lim inf
j→+∞

Fεj (uj) : uj ⇀ u in W 1,r(Ω;Rd)} ,

F ′′(u) := Γ- lim supFεj = inf{lim sup
j→+∞

Fεj(uj) : uj ⇀ u in W 1,r(Ω;Rd)} .

In order to prove Theorem 1.9, we will show that F ′′(u) ≤ F(u) ≤ F ′(u) for every function
u ∈ W 1,r(Ω;Rd).

Proof of Theorem 1.9. Step 1: F(u) ≤ F ′(u). Let uj ⇀ u in W 1,r(Ω;Rd). Upon to passing to a
subsequence, it is not restrictive to assume that Fεj (uj) is uniformly bounded. We will indeed
prove that

(2.20) lim inf
j→+∞

1

ε2j

ˆ

Ω
W (x, I + εj∇uj(x)) dx ≥ 1

2

ˆ

Ω
D2W (x, I)[e(u)]2 dx .

We remark that, in order to prove (2.20), we have to follow a slightly different strategy than that
used in the proof of the analogous result in [2, 9] for one-well potentials, since in our case we get
a priori estimates that are in general weaker than those obtained in their analysis. Nevertheless
our proof could be also adopted in those cases. Set

(2.21) Bj :=

{
x ∈ Ω: |∇uj(x)| ≤ ε

− 1

3

j

}
.

By (1.18), we get

|Ω\Bj| ε
− r

3

j ≤
ˆ

Ω
|∇uj|r dx ≤ C ,

thus |Ω\Bj| → 0 as j → +∞. Hence, setting

wj := χBj
e(uj) ,

we get that wj ⇀ e(u) in Lr(Ω;Rd×d). Now we use the fact that, by frame indifference, the
energy density can be written as

W (x, F ) = V (x, 12(F TF − I)) ,

where V : Ω × R
d×d
sym → [0,+∞]. Using the properties of the square root of positive definite

matrices (see for example [15, Chapter 5, §3.11]), one can show that V inherits all the properties
of W ; precisely, V (·, ·) is (L×B)-measurable and, for a.e. x ∈ Ω, V (x, 0) = 0, DV (x, 0) = 0,
V (x, ·) is of class C2 in Iσ := {A ∈ R

d×d
sym : |A| < σ}, and the second derivatives are bounded by

a constant independent of x. Moreover, from (1.1) it follows that

(2.22) D2W (x, I)[A]2 = D2V (x, 0)[A]2 ≥ λ|A|2 for every A ∈ R
d×d
sym , for a.e. x ∈ Ω .

Set, for k ∈ N,

ωk(x) := sup
|A|≤ 1

k

|D2V (x,A) −D2V (x, 0)| .
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Note that (ωk) is a nonincreasing sequence and converges to 0 a.e. as k → +∞. Hence, fixed
δ > 0, the sequence of sets

(2.23) Ck := {x ∈ Ω: ωk(x) ≤ δ}
is increasing with respect to inclusion and |Ω\ ∪k∈NCk| = 0. Now, given x ∈ Bk

j := Bj ∩Ck, by

a Taylor expansion of V (x, ·) about 0, we get

W (x, I+εj∇uj(x)) = V
(
x, εje(uj)(x)+ε2jC(uj)(x)

)

=
1

2
D2V

(
x, sj

(
εje(uj)(x)+ε2jC(uj)(x)

))
[εje(uj)(x)+ε2jC(uj)(x)]2

(2.24)

for some sj ∈ (0, 1), where C(uj)(x) := (∇uj(x))T ∇uj(x). Note that, fixed k ∈ N, by the very
definition of Bj , for j large enough

|εje(uj)(x) + ε2jC(uj)(x)| ≤ 1

k
for every x ∈ Bj .

Now, fix t ∈ (0, 1) and choose δ < (1 − t)λ in (2.23). Then, by (2.22) and (2.24), for all x ∈ Bk
j

and for j large enough we get

W (x, I+εj∇uj(x)) ≥ 1
2D

2V (x, 0)[εje(uj)(x)+ε2jC(uj)(x)]2 − 1
2ωk(x)|εje(uj)(x)+ε2jC(uj)(x)|2

≥ t
2D

2V (x, 0)[εje(uj)(x)+ε2jC(uj)(x)]2

and thus
1

ε2j

ˆ

Ω
W (x, I+εj∇uj(x)) dx ≥ 1

ε2j

ˆ

Bk
j

W (x, I+εj∇uj(x)) dx

≥ t

2

ˆ

Bk
j

D2V (x, 0)[e(uj)(x) + εjC(uj)(x)]2 dx .

Since |εjC(uj)(x)| ≤ ε
1

3

j on Bj, we get that the sequence of functions ŵj := wj + εjC(uj) still

converges to e(u) weakly in Lr(Ω;Rd×d). Hence, by the convexity of A 7→ D2V (x, 0)[A]2, we
have

lim inf
j→+∞

1

ε2j

ˆ

Ω
W (x, I+εj∇uj(x)) dx ≥ t

2

ˆ

Ck

D2V (x, 0)[e(u)(x)]2 dx .

Letting first k → +∞ and then t → 1, we get (2.20).

Step 2: F(u) ≥ F ′′(u). By Proposition A.3 and the continuity of F in H1(Ω;Rd), it suffices

to prove the inequality for u ∈ W 1,∞
g,Γ (Ω;Rd) ∩ W 2,p(Ω;Rd). Fix then such a u and observe

that, since W (x, I) = 0 and DW (x, I) = 0 for a.e. x ∈ Ω, by assumption (W2) on W and the
boundedness of ∇u we get

lim
j→+∞

1

ε2j
W (x, I + εj∇u)) =

1

2
D2W (x, I)[e(u)]2 for a.e. x ∈ Ω .

Assumptions (W2)–(W3) also imply that there exists C > 0 such that for j large enough

1

ε2j
W (x, I + εj∇u) ≤ C|∇u|2 for a.e. x ∈ Ω .

Hence, by dominated convergence, we deduce

F ′′(u) ≤ lim
j→+∞

Fεj (u) = F(u) .
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This concludes the proof. �

Remark 2.11. Assumption (1.9a) has been used only in the proof of the Γ-lim sup inequality
to guarantee that the second-order perturbation vanishes in the limit of ε → 0. Here we briefly
discuss what happens if (1.9a) does not hold.

If η(ε) ∼ ε
2

p
−1, then the proof of the one-well lower bound (Theorem 2.3) can be carried out by

setting in (2.6) W̃ ≡ 1 and β = 1 (which corresponds to working with the Euclidean distance).
In this case, compactness holds also for r = p∗, but the Γ-limit will contain the additional term
´

|∇2u|p dx.

In the case η(ε) ≫ ε
2

p
−1, the Γ-limit can be finite only on affine maps. The domain will be

either the set {g}, if g|Γ is the restriction of an affine map, or the empty set otherwise.

We finally prove the strong convergence of recovery sequences.

Proof of Theorem 1.10. The proof closely follows the lines of the proof of [2, Theorem 2.5]. Here
we only recall the main steps and highlight the points where some additional argument is needed.

Let {uj} be a recovery sequence for u ∈ H1
g,Γ(Ω;Rd). By the Urysohn property, it suffices

to show that from any subsequence (not relabeled) we can extract a further subsequence {ujn}
such that ujn → u strongly in W 1,r(Ω;Rd). To this end, let Bj and Ck be defined by (2.21)
and (2.23), respectively. In the proof of Theorem 1.9 we have shown that for each t ∈ (0, 1) and
k ∈ N, choosing δ < (1 − t)λ in the definition of Ck and setting Bk

j = Bj ∩Ck, we have

lim inf
j→+∞

Fεj(uj) ≥ lim inf
j→+∞

1

ε2j

ˆ

Bk
j

W (x, I + εj∇uj) dx

≥ t

2

ˆ

Bk
j

D2W (x, I)[e(uj)(x)]2 dx ≥ t

2

ˆ

Ck

D2W (x, I)[e(u)(x)]2 dx .

Since Fεj(uj) → F(u), by a diagonal argument we can find sequences jn → +∞, kn → +∞,

and tn → 1 such that, setting B̂n := Bkn
jn

, we have

lim
n→+∞

1

εjn

ˆ

B̂n

W (x, I + εjnujn(x)) dx =

ˆ

Ω
D2W (x, I)[e(u)(x)]2 dx ,(2.25)

lim
n→+∞

ˆ

B̂n

D2W (x, I)[e(ujn)(x)]2 dx =

ˆ

Ω
D2W (x, I)[e(u)(x)]2 dx ,

lim
n→+∞

|Ω\B̂n| = 0 .

The last two equalities above, together with the positive definiteness of D2W (x, I) on symmetric
matrices and the weak convergence of e(ujn) to e(u) in Lr, prove that χB̂n

e(ujn) → e(u) strongly

in L2. Hence, following the proof of [2, Theorem 2.5], the strong convergence of ujn to u in W 1,r

is a consequence of the following two properties:

(i)

{
1

εrjn
distr(I + εjn∇ujn , SO(d))

}
is equiintegrable,

(ii) {|∇ujn |r} is equiintegrable.

Once (i) is proven, the proof of (ii) follows verbatim that of [2, Theorem 2.5]. The proof of (i)
can be performed in two steps. First, one proves that{

1

εrjn
distr(I + εjn∇ujn , SO(d))χB̂n

}
is equiintegrable,
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which can be done again as in [2, Theorem 2.5]. Second, one shows that

(2.26)
1

εrjn

ˆ

Ω\B̂n

distr(I + εjnujn , SO(d)) dx → 0 .

To this end, note that, by (1.9a), (2.25), and the fact that Fεj(uj) → F(u), we have

lim
n→+∞

1

ε2jn

ˆ

Ω\B̂n

W (x, I + εjn∇ujn(x)) dx + ηp(εjn)εp−2
jn

ˆ

Ω
|∇2ujn |p dx = 0 .

Hence, using estimate (2.2a) with A = Ω\B̂n, we deduce (2.26). �

2.6. Linearisation about multiphase equilibria. We now show that the method illustrated
above allows us to linearise energies about equilibria that present mixture of phases, i.e., the
deformation gradient takes value in different wells. This is of interest in the gradient theory of
solid-solid phase transitions, see e.g. [7]. Specifically, we consider deformations of the form

v(x) = ϕ(x) + εu(x) ,

where ϕ : Ω → Ω̂ is a homeomorphism such that

∇ϕ =

N∑

j=1

Aj χΩj
,(2.27)

where N ∈ N, Aj ∈ K =
⋃l

i=1 Ki and detAj > 0 for every j, and {Ωj}j=1,...N is a family
of connected open sets that partition Ω up to negliglible sets. Note that ∇ϕ ∈ K a.e., so ϕ
is stress-free. Moreover, note that the existence of such a ϕ is possible only if the wells are
rank-one connected and that, for i 6= j, ∂Ωi ∩ ∂Ωj is locally flat.

A case of interest is that of laminates, where the stored elastic energy is a two-well functional
with K = SO(d) ∪ SO(d)U , detU > 0, and there are rank-one connections between the wells.
In fact, functions of the form (2.27) can arise as minima of interfacial energies, which in turns
are Γ-limits as η → 0 of singularly perturbed functionals η−1Eη(v), where Eη is as in (0.5) (see
e.g. [11, 7]).

By the change of variable y = ϕ(x) we get
ˆ

Ω
W (x,∇v(x)) dx =

ˆ

Ω̂
Ŵ (y,∇v̂(y)) dy ,

where

Ŵ (y, F ) :=
1

detAj
W (ϕ−1(y), FAj) for y ∈ Ω̂j := ϕ(Ωj) , v̂ := v ◦ ϕ−1 .

Therefore, the set

K̂j := KA−1
j =

l⋃

i=1

SO(d)UiA
−1
j

is the set of all minimum points of the resulting energy Ŵ (y, ·) when y ∈ Ω̂j . Note that in this
case the wells depend on the position y and that the union of all possible wells,

K̂ :=

N⋃

j=1

K̂j =

N⋃

j=1

l⋃

i=1

SO(d)UiA
−1
j ,

consists of a finite number of copies of SO(d). We will use the fact that

(2.28) Ŵ (y, F ) ≥ C Ŵq(F ) := Cfq(dist(F, K̂)) for a.e. y ∈ Ω̂ ,
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where fq is defined in (W4) above.
In order to introduce the second-gradient perturbation, it is convenient to employ the dis-

placements û defined in Ω̂ by

û := u ◦ ϕ−1 , so v̂(x) = x + εû(x) .

In fact, we set

Fϕ
ε (u) :=





ˆ

Ω̂

(
1

ε2
Ŵ (y, I + ε∇û) + ηp(ε) εp−2|∇2û|p

)
dy for û ∈ Wp,q

g (Ω̂;Rd) ,

+∞ otherwise,

where Wp,q
ĝ (Ω̂;Rd) is defined as above, with the boundary condition ĝ := g ◦ ϕ−1 on Γ̂ := ϕ(Γ).

Since ∇ϕ is piecewise constant, we can write the above integral in the original domain as

Fϕ
ε (u) =

ˆ

Ω

(
1

ε2
W (x,∇ϕ + ε∇u) + ηp(ε) εp−2

∣∣∇2u∇ϕ−1
∣∣p
)

dx

=

N∑

j=1

ˆ

Ωj

(
1

ε2
W (x,Aj + ε∇u) + ηp(ε) εp−2

∣∣∇2uA−1
j

∣∣p
)

dx .

The results proven above have the following generalisation.

Theorem 2.12. Theorems 1.5, 1.6, 1.8, 1.9, and 1.10 also hold, under the respective assump-
tions, when Fε is replaced by Fϕ

ε , F is replaced by

Fϕ(u) :=





1

2

ˆ

Ω
D2W (x,∇ϕ)[e(u)∇ϕ]2 dx =

1

2

N∑

j=1

ˆ

Ωj

D2W (x,Aj)[e(u)Aj ]
2 dx

if u ∈ H1
g,Γ(Ω;Rd) ,

+∞ otherwise.

mε, m
L
ε are replaced by

mϕ
ε := min{Fϕ

ε (u) : û ∈ Wp,q
ĝ (Ω̂;Rd)} , mϕ,L

ε := min{Fϕ
ε (u) − L(u) : û ∈ Wp,q

ĝ (Ω̂;Rd)} ,

and m, mL are replaced by

mϕ := min{Fϕ(u) : u ∈ H1
g,Γ(Ω;Rd)} , mϕ,L := min{Fϕ(u) − L(u) : u ∈ H1

g,Γ(Ω;Rd)} .

Proof. The proof is a direct consequence of Theorems 1.5, 1.6, 1.8, 1.9, and 1.10.

Step 1: Compactness. It ensues from Theorem 1.8 applied to Ŵq defined in (2.28).

Step 2: Γ-liminf inequality. It follows from Theorem 1.9 with Ω replaced by Ω̂j, j = 1, . . . , N .
Note that assumption (1.4) is not needed in Theorem 1.9, which holds even if Γ = Ø.
Step 3: Γ-limsup inequality. It follows by pointwise convergence as in Step 2 of the proof of
Theorem 1.9.
Step 4: Convergence of minimum problems. The convergence of minima and the weak conver-
gence of minimisers is a consequence of Steps 1–3. The strong convergence of minimisers follows

by Theorem 1.10 applied in each of the domains Ω̂j, j = 1, . . . , N . Assumption (1.4) is not
needed here. �
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Figure 1. Example 3.1.

3. Optimality of the scaling

In the following examples we show that the compactness results proven above may not hold if
the scaling assumptions (1.9b)–(1.9d) are not satisfied. We obtain counterexamples in the cases
where the exponent r from (1.8) satisfies r ≤ 1∗ ∨ q or r = 2. In the case 1∗ ∨ q < r < 2 (which
is relevant for d ≥ 3), the problem to find an optimal threshold for the compactness result is
still open.

We assume that in the boundary conditions (1.2) and (1.5) the datum is g = 0 and that
W does not depend on x. In all our examples, the energy wells are compatible, i.e., there are
rank-one connections between them (see Remark 2.4).

Having in mind applications where the admissible deformations satisfy a non-interpenetration
condition, we consider energy wells that are contained in a subset of matrices with positive
determinant and we assume that W is bounded on such set. Nevertheless, our examples can be
easily generalised.

We will employ a family of mollifiers ρn ∈ C∞
c (Rd; [0,+∞)) such that supp ρn ⊂ B 1

n
(0),

´

Rd ρn dx = 1, and |∇ρn| ≤ Cnd+1. Given v ∈ W 1,∞(Ω;Rd), we consider vn := ρn ∗ v ∈
C∞(Ω;Rd), where ∗ denotes the convolution product. Observe that ∇vn = ρn ∗ ∇v = ∇ρn ∗ v
is uniformly bounded and that ∇2vn = ∇ρn ∗ ∇v satisfies |∇2vn| ≤ Cn.

Example 3.1. The present one-dimensional example shows that, when η(ε) ≤ Cε2, sequences
vε with equibounded energy Fε(vε) may display deformation gradients taking values in two dif-
ferent wells in sets with non vanishing measure. Moreover, a suitable load can be added so that
compactness does not hold if η(ε) ≤ Cε. This proves the optimality of the scaling (1.9b) for the
problem without external forces (Theorem 1.7 (i)) and of the scaling (1.17) for the problem with
external forces (Theorem 1.7 (ii)).

Assume that K = {1
2 , 1,

3
2} and let Ω = (0, 1). Define v ∈ W 1,∞(Ω) as follows:

v(x) :=





x in (0, 1)\(14 ,
3
4) ,

3
2x− 1

8 in (14 ,
1
2 ] ,

1
2x + 3

8 in (12 ,
3
4) .
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See Figure 1. The corresponding displacement is

u(x) :=





0 in (0, 1)\(14 ,
3
4 ) ,

1
ε (12x− 1

8) in (14 ,
1
2 ] ,

1
ε (−1

2x + 3
8) in (12 ,

3
4) .

Consider approximating sequences vn := ρn ∗ v and un := ρn ∗ u as above. Then u′n is not
bounded in Lr(0, 1) for any r ≥ 1.

Note that W (v′n) and v′′n are different from zero only in the intervals (14 − 1
n ,

1
4 + 1

n), (12 −
1
n ,

1
2 + 1

n), and (34 − 1
n ,

3
4 + 1

n), where W (v′n) is bounded. Therefore, taking into account the bound
on v′′n, we obtain

Fε(vn) ≤ C

ε2n
(1 + ηpnp) .

Choose now n = n(ε) = [η−1], so

Fε(vn(ε)) ≤ C
η

ε2
.

If η(ε) ≤ Cε2, then Fε(vn(ε)) is equibounded. This shows that the assumption (1.9b) in Theorem
1.7 (i) is optimal.

We now consider the case of non-zero external loads. Let L > 0 and set

L(u) = L

ˆ 1

0
u(x) dx .

Then

L(un(ε)) ∼
L

ε
.

If η(ε) ≤ Cε, then both the energetic and the loading term are unbounded. However,

Fε(unε) − L(unε) ≤
C

ε
− L

ε
,

which is bounded from above whenever L ≥ C. This shows that the assumption (1.17) in Theorem
1.7 (ii) is optimal.

Example 3.2. In this second example, for d > 1 we show the optimality of the scaling assump-
tion on η(ε) in Theorem 1.8 (i) in the cases r ≤ 1∗∨q and r = 2. This also implies the optimality
of Theorem 1.8 (ii) in the cases 1∗ < r ≤ q and r = 2, since in the example we consider the
special case of zero external load. Moreover, adding a suitable load, we show that compactness
does not hold if η(ε) ≤ Cε, proving the optimality of the scaling (1.21) in Theorem 1.8 (ii) in
the case r = 1∗.

Let d > 1 and let U = I + e ⊗ (1, , . . . 1), where e ∈ R
d has norm small enough so that

U ⊂ Bρ(I) ⊂ {A ∈ R
d×d : detA > 0}, for some ρ > 0. Assume that K = K1 ∪ K2, with

K1 = SO(d) and K2 = SO(d)U and that η(ε) ≪ ε2−
r
1∗ . Let Ω = (0, 1)d, given ν > 0 let

Ων = Ω∩ {x1 + x2 + · · · + xd ≤ ν} and set Γ = ∂Ω\Ων̄ for some ν̄ ∈ (0, 1), see Figure 2. Define
vν ∈ W 1,∞(Ω;Rd) so that vν(x) = x in Ω\Ων and ∇vν = U in Ων.

Define vνn := ρn∗vν as above. Note that W (∇vνn) and ∇2vνn are supported in a 1
n -neighbourhood

of Ω ∩ ∂Ων whose volume is proportional to νd−1

n ; in such set W (∇vνn) is bounded. Therefore,

Fε(v
ν
n) ≤ C

ε2
νd−1

n
(1 + ηpnp) .
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Ω
ν

Ων

Figure 2. Example 3.2.

Now choose n = n(ε) = [η−1] and ν = (ε2n)
1

d−1 , so that the energy is equibounded. Moreover

we easily infer that for ε small enough un(ε) := 1
ε (I − vνn(ε)) ∈ Wp,q

0 (Ω;Rd). Since η(ε) ≪ ε2−
r
1∗ ,

we have

νd ≥ C
(ε2
η

) d
d−1 ≫ εr .

This implies that |Ων | = Cνd ≫ Cεr. In particular, since |∇un(ε)| ∼ 1/ε on Ων, the norm
‖∇un(ε)‖Lr is unbounded in ε. This provides a counterexample to Theorem 1.8 (i) in the cases
r ≤ 1∗ ∨ q and r = 2 (see Remark 1.4), as well as a counterexample to Theorem 1.8 (ii) in the
cases 1∗ < r ≤ q in every dimension and r = 2 in dimension larger than 2. Therefore, in these
cases the scaling (1.9c) is optimal.

Let now η ≤ Cε . Let L > 0 and set

(3.1) L(u) = L

ˆ

Ω
u(x) dx.

If in the definition of vνn we choose ν = O(1), we have that, as in Example 3.1, both the energetic
and the loading term are unbounded and

Fε(unε) − L(unε) ≤
C

ε
− L

ε
,

which is bounded from above whenever L ≥ C. In this case |Ων | ≥ C > 0 and, since |∇un(ε)| ∼
1/ε on Ων, the norm ‖∇un(ε)‖Lr is unbounded in ε for every r ≥ 1. This shows the optimality
of the scaling (1.21) in Theorem 1.8 (ii) in the case r = 1∗. This also shows that if η ≤ Cε it
is not possible to establish a compactness result in W 1,r(Ω;Rd) even for r < 1∗ in the case of
applied loads.

Note that in the examples above we had to choose a Dirichlet boundary Γ strictly contained in
∂Ω. However, if K consists of many compatible wells, it is possible to construct counterexamples
with Γ = ∂Ω. In the following two-dimensional example we consider the case of four compatible
wells. The example can be easily generalised to dimension d > 2 with d + 2 compatible wells.
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Figure 3. Example 3.3. The reference configuration Ω (left) and its image via
vν (right).

Example 3.3. Let d = 2. Assume that K =
⋃4

i=1Ki where Ki = SO(d)Ui, U1 = I, and the
matrices Ui for i = 2, 3, 4 are chosen in such a way that the following hold:

U2

(
1

0

)
=

(
1

0

)
, U2

( 1
2√
3
6

)
=

( 1
2√
3
6

)
+

(
a

b

)
,

U3

( 1
2√
3
2

)
=

( 1
2√
3
2

)
, U3

( 1
2√
3
6

)
=

( 1
2√
3
6

)
+

(
a

b

)
,

U4

(−1
2√
3
2

)
=

(−1
2√
3
2

)
, U3

(−1
2√
3
6

)
=

(−1
2√
3
6

)
+

(
a

b

)
,

where (a, b) 6= (0, 0) is a fixed vector. Note that the four wells are compatible.

Assume η(ε) ≪ ε2−
r
1∗ . Let Ω = (0, 1)2 and let Ων =

⋃4
i=2 Ωi

ν be an equilateral triangle of

side ν > 0, centred at (12 ,
1
2), with one side parallel to

(1
0

)
, where (Ωi

ν)i=2,3,4 is a partition of Ων

into three congruent triangles, numbered as in Figure 3. Let Γ = ∂Ω. Define vν ∈ W 1,∞(Ω;Rd)
so that vν(x) = x in Ω\Ων and ∇vν = Ui in Ωi

ν for i = 2, 3, 4. Note that vν is a continuous
piecewise affine map and vν(12 ,

1
2) = (12 ,

1
2 ) + (a, b).

Define vνn := ρn ∗ vν as in Example 3.2 and choose n = [η−1] and ν = ε2n. Then, arguing
as in Example 3.2, it is possible to show that Fε(v

ν
n(ε)) is uniformly bounded and |Ων | = Cν2 ≫

Cεr. As above, it follows that the corresponding sequence of displacements is unbounded in
W 1,r

loc (Ω;Rd). Analogously, if η ≤ Cε and L is defined as in (3.1), we can choose L > 0 so that
F(un(ε)) − L(un(ε)) is bounded and the norm ‖∇un‖Lr is unbounded in ε for every r ≥ 1.

4. Linearisation in a discrete setting

In the present section we derive linear elasticity from a two-well discrete model. Our aim is to
show that the role of the singular term in the continuum model studied before is played in this
setting by interactions beyond nearest neighbours. We will indeed see that such interactions
prevent too many jumps from one well to another. We focus on the simple case of a two-
dimensional discrete system governed by pairwise harmonic interactions between nearest and



DERIVATION OF LINEARISED ELASTICITY FROM MULTIWELL ENERGY FUNCTIONALS 29

next-to-nearest neighbours and on a scaling regime that ensures compactness properties of the
displacement fields in the weak topology of H1. Under such assumptions, transitions between
the wells may still take place, but they can only involve a finite number of atoms. This yields
a great simplification, compared to the continuum setting, in the proof of compactness. The
extension of this analysis to a broader class of interacting potentials and to more general scaling
regimes will be provided in a forthcoming paper.

Let v1 = (1, 0), v2 = (12 ,
√
3
2 ), v3 = v2 − v1 and L be the lattice on Z generated by v1 and v2,

L := {x1v1 +x2v2 : x1, x2 ∈ Z}. For any η > 0, set Lη := ηL. We denote by Tη the triangulation
subordinated to Lη, that is the collection of equilateral triangles with side η and vertices in Lη.

We study the case where the particles have equal mass and are bonded by harmonic springs
connecting nearest and next-to-nearest neighbours, that is, particles of the type x and x+ ηξ in
Lη, where ξ varies in the set B = B1 ∪B2, with

B1 = {±v1,±v2,±v3} ,
B2 = {±w1,±w2,±w3} ,
w1 = v1 + v2 , w2 = v2 + v3 , w3 = v3 − v1 .

See Figure 4.

v1

v2v3

(a)

w1

w2

w3

(b)

Figure 4. The lattice L and the vectors in B1 (image a) and B2 (image b).

We assume that the equilibrium length of the spring between x and x + ηξ is η|ξ| and that
the elastic constants do not depend on x. Given a smooth bounded open subset Ω of R

2, we
consider the corresponding portion of lattice points of Lη

Ωη := {x ∈ Lη : ∃ y ∈ Ω ∩ Lη such that x ∈ y + ηB} .
Hence, the energy of a deformation v : Ωη → R

2 is given by

(4.1) Eη(v) := η2
∑

x∈Ω∩Ln
ξ∈B

1

2
Kξ

(∣∣∣v(x + ηξ) − v(x)

η

∣∣∣− |ξ|
)2

, where Kξ > 0 .

Note that

Eη(v) = Eη(Qv) for every Q ∈ O(2),

where O(2) is the set of orthogonal 2×2 matrices. In particular Eη is frame-indifferent and
admits as minimisers all isometries. Here we can regard O(2) as the union of two rank-one
connected wells,

O(2) = SO(2) ∪ SO(2)J ,



30 R. ALICANDRO, G. DAL MASO, G. LAZZARONI, AND M. PALOMBARO

where J =

(
1 0
0 −1

)
. Moreover we underline that the scaling factor η2 in (4.1) corresponds to a

bulk scaling. In fact, using a general result in [3], the asymptotic behaviour as η → 0 of Eη can
be studied in terms of Γ-convergence and leads to a continuum limit described by an integral
functional of the form

´

Ω f(∇u) dx on H1(Ω;R2).
With in mind to perform an asymptotic analysis around an equilibrium position, we define

the following rescaling of (4.1):

Eη
ε (v) :=

1

ε2
Eη(v),

and we express it in terms of the displacement u(x) =
v(x) − x

ε

Eη
ε (x + εu) =

η2

ε2

∑

x∈Ω∩Lη

ξ∈B

1

2
Kξ

(∣∣∣ξ + ε
u(x + ηξ) − u(x)

η

∣∣∣− |ξ|
)2

.

In order to be consistent with the first part of the paper, we choose ε as the main parameter
and η(ε) as a function of ε.

In order to avoid technicalities, as a further simplification, we assume that the boundary
datum g satisfies g ∈ W 1,∞(R2;R2) ∩ C2(R2;R2). Define Ag

ε(Ω) as the class of all functions
u : Ωη(ε) → R

2 that satisfy the condition u(x) = g(x) at all boundary points x ∈ ∂ Ωη(ε), where

∂ Ωη(ε) := {x ∈ Ωη(ε) : x + η(ε)B 6⊂ Ω}.
For later convenience we identify each u ∈ Ag

ε(Ω) with a function defined on the whole lattice
Lη(ε) and coinciding with g at each point of Lη(ε)\Ωη(ε). Abusing notation, we use the same letter
to denote such extension and its piecewise affine interpolation with respect to the triangulation
Tη(ε) subordinated to the lattice Lη(ε).

A second order Taylor expansion of Eη
ε (x+εAx) with respect to ε about the point ε = 0 gives

Eη
ε (x + εAx) =

2√
3
|Ω|φ(A) + oε,η(1) ,

where

(4.2) φ(A) :=
∑

ξ∈B
Kξ

(ξTAξ)2

|ξ|2 for every A ∈ R
2×2 ,

which turns out to be a quadratic form in the symmetric part (A+AT )/2 of A (see, e.g., [5, Sec.

2] for details). The factor 2√
3

comes from the fact that, since
√
3
2 is the area of the elementary

cell of that lattice L, it holds
2√
3

= lim
η→0

η2#(Ω ∩ Lη)

|Ω| , .

Set

(4.3) Eε(u) :=

{
E

η(ε)
ε (x + εu) if u ∈ Ag

ε(Ω) ,

+∞ otherwise.

Under the same assumptions (1.9a) and (1.9c) on the scaling of η for p = q = r = d = 2,
which simply read

(4.4) lim
ε→0

η(ε) = 0 , η(ε) ≥ Cε ,
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we prove the following compactness and Γ-convergence results.

Theorem 4.1 (Compactness). Assume that η(ε) satisfies (4.4). If uε ∈ Ag
ε(Ω) is a sequence

such that Eε(uε) ≤ C, then {uε} is equibounded in H1(Ω;R2). Furthermore, det(I + ε∇uε) > 0
a.e. except in a number of triangles of Tη(ε) that is uniformly bounded in ε.

Theorem 4.2 (Γ-convergence). Assume that η(ε) satisfies (4.4). As ε → 0, the sequence (4.3)
Γ-converges, with respect to the weak topology of H1(Ω;R2), to the functional

E(u) :=





2√
3

ˆ

Ω
φ(e(u)) dx if u ∈ H1

g (Ω;R2) ,

+∞ otherwise.

Remark 4.3. In analogy with the continuum case, if we assume a weaker condition on η, namely
η(ε) ≥ εα for a certain α > 1, we may still obtain that sequences with equibounded energy are
weakly compact in W 1,r(Ω;R2) for some r ∈ (1, 2) and that the functionals Eε Γ-converge with
respect to the weak topology of W 1,r(Ω;R2) to the same energy E.

Moreover, it is possible to extend the above results to more general interaction potentials
corresponding to a different choice of the wells (for instance, SO(d) ∪ SO(d)U , detU > 0, in
discrete models for laminates).

These extensions will be provided in a forthcoming paper. Here we have decided to focus on a
simpler case in order not to overburden the presentation.

Example 4.4 (Optimality of the scaling). If η ≪ ε, then the conclusion of Theorem 4.1 does
not hold. Indeed, let Ω = (0, 1)2, Ωi

ν, i = 2, 3, 4, vν ∈ W 1,∞(Ω;R2) be as in Example 3.3 and

let ν = ν(ε) ∼ ε2

η . Define vε : Ωη → R
2 as vε(x) := vν(x) for x ∈ Ωη and set uε := 1

ε (I − v).

One can easily see that uε ∈ A0
ε(Ω) and that the only interactions giving a positive contribution

to the energy are those crossing the boundaries of Ωi
ν for i = 2, 3, 4, such contribution being

uniformly bounded in ε. Hence Eε(uε) is uniformly bounded. On the other hand, since ∇uε ∼ 1
ε

on Ων = ∪3
i=2Ω

i
ν and |Ων | ≫ ε2, we infer that ‖∇uε‖H1(Ω;R2) is not uniformly bounded.

The proof of Theorems 4.1 and 4.2 will follow after two technical lemmas. We introduce the
energy of a single triangle T ∈ T1 with vertices x0, x1, x2 ∈ L1 = L,

Ecell(vF ;T ) :=

2∑

i≤j=0

∣∣∣|F (xi − xj)| − 1
∣∣∣
2

for every F ∈ R
2×2 ,

where vF is the affine transformation vF (x) := Fx. The following lemma gives a lower bound
on Ecell(vF ;T ) in terms of dist(F,O(2)). It will be used in combination with Theorem 2.9.

Lemma 4.5. [4, Lemma 2.2] There exists a constant C > 0 such that

dist2(F, SO(2)) ≤ C Ecell(vF ;T ) for every F ∈ R
2×2 with detF ≥ 0 ,

dist2(F, (O(2)\SO(2))) ≤ C Ecell(vF ;T ) for every F ∈ R
2×2 with detF ≤ 0 .

In the next lemma one considers two neighbouring triangles (i.e., with a common side) where
det∇v changes sign; then one sees that the energy localised in those two triangles is at least a
positive constant. This highlights the role of next-to-nearest neighbour interactions in penalising
transitions between the two wells SO(2) and SO(2)J . We introduce the energy localised in two
neighbouring triangles T = [x0, x1, x2], S = [y0, x1, x2] (see Figure 5) under the deformation
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x1

x2

x0

y0
(a)

x1 x2

x0

y0
(b)

x1

x2

x0

y0
(c)

Figure 5. Neighbouring triangles in the lattice L.

v : L1 → R
2,

Ecell(v;S ∪ T ) :=

2∑

i≤j=0

∣∣∣|v(xi) − v(xj)| − |(xi − xj)|
∣∣∣
2

+

2∑

j=1

∣∣∣|v(y0) − v(xj)| − |(y0 − xj)|
∣∣∣
2

+
∣∣∣|v(y0) − v(x0)| − |(y0 − x0)|

∣∣∣
2
.

Lemma 4.6. [4, Lemma 2.3] There exists a positive constant C0 with the following property: if
two neighbouring triangles S, T ∈ T have different orientations in the deformed configuration,
i.e.,

det (∇v|S) det (∇v|T ) ≤ 0 ,

then Ecell(v;S ∪ T ) ≥ C0.

Proof of Theorem 4.1. Let vε(x) := x + εuε(x) and recall that uε is identified with its piecewise
affine interpolation. By assumption one finds that

(4.5)
∑

x∈Ωη

ξ∈B

1

2
Kξ

(∣∣∣vε(x + ηξ) − vε(x)

η

∣∣∣− |ξ|
)2

≤ C
ε2

η2
≤ C ′ .

The above inequality implies that ∇vε is uniformly bounded in L∞(Ω). Furthermore, from (4.5)
and Lemma 4.6 it follows that the number of neighbouring triangles of Tη intersecting Ω where

det∇vε changes its sign is bounded by C
C0

ε2

η2
≤ C ′. On the other hand, the boundary condition

on uε ensures that {x ∈ Ω: det∇vε > 0} contains a number of triangles of order at least 1/η.
Therefore, the set {x ∈ Ω: det∇vε ≤ 0} consists of a uniformly bounded number of triangles
and

(4.6) |{x ∈ Ω: det∇vε ≤ 0}| ≤ Cε2 .

Using Lemma 4.5, the uniform bound ‖∇vε‖L∞(Ω;R2×2) ≤ C, and (4.6), we infer that
ˆ

Ω
dist2(∇vε;SO(2)) dx ≤ Cε2 .

We can now proceed as in the proof of Theorem 1.8 and deduce that ‖∇vε − I‖L2(Ω) ≤ Cε2,
which, together with the boundary conditions satisfied by uε, yields the desired compactness. �
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(a) (b) (c)

Figure 6. The energies Iη,i, i = 1, 2, 3, in the proof of Theorem 4.2 account
only for interactions between pairs of vertices of triangles in the triangulations
marked with bold lines in (a), (b) and (c), respectively.

Proof of Theorem 4.2. As usual, we prove a lower and an upper bound.

Step 1: Lower bound. By Proposition 4.1, we easily reduce our analysis to the case of defor-
mations vε satisfying the constraint det∇vε > 0, as outlined below. Under this restriction, a
derivation of linear elasticity by Γ-convergence has been provided in [5] (see also [18]). Never-
theless, in order to exploit those results, an additional step is needed to bring back our analysis
to the case of functionals that satisfy exactly the assumptions of the main theorem in [5]. To
this end, we first write the discrete energy (4.1) as the sum of three contributions

Eη = Iη,1 + Iη,2 + Iη,3 ,

where each Iη,i only accounts for two interactions in B2. Specifically, we set

Iη,i(v):=η2
[

1

2

∑

x∈Lη∩Ω
ξ∈Bi

1

1

2
Kξ

(∣∣∣v(x + ηξ)−v(x)

η

∣∣∣− |ξ|
)2

+
∑

x∈Lη∩Ω
ξ=±wi

1

2
Kξ

(∣∣∣v(x + ηξ)−v(x)

η

∣∣∣− |ξ|
)2

]
,

where

B1
1 := {±v1,±v2} , B2

1 := {±v2,±v3} , B3
1 := {±v3,±v1} .

Note that each Iη,i only accounts for interactions between points of the lattice that are vertices
of a suitable triangulation of R2 and hence it belongs to the class of discrete energies considered
in [5] (see Figures 5 and 6).

Accordingly we can write

Eε(u) =
3∑

i=1

1

ε2
Iη(ε),i(x + εu) .

Now let uε ∈ Ag
ε(Ω) converge to u ∈ H1

g (Ω;R2) weakly in H1(Ω;R2). We may suppose that
Eε(uε) ≤ C. Proposition 4.1 ensures that the set {det∇vε < 0} consists of a uniformly bounded
number of triangles. Therefore, there exist x1, . . . , xm ∈ Ω such that, up to subsequences,
det∇vε > 0 a.e. in Ω\∪m

i=1 Bρ(xi), for each ρ > 0 and ε sufficiently small (with Bρ(xi) denoting

the ball of radius ρ and center xi). This implies that the sequence of functionals 1
ε2Iη(ε),i

localised on Ω\ ∪m
i=1 Bρ(xi) satisfy along the sequence

{
uε


Ω\∪m

i=1
Bρ(xi)

}
all the assumptions of
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[5, Theorem 3.2], which in turn yields

(4.7) lim inf
ε→0

Eε(uε) ≥
3∑

i=1

lim inf
ε→0

1

ε2
Iη(ε),i(x + εuε) ≥

1√
3

3∑

i=1

ˆ

Ω\∪m
i=1

Bρ(xi)
φi(e(u)) dx .

In the above formula the functions φi are given by

φi(A) :=
1

2

∑

ξ∈Bi
1

Kξ
(ξTAξ)2

|ξ|2 +
∑

ξ=±wi

Kξ
(ξTAξ)2

|ξ|2 for every A ∈ R
2×2 .

A straightforward computation shows that

3∑

i=1

φi(A) = φ(A), where φ is defined in (4.2). Finally,

taking in (4.7) the supremum with respect to ρ gives

lim inf
ε→0

Eε(uε) ≥ E(u) .

Step 2: Upper bound. In order to complete the proof of Theorem 4.2 we need to show that
the lower bound is actually attained, namely, for each u ∈ H1

g (Ω;R2) there exists a sequence

uε ∈ Ag
ε(Ω) such that uε ⇀ u weakly in H1(Ω;R2) and Eε(uε) → E(u). Assume first that u also

satisfies u ∈ W 1,∞(R2;R2) ∩ C2(R2;R2). Define uε as the piecewise affine interpolation of the
values of u on Ωη(ε)\∂Ωη(ε) and of g at all the other points of Lη(ε).

Let x ∈ Ωη and ξ ∈ B and set

Dξ
ηuε(x) :=

u(x + ηξ) − u(ξ)

η
.

By a second order Taylor expansion with respect to ε of the energy corresponding to the inter-
action between x and x + ηξ, taking into account the equi-boundedness of ∇uε, we obtain

1

2ε2
Kξ

(∣∣∣ξ + εDξ
ηuε(x)

∣∣∣− |ξ|
)2

= Kξ

(
Dξ

ηuε(x) · ξ
)2

|ξ|2 + o(ε) .

By the C2 assumption on u, we get

1

2ε2
Kξ

(∣∣∣ξ + ε
u(x + ηξ) − u(x)

η

∣∣∣− |ξ|
)2

= Kξ

(
ξT∇u(x)ξ

)2

|ξ|2 + o(1) + o(ε) .

Hence, summing up in ξ and x and letting ε → 0, we get

(4.8) lim
ε→0

Eε(uε) =
2√
3

ˆ

Ω
φ(e(u))dx .

In the general case u ∈ H1
g (Ω;R2), we can find a sequence (uk) in g + C∞

c (Ω;R2) such that

uk → u strongly in H1(Ω;R2), so limk→+∞
´

Ω φ(e(uk))dx =
´

Ω φ(e(u))dx. Then, we conclude
by (4.8) applied to uk and by a standard diagonal argument. �

Appendix A

We recall the definition and the basic properties of capacity and we prove some related lemmas.
Moreover we show that assumption (1.3) can be avoided, provided the exponents p and q defined
in Section 1 are sufficiently large.
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A.1. Capacity and q.e.-equality. We fix once and for all a bounded set U ⊂ R
d such that

Ω ⊂ U . Given an arbitrary set E ⊂ U , the capacity of E is defined as

cap(E) := inf

{
ˆ

U
|∇u|2 dx : u ∈ H1

0 (U) , u ≥ 1 a.e. in a neighbourhood of E

}
.

A property is said to hold cap-quasi-everywhere (q.e.) on E if it is satisfied on E except on a
set of capacity zero. A function u : E → R is said to be cap-quasicontinuous on E if for every
τ > 0 there is an open set Aτ such that u|E\Aτ

is continuous on E\Aτ and cap(Aτ ) < τ . The
notions of quasi-everywhere and quasicontinuity are independent of the choice of U .

Given u ∈ H1(Ω), there exists a cap-quasicontinuous function on Ω that coincides Ld-a.e.
with u. This function is uniquely defined up to sets of capacity zero. It is called the cap-
quasicontinuous representative of u and is denoted by ũ. Moreover it satisfies

(A.1) lim
ρ→0

1

Bρ(x) ∩ Ω

ˆ

Bρ(x)∩Ω
|u(y) − ũ(x)|dy = 0 for cap-q.e. x ∈ Ω .

If un → u strongly in H1(Ω), then ũn converges to ũ cap-q.e. in Ω, up to subsequences. These
properties can be found in [12, Section 4.8] and [14, Chapter 4] for the interior part. For the
points on ∂Ω they can be easily obtained using an extension operator for the Lipschitz domain
Ω.

By using assumption (1.3), we show that the boundary condition u ∈ H1
g,Γ(Ω;Rd) in (1.23)

can be expressed by means of an equality q.e. of the quasicontinuous representatives. Without
loss of generality we consider scalar functions with a homogeneous boundary condition.

Lemma A.1. Let u ∈ H1
0,Γ(Ω). Then ũ = 0 cap-q.e. on Γ, where ũ is the cap-quasicontinuous

representative of u.

Proof. Since Γ is open in the relative topology of ∂Ω, there is an open set ΩD ⊂ R
d such that

Γ = ∂Ω ∩ ΩD. We set

v =

{
u in ΩD ∩ Ω ,

0 in ΩD\Ω .

Then v ∈ H1(ΩD) because of the assumption u ∈ H1
0,Γ(Ω). Let ṽ be the cap-quasicontinuous

representative of v. By (A.1), for cap-q.e. x ∈ Γ we have

lim
ρ→0

ˆ

Bρ(x)\Ω
|v(y) − ṽ(x)|dy ≤ lim

ρ→0

ˆ

Bρ(x)
|v(y) − ṽ(x)|dy = 0 ,

(with Bρ(x) denoting the ball of radius ρ and center x). Since v = 0 in ΩD\Ω, it turns out that

ṽ = 0 cap-q.e. on Γ ∩ ΩD = Γ. By (1.3) it follows that ṽ = 0 cap-q.e. on Γ. The conclusion
follows by the observation that ũ = ṽ on Γ. �

A.2. A density result. We prove an approximation lemma.

Lemma A.2. Let U be an open bounded subset of Rd and K be a compact subset of U . Let
u ∈ H1(U) be such that ũ = 0 cap-q.e. on K, where ũ is the quasicontinuous representative of
u. Then there is a sequence un ∈ C∞(U) such that un = 0 in a neighbourhood of K and un
converges to u strongly in H1(U).

Proof. Using a sequence of truncations, up to a diagonal argument we may assume that u is
bounded. Moreover, without loss of generality we may assume that u is positive; the general
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case is solved by approximating the positive and the negative part of u. We thus restrict to the
case where 0 ≤ u ≤ 1.

By quasicontinuity of ũ, for every n ∈ N there is an open set An ⊂ U such that ũ|U\An
is

continuous in U\An and cap(An) < 1/n. Let us denote by wAn the solution of the problem

wAn = argmin

{
ˆ

U
|∇w|2 dx : w ∈ H1

0 (U) , w = 1 a.e. in An

}
.

Since cap(An) < 1/n, by the Poincaré inequality we have wAn → 0 in H1(U) as n → +∞.
We define

vn :=
(
ũ− 1

n

)+ ∧ (1 −wAn) .

Since 0 ≤ u ≤ 1, we have vn → ũ strongly in H1(U). Moreover, vn = 0 a.e. in {ũ < 1
n} ∪ An,

which is an open set containing K. Finally we define un by regularising vn e.g. by convolution,
using the fact that K ⊂ U . �

We next prove the density property employed in the proof of Theorem 1.9 (Step 2).

Proposition A.3. Let p ∈ [1,+∞) and let g ∈ W 1,∞(Ω;Rd) ∩W 2,p(Ω;Rd). Then H1
g,Γ(Ω;Rd)

is the closure of W 1,∞
g,Γ (Ω;Rd) ∩W 2,p(Ω;Rd) in H1(Ω;Rd).

Proof. Without loss of generality, we may assume that g = 0. Let u ∈ H1
0,Γ(Ω;Rd) and let ũ be

the quasicontinuous representative of u. By Lemma A.1 below, we have ũ = 0 cap-q.e. on Γ.
We can then apply Lemma A.2 to each component of u = (u1, . . . , ud) choosing K = Γ and U
an open bounded subset of Rd with Ω ⊂ U . The conclusion readily follows. �

Remark A.4. Proposition A.3 can be proven by adapting the arguments of [2, Proposition A.2]
if it is assumed in addition that Γ has Lipschitz boundary in ∂Ω, cf. [2, Definition 2.1] for the
notion of subset with Lipschitz boundary in ∂Ω.

We chose to give a different proof of the approximation property that requires weaker assump-
tions on the boundary of Γ in ∂Ω, cf. (1.3).

Remark A.5. If (1.3) does not hold, we prescribe the boundary condition in the following form,
which is stronger than (1.5):

ũ = g̃ cap-q.e. on Γ ,

where ṽ and g̃ are the cap-quasicontinuous representatives of v and g, respectively. Then The-
orem 1.9 is still true, provided one assumes p > 2∗ and r = 2, cf. (1.8d). This follows by
adapting the proof outlined above and by taking into account the following property, which is a
consequence of (A.1): if uε ∈ H1(Ω;Rd) is such that ũε = g̃ cap-q.e. on an arbitrary set E ⊂ Ω
and uε converges to u weakly in H1(Ω;Rd), then ũ = g̃ cap-q.e. on E.
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Cassino e del Lazio meridionale, via Di Biasio 43, 03043 Cassino (FR), Italy

E-mail address: r.alicandro@unicas.it

Giuliano Lazzaroni: Dipartimento di Matematica e Applicazioni “Renato Caccioppoli”, Univer-
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