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Chapter 1

Introduction

1.1 Background

1.1.1 General statement and examples

Let I be a functional de�ned on a suitable class of sets A. We are exploring the
stability properties of the following minimization problem:

min {I(Ω) : Ω ∈ A} . (1.1.1)

More precisely, we are interested in the following question. Let Ω∗ ∈ A be a stable
critical point for I. Is it true that Ω∗ is a strict local minimum? Can it be quanti�ed?

A critical point is said to be strongly stable if for any X ∈ C∞c (RN ,RN) we have

d

dt
I(Φt(Ω

∗))|t=0 = 0,
d2

dt2
I(Φt(Ω

∗))|t=0 > 0,

where Φt := Id + tX. This implies that Ω∗ is a local minimum for a certain class
of deformations. This class of deformations is however very limited, and we would
like to enlarge it. So we are wondering if we can upgrade in�nitesimal stability to
the following:

I(Ω)− I(Ω∗) ≥ c ω (dist(Ω,Ω∗)) , (1.1.2)

where Ω is in a small neighborhood of Ω∗, 'dist' denotes some suitable notion of
distance, and ω is some modulus of continuity. And if so, does (1.1.2) hold for every
Ω, thus making Ω∗ a global minimum? Moreover, we would like ω in the inequality
(1.1.2) to be sharp, that is, we wish to have a sequence Ωε such that

I(Ωε)→ I(Ω∗) as ε→ 0, I(Ωε)− I(Ω∗) ∼ ω (dist(Ωε,Ω
∗)) .

These questions were asked for various geometric inequalities and di�erent types
of sets. Not only such results have their own merit, but they have also been used
recently for several probabilistic results. Such inequalities can be helpful in large
deviation theory. See for example these works on the limits of certain discrete
models: Berestycki and Cerf in [BC18] use quantitative Faber-Krahn inequality for
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a penalized random walk, and Cicalese and Leonardi in [CL19] apply quantitative
Wul� inequality for �uctuations on certain lattices.

Probably the �rst result of this �avor goes back to the work of Bonnesen in
[Bon24], where he proves (1.1.2) with I = perimeter and A = {convex sets in R2}
(Ω∗ in this case is a ball). Since then, inequalities of type (1.1.2) were proven for sev-
eral functional such as: perimeter, the �rst eigenvalue of Laplace operator, Cheeger
constant, etc., see [FMP08], [BDPV15], [FMP09], [FFM+15]. There were developed
several approaches to this problem, including symmetrization, mass transportation,
and second variation techniques (for the overview of these techniques for the isoperi-
metric inequality see [Fus15]). We will be focusing on the latter.

The question of choosing the topology in (1.1.2) is an important one. Local min-
imality is insured only in the topology which allows us to take derivatives. Consider
the functional F (u) :=

∫ 1

0
u(x)2 − u(x)4 dx. In L∞ topology the second derivative of

F at u0 ≡ 0 is positive and u0 is indeed a local minimum among L∞ functions. How-
ever, it is not a local minimum among L4 functions, as F (x−1/8) < 0. This example
might seem arti�cial but we will see that problems of this sort arise also in real life
when we present Lord Rayliegh's charged liquid drops model in Section 1.1.2. For
a more thorough discussion on the topology see, for example, [GH04, Chapter 4].

1.1.2 Main results

Let us �rst state the main results of the thesis. All the original results of this thesis
are contained in the following papers:

• The sharp quantitative isocapacitary inequality, 2019, joint with G. De Philip-
pis, M.Marini, [DPMM19];

• The sharp quantitative isocapacitary inequality (the case of p-capacity), 2020,
[Muk20];

• Minimality of the ball for a model of charged liquid droplets, 2019, joint with
G. Vescovo, [MV19].

Quantitative isocapacitary inequality

Let Ω ⊂ RN , N ≥ 3 be an open set. We de�ne the absolute capacity of Ω as

cap(Ω) = inf
u∈C∞c (RN )

{∫
RN

|∇u|2dx : u ≥ 1 on Ω

}
. (1.1.3)

Moreover, for Ω ⊂⊂ BR (BR denotes the ball of radius R centered at the origin) we
denote by capR(Ω) the relative capacity of Ω with respect to BR de�ned as

capR(Ω) = inf
u∈C∞c (BR)

{∫
BR

|∇u|2dx : u ≥ 1 on Ω

}
. (1.1.4)
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It is easy to see that for problem (1.1.3) (resp. (1.1.4)) there exists a unique
function1 u ∈ D1,2(RN) (resp. uR ∈ W 1,2

0 (BR)) called capacitary potential of Ω such
that ∫

RN

|∇u|2 = cap(Ω)
(
resp.

∫
BR

|∇uR|2 = capR(Ω)
)
.

Moreover, they satisfy the Euler-Lagrange equations:
∆u = 0 in Ω

c

u = 1 on ∂Ω

u(x)→ 0 as |x| → ∞


∆uR = 0 in BR \ Ω

uR = 1 on ∂Ω

uR = 0 on ∂BR.

The well-known isocapacitary inequality (resp. relative isocapacitary inequality)
asserts that, among all sets with given volume, balls (resp. ball centered at the
origin) have the smallest possible capacity, namely

cap(Ω)− cap(Br) ≥ 0 (resp. capR(Ω)− capR(Br) ≥ 0). (1.1.5)

Here r is such that |Br| = |Ω|, where | · | denotes the Lebesgue measure.
So, we can ask if (1.1.2) holds for I = cap and Ω∗ = Br. The answer is positive,

and a good choice of distance is the so-called Fraenkel asymmetry.

De�nition 1.1.1. Let Ω be an open set. The Fraenkel asymmetry of Ω, A(Ω), is
de�ned as:

A(Ω) = inf

{
|Ω∆B|
|B|

: B is a ball with the same volume as Ω

}
.

To the best of our knowledge, the �rst results in this direction appeared in
[HHW91] where they considered the case of planar sets 2 and of convex sets in
general dimension. In the same paper the authors conjectured the validity of the
following inequality:

Conjecture 1.1.2 ( [HHW91]). Let N ≥ 3. There exists a constant c = c(N) such
that for any open set Ω such that |Ω| = |Br| the following inequality holds:

cap(Ω)− cap(Br)

rN−2
≥ cA(Ω)2.

Note that by testing the inequality on ellipsoids with eccentricity ε one easily sees
that the exponent 2 can not be replaced by any smaller number. Indeed, consider
the family {Ωε} of ellipsoids de�ned as

Ωε := {(x′, xN) ∈ RN : |x′|2 + (1 + ε)x2
N ≤ 1}.

1Here and in the sequel, D1,2(RN ) denotes the completion of C∞c (RN ) with respect to the
homogeneous Sobolev norm:

‖u‖Ẇ 1,2 := ‖∇u‖L2 ,

see [EG15, Section 4.7] and [LL97, Chapter 8]
2Note that for N = 2 the in�mum (1.1.3) is 0 and one has to use the notion of logarithmic

capacity.
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Then |Ωε| = |Brε| with rε = 1− 1
2N
ε+O(ε2). One can easily show that A(Ωε) ∼ ε.

To see that cap(Ωε) ≤ 1 + 1
2N
ε + O(ε) we use u = (|x′|2 + (1 + ε)x2

N)−
N−2

2 as a
competitor in the de�nition of capacity. Thus we get

cap(Ωε)− cap(Brε)

rεN−2
≤ Cε2 ≤ CA(Ωε)

2.

A positive answer to the above conjecture in dimension 2 has been given by
Hansen and Nadirashvili in [HN92, Corollary 1]. For general dimension, the best
known result is due to Fusco, Maggi, and Pratelli in [FMP09] where they prove the
following:

Theorem 1.1.3 ( [FMP09, Theorem 1.2]). There exists a constant c = c(N) such
that for any open set Ω such that |Ω| = |Br| the following inequality holds

cap(Ω)− cap(Br)

rN−2
≥ cA(Ω)4.

Remark 1.1.4. This theorem is more general, we will state the full version later.

With G. De Philippis and M. Marini in [DPMM19] we provide a positive answer
to Conjecture 1.1.2 in every dimension.

Theorem 1.1.5 ( [DPMM19, Theorem 1.4]). Let Ω be an open set such that |Ω| =
|B1|. Then

(A) if Ω is compactly contained in BR, there exists a constant c1 = c1(N,R) such
that the following inequality holds:

capR(Ω)− capR(B1) ≥ c1(N,R)|Ω∆B1|2.

(B) there exists a constant c2 = c2(N) such that the following inequality holds:

cap(Ω)− cap(B1) ≥ c2(N)A(Ω)2.

Remark 1.1.6. By the scaling cap(λΩ) = λN−2 cap(Ω), we can also get the analo-
gous result for Ω with arbitrary volume.

Note that in the above theorem, in the case of the absolute capacity one bounds
the distance of Ω from the set of balls, while in the case of the relative capacity
one bounds the distance from the ball centered at the origin but the constant is R
dependent. Indeed in the former case all balls have the same capacity (due to the
translation invariance of the problem) and thus in order to obtain a quantitative
improvement, one has to measure the distance from the set of all minimizers. On
the contrary, for the relative capacity, the ball centered at the origin is the only
minimizer. Since

lim
R→+∞

capR(Ω) = cap(Ω),
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it is clear that the constant in (A) above needs to depend on R. Indeed, if we
consider Ω = B1(x) with x 6= 0, in the limit we have 0 on the left-hand side but the
right-hand side is strictly positive. The dependence on R can also be inferred by
the study of the linearized problem, see Section 4.1.2 below. We also remark that,
as it will be clear from the proof, in the case of the relative capacity one can replace
|Ω∆B1|2 with the larger quantity αR(Ω) de�ned in Section 5.1 below.

Quantitative isocapacitary inequality - the case of general p

The second main result is a generalization of the part (B) of Theorem 1.1.5 to the
case of p-capacity. First we introduce the following de�nition. Let Ω ⊂ R

N , be an
open set. We de�ne the p-capacity of Ω as

capp(Ω) = inf
u∈C∞c (RN )

{∫
RN

|∇u|pdx : u ≥ 1 on Ω

}
(1.1.6)

for 1 < p < N . Similar to the case p = 2, it is easy to see that for problem (1.1.6)
there exists a unique function3 u ∈ D1,p(RN) called capacitary potential of Ω such
that ∫

RN

|∇u|p = capp(Ω).

Moreover, it satis�es the Euler-Lagrange equation:
div(|∇u|p−2∇u) = 0 in Ω

c
,

u = 1 on ∂Ω,

u(x)→ 0 as |x| → ∞.

In the same way as for standard capacity of the previous section, Pólya-Szegö
principle yields the isocapacitary inequality, saying that, among all sets with given
volume, balls have the smallest possible p-capacity, namely

capp(Ω)− capp(Br) ≥ 0 (1.1.7)

with r such that |Br| = |Ω|. Inequality (1.1.7) is rigid, that is, equality is attained
only when Ω coincides with a ball, up to a set of zero p-capacity.

It is natural to wonder whether these inequalities are stable as it was in the case
p = 2. That is indeed true and the �rst result to our knowledge is contained in the
already mentioned paper by Fusco, Maggi, and Pratelli.

Theorem 1.1.7 ( [FMP09, Theorem 1.2]). There exists a constant c = c(N, p) such
that for any open set Ω such that |Ω| = |Br| we have

capp(Ω)− capp(Br)

rN−p
≥ cA(Ω)2+p.

3Here D1,p denotes the completion of C∞c (RN ) with respect to the homogeneous Sobolev norm,

‖u‖D1,p := ‖∇u‖Lp(RN )
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In [Muk20] we prove the sharp version of Thorem 1.1.7.

Theorem 1.1.8. Let Ω be an open set such that |Ω| = |B1|. Then there exists a
constant c = c(N, p) such that the following inequality holds:

capp(Ω)− capp(B1) ≥ cA(Ω)2.

By the scaling capp(λΩ) = λN−p cap(Ω), we can get the analogous result for Ω
with arbitrary volume.

Charged liquid droplets

Here we will be considering a certain electrostatic energy in place of I, the exact
de�nition requires some background.

In experiments one observes the following phenomenon: the shape of the liquid
droplet is spherical in a small charge regime. Then, as soon as the value of the
total charge increases, the droplet gradually deforms into an ellipsoid, it develops
conical singularities, the so-called Taylor cones, [Tay64], and �nally, the liquid starts
emitting a thin jet ( [DMV64], [DAM+03], [RPH89], [WT25]). The �rst experiments
were conducted by Zeleny in 1914, [Zel17], but in a slightly di�erent context.

Typically this behavior is modelled by de�ning a free energy composed by an
attractive term, coming from surface tension forces, and a repulsive one, due to
the electric forces generated by the interaction between charged particles. One may
expect that for small values of the total charge the attractive part is predominant,
forcing in this way the spherical shape of the minimizer.

The free energy in the classical model due to Lord Rayleigh is de�ned as follows:

P (E) +
Q2

C(E)
.

Here, E ⊂ R
3 corresponds to the volume occupied by the droplet, P (E) is its

perimeter, Q is the total charge, and

1

C(E)
:= inf

{
1

4π

∫∫
dµ(x)dµ(y)

|x− y|
: sptµ ⊂ E, µ(E) = 1

}

takes into account the repulsive forces between charged particles. Note that µ can be
thought as a (normalized) density of charges and that C(E) is the classical Newtonian
capacity 4 of the set E. One assumes that the optimal shapes are given by the
following variational problem:

min
|E|=V

{
P (E) +

Q2

C(E)

}
.

4C(E) coincides with the capacity cap(E) de�ned above up to a constant, see [LL97, Section
11.15].
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A di�culty is that contrary to the numerical and experimental observations this
model is mathematically ill-posed, see [GNR15]. For a more exhaustive discussion
we refer the reader to [MN16]. From a mathematical point of view, the issue with
it is in line with the problem we mentioned above concerning the right topology
in (1.1.2). For small values of the charge the ball is a minimizer but only if one
restricts themselves to C1,1-regular sets, while for wider classes of sets like sets with
C1 boundary or open sets the in�mum is not attained.

As for the physical perspective, the main issue with the Rayleigh model comes
from the tendency of charges to concentrate at the interface of the liquid. To restore
the well-posedness one should consider a physical regularizing mechanism in the
functional. With this purpose in mind, Muratov and Novaga in [MN16] integrate the
entropic e�ects associated with the presence of free ions in the liquid. The advantage
of this model is that the charges are now distributed inside of the droplet. They
suggest to consider the following Debye-Hückel-type free energy

Fβ,K,Q(E, u, ρ) := P (E) +Q2

{∫
RN

aE|∇u|2 dx+K

∫
E

ρ2 dx

}
. (1.1.8)

Here N ≥ 3, E ⊂ R
N represents the droplet, P (E) is the De Giorgi perimeter,

[Mag12, Chapter 12], the constant Q > 0 is the total charge enclosed in E, and

aE(x) := 1Ec + β1E,

where 1F is the characteristic function of a set F and β > 1 is the permittivity of
the liquid.

The normalized density of charge ρ ∈ L2(RN) satis�es

ρ1Ec = 0 and

∫
ρ = 1 (1.1.9)

and the electrostatic potential u ∈ D1,2(RN) is such that

− div
(
aE∇u

)
= ρ in D′(RN). (1.1.10)

For a �xed set E we de�ne the set of admissible pairs of functions u and ρ:

A(E) :=
{

(u, ρ) ∈ D1,2(RN)× L2(RN): u and ρ satisfy (1.1.10) and (1.1.9)
}
.

The variational problem proposed in [MN16] is the following:

min
{
Fβ,K,Q(E, u, ρ) : |E| = V,E ⊂ BR, (u, ρ) ∈ A(E)

}
. (1.1.11)

By scaling (see the introduction of [DPHV19]), we can reduce the problem to the
case |E| = |B1| and so we will work with the following problem:

min
{
Fβ,K,Q(E) : |E| = |B1|, E ⊂ BR

}
. (Pβ,K,Q,R)

In [MV19] with G.Vescovo we obtain the following result.
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Theorem 1.1.9. Fix K > 0, β > 1. Then there exists Q0 = Q0(β,K) > 0 such
that for all Q < Q0 and any suitable R the only minimizers of (Pβ,K,Q,R) are the
balls of radius 1.

The condition E ⊂ BR in the minimizing problem (Pβ,K,Q,R) is required to have
existence of minimizers. However, thanks to Theorem 1.1.9 it can be dropped for
small enough charges.

Corollary 1.1.10. Fix K > 0, β > 1. Then there exists Q0 = Q0(β,K) > 0 such
that for all Q < Q0 the in�mum in the problem

inf
{
Fβ,K,Q(E) : |E| = |B1|

}
(Pβ,K,Q)

is attained. Moreover, the only minimizers are the balls of radius 1.

To prove Theorem 1.1.9 we show that minimizers are close to the ball and regular
if Q is small enough. We then use second variation techniques to prove stability of
the ball with respect to smooth perturbations in the case of small charge.

The �rst step is to obtain C2,ϑ-regularity of minimizers. We improve the results
of [DPHV19], where partial C1,ϑ-regularity is proven. In fact, we are able to prove
C∞-regularity of minimizers, a result that is interesting in itself.

Theorem 1.1.11 (C∞-regularity). Given N ≥ 3, A > 0 and ϑ ∈ (0, 1/2), there
exists εreg = εreg(N,A, ϑ) > 0 such that if E is a minimizer of (1.1.11) with Q+β+
K + 1

K
≤ A,

x0 ∈ ∂E and r + eE(x0, r) +Q2DE(x0, r) ≤ εreg,

then E ∩C(x0, r/2) coincides with the epi-graph of a C∞-function f . In particular,
we have that ∂E ∩C(x0, r/2) is a C∞ (N − 1)-dimensional manifold. Moreover 5,

[f ]Ck,ϑ(D(x′0,r/2)) ≤ C(N,A, k, ϑ) (1.1.12)

for every k ∈ N with k ≥ 2.

We refer the reader to Notation 2.0.1 for the de�nition of eE(x0, r), DE(x0, r)
and C(x0, r/2).

5Let Ω ⊂ R
m be an open and bounded set, f ∈ C(Ω). Then

[f ]C0,ϑ(Ω) := sup
x 6=y,x,y∈Ω

|f(x)− f(y)|
|x− y|ϑ

.

Moreover, if f ∈ Ck(Ω) then

[f ]Ck,ϑ(Ω) :=
∑
|α|≤k

‖Dαf‖C(Ω) +
∑
|α|=k

[Dαf ]C0,ϑ(Ω).
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1.2 Possible approaches

As was mentioned earlier, there are several approaches to proving inequalities of
the type (1.1.2). We will go brie�y through them and mostly focus on the second
variation technique.

1.2.1 Symmetrization

Often minimizers of the problem (1.1.1) enjoy some symmetries. For example, balls
are minimizers for a variety of problems of this sort - consider properly scaled perime-
ter, �rst eigenvalue of Laplacian, capacity, etc. One usually can prove that only
balls are minimizers via appropriate symmetrization techniques and that proof can
be quanti�ed.

Let us illustrate the above idea by looking more closely at the isocapacitary
inequality (1.1.7). Its proof is an easy combination of Schwarz symmetrization with
Pólya-Szegö principle. Indeed, let Ω be an open set and let u be its capacitary
potential. Schwarz symmetrization provides us with a radially symmetric function
u∗ such that, for every t ∈ R,

|{x : u(x) > t}| = |{x : u∗(x) > t}| . (1.2.1)

We use u∗ as a test function for the set {x : u∗(x) = 1} = Br and we note that
(1.2.1) yields that |Br| = |Ω|. Hence

capp(Br) ≤
∫
RN

|∇u∗|pdx ≤
∫
RN

|∇u|pdx = capp(Ω) |Ω| = |Br|,

where the second inequality follows by Pólya-Szegö principle, which in turn follows
from isoperimetric inequality (for details see [Tal76, Section 1]).

Since the isocapacitary inequality is a consequence of the isoperimetric inequality,
a reasonable strategy to obtain a quantitative improvement would be to rely on a
quantitative isoperimetric inequality. This was indeed the strategy used in [FMP09]
where they rely on the quantitative isoperimetric inequality established in [FMP08].
However, although the inequality proved in [FMP08] is sharp, in order to combine
it with the Schwarz symmetrization procedure, it seems unavoidable to lose some
exponent and to obtain a result as the one in [FMP09] (recall Theorem 1.1.7).

1.2.2 Mass transportation

Sometimes the minimizers are not symmetric. For example, that is the case for
anisotropic perimeter, de�ned as follows. Suppose we have K - an open, bounded,
convex set in RN containing the origin. We de�ne a weight function on directions as

‖ν‖∗ := sup{x · ν : x ∈ K}

12



for ν ∈ RN such that |ν| = 1. Now for Ω - a su�ciently smooth set in RN - we de�ne
its anisotropic perimeter as

PK(Ω) :=

∫
∂Ω

‖νΩ(x)‖∗ dHN−1.

Unlike the standard perimeter, PK is not necessarily invariant under rotation and
its unique minimizer (modulo translations) under a volume constraint is K itself,
properly scaled. In other words, the following anisotropic isoperimetric inequality
holds

PK(Ω)

|Ω|N−1
N

≥ N |K|1/N

with equality only for Ω = λK + x for some λ > 0 and x ∈ RN . In [FMP10] Figalli,
Maggi, and Pratelli show a quantitative version of this inequality. More precisely,
they prove that

PK(Ω)

|Ω|N−1
N

≥ N |K|1/N
(

1 +

(
AK(Ω)

C(N)

)2
)
, (1.2.2)

where AK(Ω) is asymmetry with respect to K de�ned as

AK(Ω) = inf

{
|Ω∆(x+ rK)|

|Ω|
: x ∈ RN , rN |K| = |Ω|

}
.

Moreover, they show that one can take

C(N) =
181N7(

2− 2
N−1
N

)3/2

on the right hand side.
To explain the idea behind their proof we need to recall the following theorem.

Theorem 1.2.1 (Brenier's map, [Bre91,McC95]). Let µ and ν be two probability
measures in R

N . Suppose that µ is absolutely continuous with respect to Lebesgue
measure. Then there exists a convex function ϕ : RN → R such that the map
T := ∇ϕ transports µ onto ν, i.e. for every Borel function h the following holds∫

RN

h(y) dν(y) =

∫
RN

h(T (x)) dµ(x).

An elegant proof of isoperimetric inequality due to Gromov in [MS86] goes as
follows. Suppose T is a Brenier transport map (in the original proof instead of a
Brenier map a less rigid Knothe one is used) between µ = 1

|Ω|χΩ dx and ν = 1
|K|χK dy.

Note that by change of variable det∇T (x) = |K|/|Ω| for a.e. x ∈ Ω. Then

PK(Ω) =

∫
∂Ω

‖νΩ(x)‖∗ dHN−1 ≥
∫
∂Ω

‖T‖‖νΩ(x)‖∗ dHN−1 ≥
∫
∂Ω

T · νΩ(x) dHN−1

=

∫
Ω

div T dx ≥
∫

Ω

N(det∇T )1/N dx = N |K|1/N |Ω|
N−1
N .

13



In [FMP10] Figalli, Maggi, and Pratelli quantify this proof to get (1.2.2).
Unfortunately, for this proof the functional needs to have a particular structure

which is not the case for problems we are concerned with in this thesis.

1.2.3 Second variation technique

The method, called Selection Principle, was introduced by Cicalese and Leonardi
in [CL12] to give a new proof of the sharp quantitative isoperimetric inequality.
It turned out to be an e�ective tool for such questions. See, for example, proofs
of sharp quantitative Faber-Krahn inequality in [BDPV15] and sharp quantitative
isoperimetric inequality for non-local perimeters in [FFM+15]. The idea is to get
a sequence contradicting the inequality (1.1.2), then improve it to be a sequence
of smooth sets. In the spirit of Ekeland's variational principle, the new sequence
is selected as minimizers of penalized minimization problems. We also note that
Acerbi, Fusco, and Morini in [AFM13] use a di�erent penalization approach to prove
stability of certain con�gurations for nonlocal isoperimetric problem.

To tackle the problem for smooth sets, we write an analog of Taylor expansion
for the functional I. That is, we want to have a formula of the type

I(Ω) = I(Ω∗)+ [�rst order term]+
1

2
I ′′(Ω∗)dist(Ω,Ω∗)2 +[remainder term]. (1.2.3)

The �rst order term vanishes for a critical point. We would like to show that
the second derivative I ′′(Ω∗) is positive and to get an appropriate bound on the
remainder term. Such a computation for the perimeter was done �rst by Fuglede in
[Fug89].

Thus, we have the following steps:

• Get a contradicting sequence.

We argue by contradiction and for any c > 0 we get a sequence of sets Ωh,
such that

I(Ωh)− I(Ω∗) < c dist(Ωh,Ω
∗)2

and Ωh converges to Ω∗ in some (typically weak) topology.

• Improve a contradicting sequence.

Now we want to have convergence in a stronger topology. As was mentioned,
this is done by perturbing a sequence {Ωh} to be a sequence of minimizers of
some functionals. Then we will need to use regularity results.

• Prove (1.1.2) for smooth sets.

To write the equality (1.2.3) we employ shape derivatives. The exact form of
the distance and the remainder term may vary for di�erent functionals. The
bounds require certain regularity, which tells us the topology we should aim
for in the previous step.

14



To use this approach we a priori don't need neither symmetry of the minimizer nor
some speci�c structure of the functional. Note however that arguing by contradiction
leaves us no chance to bound the constant c on the right hand side of (1.1.2).

1.3 Organization of the thesis

The rest of the thesis is organized as follows.

In Chapter 2 we collect the notions and conventions used throughout the thesis.

In Chapter 3 we de�ne shape and material derivatives, introduce Hadamard's for-
mula, and explain how to di�erentiate solutions of elliptic problems with respect to
the domain.

Chapter 4 contains computations for the so-called spherical sets. We start by de�n-
ing these sets and proving a technical lemma that allows us to deform the unit ball
to an arbitrary nearly-spherical set in a smooth way. We then deal separately with
2-capacity, p-capacity and charged drops. In Section 4.1 we compute the �rst two
derivatives of capacity near the ball and prove Theorem 1.1.5 for nearly-spherical
sets. We make similar computations for p-capacity in Section 4.2 and prove Theorem
1.1.8 for nearly-spherical sets. Note that the computations become more technical
as the equation for capacitary potential is degenerate in this case. Finally, in Section
4.3 in an analogous fashion we write Taylor expansion for the free energy de�ned by
(1.1.8). Since this free energy contains perimeter we can be crude and only provide
a bound for the second derivative of the repulsive term near the unit ball. We prove
stability of the unit ball for the free energy F in the family of nearly-spherical sets,
getting as a corollary Theorem 1.1.9 for nearly-spherical sets. For the sake of com-
pleteness we also provide the sharp bound of the second derivative of the repulsive
term at the unit ball.

Chapter 5 (Chapter 6) concerns the proof of Selection Principle for 2-capacity (p-
capacity). In both cases we �rst deal with bounded sets. In Section 5.1 we introduce
a di�erent notion of asymmetry that we will use in both chapters. We argue by
contradiction and state Selection Principle in Section 5.2 (Section 6.1). We perturb
the contradicting sequence, making it a sequence of minimizers of a certain functional
in Section 5.3 (Section 6.2). We then prove that the new minimizing sequence
consists of uniformly regular domains: we �rst get Lipschitz regularity and then
use [AC81] ( [DP05]) to get higher regularity. This is the content of Section 5.4
(Section 6.3). Finally, in Section 5.5 and Section 5.6 (Section 6.4 and Section 6.5) we
reduce to the case of bounded sets and �nish the proof of Theorem 1.1.5 (Theorem
1.1.8). The biggest di�erences of these two chapters lies in the part concerning
regularity of the perturbed sequence, most of the other proofs can be repeated
almost verbatim and we will omit some of them for the case of p-capacity.

In Chapter 7 we �nish the proof of Theorem 1.1.9. As we proved it already for the
case of nearly-spherical sets, it is enough to show that the minimizers are nearly-
spherical for small enough charge. We start by collecting the regularity results
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of [DPHV19] that we will use in Section 7.1. In Section 7.2 we prove that minimizers
are close to the unit ball in L∞. We improve C1,ϑ-regularity of [DPHV19] to C2,ϑ

in Section 7.3 by looking at the minimizing pair (u, ρ) and utilizing Euler-Lagrange
equation. We prove smooth regularity of minimizers in Section 7.4 via bootstrap
procedure. Finally, we �nish the proof of Theorem 1.1.9 and prove Corollary 1.1.10
in Section 7.5.
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Chapter 2

Notation

Here we collect the notation and conventions we are going to use throughout this
thesis.

Barycenter and direction.

For an open set Ω, xΩ denotes the barycenter of Ω, namely

xΩ =
1

|Ω|

∫
Ω

xdx.

For x ∈ Rn we denote
θ := x/|x|.

Jacobians.

We denote by JΦt(x) the jacobian of Φt at x:

JΦt(x) = det∇Φt(x)

and by J∂Ω
Φt

(x) the tangential jacobian of Φt at x ∈ ∂Ω:

J∂Ω
Φt (x) = det∇τΦt(x)

(see [Mag12, Section 11.1]).

Perimeter.

We are going to deal with sets of �nite perimeter, for the de�nition and basic proper-
ties see [Mag12, Chapter 12]. For E - a set of �nite perimeter we denote its perimeter
by P (E).

Harmonic extension and H1/2 norm on the boundary.

Given a function ϕ : ∂B1 → R we de�ne

(A) HR(ϕ) ∈ W 1,2
0 (BR) as the solution to

∆HR(ϕ) = 0 in BR\B1

HR(ϕ) = ϕ on ∂B1

HR(ϕ) = 0 on ∂BR

17



(B) H(ϕ) ∈ D1,2(RN) as the solution to
∆H(ϕ) = 0 in Bc

1

H(ϕ) = ϕ on ∂B1

H(ϕ)(x)→ 0 as |x| → ∞

We are going to use the following norm:

‖ϕ‖2

H
1
2 (∂B1)

:=

∫
∂B1

ϕ2dHN−1 +

∫
Bc1

|∇H(ϕ)|2dx

in the case of absolute capacity;

‖ϕ‖2

H
1
2 (∂B1)

:=

∫
∂B1

ϕ2dHN−1 +

∫
BR\B1

|∇HR(ϕ)|2dx

in the case of relative capacity.
Note that this norm is equivalent to the standard one, where the second integral

is replaced by Gagliardo seminorm (see for example [Gri85, (1,3,3,3)]).

Normal vector and mean curvature.

When dealing with capacity we will denote by νΩ the inward normal to Ω. We will
denote by H∂Ω the mean curvature of ∂Ω with respect to the inward normal to Ω,
that is H∂Ω = div νΩ.

Note that when dealing with liquid drops we will denote by νΩ the outward
normal to Ω.

Dealing with relative and absolute capacity simultaneously.

Since most of the argument will be similar for the relative and for the absolute
capacity, we are going to use the following notational convention. Whenever possible,
we will write α∗,cap∗, etc. instead of α/αR, cap/capR or other notions that will
come along. The convention is that ∗ denotes the same thing (R or the absence of
it) throughout the equation or the computation where it appears.

Charged liquid drops model

Notation 2.0.1. Let E ⊂ R
N be a set of �nite perimeter, x ∈ RN , ν ∈ SN−1 and

r > 0.

- We call pν(x) := x−(x ·ν) ν and qν(x) := (x ·ν) ν, respectively, the orthogonal
projection onto the plane ν⊥ and the projection on ν. For simplicity we write
p(x) := peN (x) and q(x) := qeN (x) = xN .

- We de�ne the cylinder with center at x0 ∈ RN and radius r > 0 with respect
to the direction ν ∈ SN−1 as

C(x0, r, ν) :=
{
x ∈ RN : |pν(x− x0)| < r , |qν(x− x0)| < r

}
,

and write Cr := C(0, r, eN), C := C1.
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- We denote the (N − 1)-dimensional disk centered at y0 ∈ RN−1 and of radius
r by

D(y0, r) :=
{
y ∈ RN−1 : |y − y0| < r

}
.

We let Dr := D(0, r) and D := D(0, 1).

- We de�ne

eE(x, r) := inf
ν∈SN−1

1

rN−1

∫
∂∗E∩Br(x)

|νE(y)− ν|2

2
dHN−1(y).

We call eE(x, r) the spherical excess. Note that from from the de�nition it
follows that

eE(x, λr) ≤ 1

λN−1
eE(x, r)

for any λ ∈ (0, 1).

- Let (u, ρ) ∈ A(E) be the minimizer of

Gβ,K(E) = inf
(u,ρ)∈A(E)

{∫
RN

aE|∇u|2 +K

∫
E

ρ2

}
.

We de�ne the normalized Dirichlet energy at x as

DE(x, r) :=
1

rN−1

∫
Br(x)

|∇u|2 dx.

Notation 2.0.2. Let E ⊂ RN be such that ∂E ∩C(x0, r) is described by the graph
of a regular function f .

• If x ∈ RN , we write x = (x′, xN), where x′ ∈ RN−1 and xN ∈ R.

• We denote by νE the outer-unit normal to ∂E. Moreover, we extend νE at
every point in the following way

νE(x′, xN) = νE(x′, f(x′)) ∀x = (x′, xN) ∈ C(x0, r).

• Let u be a solution of

−div(aE∇u) = ρE in D′ (Br(x0)) ,

where
ρE ∈ L∞ (Br(x0)) and aE = β1E + 1Ec .

We denote by
TEu :=

(
∂ν⊥Eu, (1 + (β − 1)1E)∂νEu

)
,

where

∂ν⊥Eu := ∇u− (∇u · νE) νE and ∂νEu := (∇u · νE) νE.
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• We denote by

[g]x,r :=
1

|Br|

∫
Br(x)

g dx

the mean value of g ∈ L1(Br(x)). We simply write [g]r := [g]0,r.

• We denote the restrictions of a function v to E and Ec by v+ and v− respec-
tively:

v+ := v 1E, v− := v 1Ec .
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Chapter 3

Shape derivative

3.1 Hadamard's formula

If the sets in the minimizing problem (1.1.1) are su�ciently smooth, one can try to
deal with the problem in a classical way, i.e. look at the �rst and second variations.
For a detailed overview of this approach see, for example [HP05, Chapter 5]. We
are going to present brie�y the tools we need.

Imagine you have a family of su�ciently smooth (for our needs C2,ϑ boundary
will be enough) sets Ωt, t ∈ [0, 1]. We want to learn how to take a derivative of
I(Ωt) with respect to t. Suppose that

Ωt = Φt(Ω0),

where Φt(x) = Id + tX + o(t) with X : RN → R
N a smooth vector �eld. Then the

following lemma holds.

Lemma 3.1.1 (Hadamard's formula). If I has the form I(Ωt) =
∫

Ωt
ft(x)dx for

f(t, x) ∈ C1([0, 1]× E) with E ⊃ Ωt for any t ∈ [0, 1], then

I ′(Ωt) :=
d

dt
I(Ωt) =

∫
Ωt

d

dt
ft(x)dx+

∫
∂Ωt

ft(X · ν)dHN−1.

Proof. We �rst use change of variables formula to move everything to the initial set:

I(Ωt) =

∫
Ω0

ft(Φt(x))JΦt(x)dx.

Now the domain of integration is �xed and we have

I ′(Ωt) =

∫
Ω0

d

dt
(ft(Φt(x))JΦt(x))dx

=

∫
Ω0

∂

∂t
f(t,Φt(x))JΦt(x)dx+

∫
Ω0

∇ft(Φt(x)) ·X JΦt(x)dx+

∫
Ω0

ft(Φt(x))
d

dt
JΦt(x)dx

=

∫
Ωt

d

dt
ft(x)dx+

∫
Ωt

∇ft(x) ·X dx+

∫
Ωt

ft(x) divX dx

=

∫
Ωt

d

dt
ft(x)dx+

∫
Ωt

div(ft(x)X) dx =

∫
Ωt

d

dt
ft(x)dx+

∫
∂Ωt

ft(x)X · ν dx.
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3.2 Derivatives of solutions of PDEs on changing

domain

The problem is that even when the functionals we are interested in can be represented
as in the statement of Hadamard's formula, usually the dependence of the function
f on t is not direct. We are going to deal with solutions of Euler-Lagrange equation,
which would be PDEs with the domain changing in time.

When talking about functions with changing domains, one can take derivatives
in di�erent ways. We are going to use mostly the shape derivative, de�ned as follows.

De�nition 3.2.1. Suppose we have a family of functions ft : Ωt → R. We de�ne
the shape derivative as

ḟt(x) :=
d

dt
ft(x) for x ∈ Ωt.

Note that the shape derivative is a function de�ned on Ωt.

Another notion we are going to need is that of material derivative.

De�nition 3.2.2. Suppose we have a family of functions ft : Ωt → R and Ωt =
Φt(Ω). We de�ne the material derivative as

d

dt
ft(x ◦ Φt) for x ∈ Ω.

Note that the material derivative is a function de�ned on Ω.

3.2.1 Dirichlet Laplacian

We state the following theorem for Dirichlet Laplacian with changing domain.

Proposition 3.2.3 ( [SZ92, Proposition 3.1]). Let Ω be a Ck domain in RN , k ≥ 2.
Suppose ut is the solution in H1(Ωt) of{

∆ut = ht in Ωt,

ut = zt on ∂Ωt

for some ht ∈ L2(Ωt), zt ∈ H1/2(∂Ωt). Assume further that ht and zt have shape
derivatives in L2(Ωt) and H

1/2(∂Ωt) respectively. Then there exists a shape deriva-
tive of ht in H

1(Ωt) and it is the solution of{
∆u̇t = ḣt in Ωt,

u̇t = żt − (X · ν)∇ut · ν on ∂Ωt.

Remark 3.2.4. An analogous result holds if there is a uniformly elliptic oper-
ator instead of Laplacian. In particular, we are going to use it for an operator

u 7→ div
(

(κ2 + |∇u|2)
(p−2)/2∇u

)
with κ > 0. The proof is similar to the one for

Laplacian. For the scheme of the proof see Proposition 3.2.7.
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3.2.2 Transmission problem

Let ψt : Rn → R be a solution in D1,2(Rn) of
−β∆ψt = − 1

K
ψt − f(t) in Ωt,

∆ψt = 0 in Ωc
t ,

ψ+
t = ψ−t on ∂Ωt,

β∇ψ+
Ωt
· ν = ∇ψ1

Ωt
· ν on ∂Ωt

(3.2.1)

or, in distributional form,∫
RN

aΩt∇Ψ∇ψt dx+
1

K

∫
Ωt

Ψψt dx+

(∫
Ωt

Ψ dx

)
f(t) = 0

for any Ψ ∈ D1,2(RN).
First we notice that ψt is regular since it is a solution to a transmission problem.

Indeed, ψt ∈ C2,ϑ′(B) ∩ C2,ϑ′(Bc) by the following theorem.

Theorem 3.2.5 ( [LU68, Theorem 16.2]). Let Ω be a bounded set in RN . Denote
by Bν the co-normal derivative and suppose u is a solution in W 1,2(Ω) of

∑N
i,j=1

∂
∂xi

(ai,j(x)uxj) +
∑N

i=1 bi(x)uxi + a(x)u = f(x) in Ω,

u = 0 on ∂Ω,

[u] = 0 on ∂E,

[p(x)Bνu] = 0 on ∂E,

where the coe�cients satisfy the following conditions:

ν|ξ|2 ≤
N∑

i,j=1

ai,jξiξj ≤ µ|ξ|2, ν > 0, 0 < p0 ≤ p(x) ≤ p1

and

ai,j,
∂ai,j
∂xk

, p,
∂p

∂xk
, bi, a, f ∈ Cϑ(E) ∩ Cϑ(Ec), ∂E ∈ C2,ϑ.

Then u ∈ C2,ϑ′(E) ∩ C2,ϑ′(Ec) for some ϑ′ > 0.

Remark 3.2.6. Note that in our case the equation is in the whole space RN rather
than in a bounded domain. However, the same proof applies.

Now we are ready to prove di�erentiability of ψt with respect to t.

Proposition 3.2.7. Suppose f is bounded and Lipshitz with respect to t. Then the
function t 7→ ψt is di�erentiable in t and its derivative ψ̇t satis�es

−β∆ψ̇t = − 1
K
ψ̇t − f ′(t) in Ωt,

∆ψ̇t = 0 in Ωc
t ,

ψ̇+
t − ψ̇−t = −

(
∇ψ+

t −∇ψ−t
)
· ν(X · ν) on ∂Ωt,

β∇ψ̇+
t · ν −∇ψ̇−t · ν = −

((
β∇[∇ψ+

t ]−∇[∇ψ−t ]
)
·X
)
· ν on ∂Ωt.

(3.2.2)
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Proof. The proof is standard, see [HP05, Chapter 5] for the general strategy and
[ADK07, Theorem 3.1] for a di�erent kind of a transmission problem. We were
unable to �nd a result covering our particular case in the literature, so we provide
a proof here.

We �rst deal with material derivative of the function ψ, i.e. we shall look at the
function t 7→ ψ̃t := ψt(Φt(x)). The advantage is that its derivative in time is in H1

as we will see. Note that the shape derivative of ψt is not in H
1 as it has a jump on

∂Ωt.
Step 1: moving everything to a �xed domain.
We introduce the following notation:

At(x) := DΦ−1
t (x)

(
DΦ−1

t

)t
(x)JΦt(x).

Note that At is symmetric and positive de�nite and for t small enough it is elliptic
with a constant independent of t.

Now let us write the equation for ψt in distributional form and perform a change
of variables to get the equation for ψ̃t:∫

RN

∇Ψ
(
aBAt∇ψ̃t

)
dx+

1

K

∫
B

Ψψ̃tJΦt(x)dx+

(∫
B

ΨJΦt(x)dx

)
f(t) = 0 (3.2.3)

for any Ψ ∈ D1,2(RN).
Step 2: convergence of the material derivative.
We write the di�erence of equations (3.2.3) for ψ̃t+h and ψ̃t and divide it by h

to get∫
RN

∇Ψ

(
aB
At+h∇ψ̃t+h − At∇ψ̃t

h

)
dx+

1

K

∫
B

Ψ

(
ψ̃t+h − ψ̃t

h

)
JΦt(x)dx

+
1

K

∫
B

Ψψ̃t+h
JΦt+h − JΦt

h
dx+

(∫
B

ΨJΦt(x)dx

)
f(t+ h)− f(t)

h

+

(∫
B

Ψ
JΦt+h(x)− JΦt(x)

h
dx

)
f(t+ h) = 0

for any Ψ ∈ D1,2(RN).

Now, introducing gh(x) := ψ̃t+h−ψ̃t
h

for convenience, we get∫
RN

∇Ψ (aBAt+h∇gh) dx+
1

K

∫
B

ΨghJΦt(x)dx+

∫
RN

∇Ψ

(
aB
At+h − At

h
∇ψ̃t

)
dx

+
1

K

∫
B

Ψψ̃t+h
JΦt+h − JΦt

h
dx+

(∫
B

ΨJΦt(x)dx

)
f(t+ h)− f(t)

h

+

(∫
B

Ψ
JΦt+h(x)− JΦt(x)

h
dx

)
f(t+ h) = 0

(3.2.4)
for any Ψ ∈ D1,2(RN).
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Now we want to get a uniform bound on gh in D1,2(RN). We use gh as a test
function in (3.2.4) and get∫
RN

aB∇gh · (At+h∇gh) dx+
1

K

∫
B

g2
hJΦt(x)dx+

∫
RN

aB∇gh ·
(
At+h − At

h
∇ψ̃t

)
dx

+
1

K

∫
B

ghψ̃t+h
JΦt+h − JΦt

h
dx+

(∫
B

ghJΦt(x)dx

)
f(t+ h)− f(t)

h

+

(∫
B

gh
JΦt+h(x)− JΦt(x)

h
dx

)
f(t+ h) = 0.

Since A(t+h,x)−A(t,x)
h

is bounded in L∞ and At is uniformly elliptic we know that there
exist some positive constant c independent of h such that∫

RN

aB∇gh · (At+h∇gh) dx+

∫
RN

aB∇gh ·
(
At+h − At

h
∇ψ̃t

)
dx

≥ c

∫
RN

|∇gh|2 dx− C
∫
RN

|∇ψt|2 dx.

Thus, recalling the properties of Φt and the fact that f is bounded and Lipschitz,
we have

c

∫
RN

|∇gh|2 dx+
1

K

∫
B

g2
hJΦt(x)dx ≤ C

∫
RN

|∇ψt|2 dx+
1

K

∫
B

∣∣∣∣ghψ̃t+hJΦt+h − JΦt

h

∣∣∣∣ dx
+

(∫
B

|ghJΦt(x)|dx
) ∣∣∣∣f(t+ h)− f(t)

h

∣∣∣∣+

(∫
B

∣∣∣∣ghJΦt+h(x)− JΦt(x)

h

∣∣∣∣ dx) |f(t+ h)|

≤ C

∫
RN

|∇ψt|2 dx+ C

∫
B

∣∣∣ghψ̃t+h∣∣∣ dx+ C

∫
B

|gh| dx.

Recalling that ψt is in D
1,2 and L∞, we further get

c

∫
RN

|∇gh|2 dx+
1

K

∫
B

g2
hJΦt(x)dx ≤ C + C

∫
B

|gh| dx.

Now, using Young's inequality and the fact that jacobian of Φt is close to 1 we �nally
get ∫

RN

|∇gh|2 dx+
1

K

∫
B

g2
hJΦt(x)dx ≤ C.

So, gh is uniformly bounded in D1,2(RN) and thus, up to a subsequence, there exists
a weak limit g0 as h goes to zero. Note that g0 satis�es∫

RN

∇Ψ (aBAt∇g0) dx+

∫
RN

∇Ψ

(
aB

d

dt
At∇ψ̃t

)
dx+

1

K

∫
B

Ψg0JΦt(x)dx

+
1

K

∫
B

Ψψ̃t
d

dt
JΦt dx+

(∫
B

ΨJΦt(x)dx

)
f ′(t) +

(∫
B

Ψ
d

dt
JΦt dx

)
f(t) = 0
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for any Ψ ∈ D1,2(RN), i.e. it is the solution of

−β div(At∇g0) = − 1
K
g0JΦt(x)− 1

K
ψ̃t

d
dt
JΦt − JΦt(x)f ′(t)

− d
dt
JΦtf(t) + β div

(
d
dt
At∇ψ̃t

)
in B1,

div(At∇g0) = − div
(
d
dt
At∇ψ̃t

)
in Bc

1,

g+
0 = g1

0 on ∂B1,

βAt∇g+
0 · ν = At∇g1

0 · ν on ∂B1.

So, the whole sequence gh converges weakly to g0 as h tends to 0.
To get the strong convergence of the material derivative, we observe that using

gh as a test function in its Euler-Lagrange equation, we get the convergence of the
norm in H1 to the norm of g0. That, together with weak convergence, gives us
strong convergence of gh.

Step 3: existence of the shape derivative.
We want to show that

ψ̇t =
d

dt
ψ̃t −X · ∇ψt

in D1,2(Ωt) ∩D1,2(Ωc
t). Indeed, since ψt(x) = ψ̇t(Φ

−1
t (x)), we have

ψt+h(x)− ψt+h(x)

h
=
ψt+h(Φ

−1
t+h(x))− ψt(Φ−1

t+h(x))

h
+
ψt(Φ

−1
t+h(x))− ψt(Φ−1

t (x))

h
.

(3.2.5)
The �rst term on the right-hand side converges strongly to d

dt
ψt(Φ

−1
t (x)) as h goes

to 0 by Step 2 and continuity of Φt. As for the second term, by the regularity of ψt
and the de�nition of Φ, it converges to −∇ψt(Φ−1

t (x)) ·X strongly in L2.
Step 4: the equation for the shape derivative.
Now that we know that t 7→ ψt is di�erentiable, we can di�erentiate the Euler-

Lagrange equation for ψt given by (3.2.1) and we get
−β∆ψ̇t = − 1

K
ψ̇t − f ′(t) in Ωt,

∆ψ̇t = 0 in Ωc
t ,

ψ̇+
t − ψ̇−t = −

(
∇ψ+

t −∇ψ−t
)
·X on ∂Ωt,

β∇ψ̇+
t · ν −∇ψ̇−t · ν = −

((
β∇[∇ψ+

t ]−∇[∇ψ−t ]
)
·X
)
· ν on ∂Ωt.

Now we can use the boundary conditions in (3.2.1) to get rid of the tangential
part in the right-hand side of the jump of ψ̇t on the boundary. Indeed,

−
(
∇ψ+

t −∇ψ−t
)
·X = −

(
∇τψ+

t −∇τψ−t
)
·Xτ −

(
∇ψ+

t −∇ψ−t
)
· ν(X · ν)

and ∇τψ+
t = ∇τψ−t by di�erentiating the equality ψ+

t = ψ−t on the boundary of Ωt.
�
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Chapter 4

Fuglede's computation

In this chapter we are going to prove (1.1.2) int the cases I = cap∗ / capp /G for
su�ciently smooth sets Ω, that is, for nearly-spherical sets de�ned as follows.

De�nition 4.0.1. An open bounded set Ω ⊂ R
N is called nearly-spherical of class

C2,ϑ parametrized by ϕ, if there exists ϕ ∈ C2,ϑ with ‖ϕ‖L∞ < 1
2
such that

∂Ω = {(1 + ϕ(x))x : x ∈ ∂B1}.

The results we are going to get are analogues of the following theorem which we
will need for liquid drops model.

Theorem 4.0.2 ( [Fug89, Theorem 1.2]). There exists a constant c = c(N) such
that for any Ω � nearly-spherical set parametrized by ϕ with |Ω| = |B1|, xΩ = 0,
the following inequality holds

P (Ω)− P (B1) ≥ c‖ϕ‖2
H1(∂B1).

We want to write a Taylor expansion for the energies we are dealing with. To
that end we need to have a family of sets transforming B to Ω. We will use the
following lemma.

Lemma 4.0.3. Given ϑ ∈ (0, 1] there exists δ = δ(N, ϑ) > 0, a modulus of continu-
ity ω, and a constant C > 0 such that for every nearly-spherical set Ω parametrized
by ϕ with ‖ϕ‖C2,ϑ(∂B1) < δ and |Ω| = |B1|, we can �nd an autonomous vector �eld
Xϕ for which the following holds true:

(i) divXϕ = 0 in a δ-neighborhood of ∂B1;

(ii) Xϕ = 0 outside a 2δ-neighborhood of ∂B1;

(iii) if Φt := Φ(t, x) is the �ow of Xϕ, i.e.

∂tΦt = Xϕ(Φt), Φ0(x) = x,

then Φ1(∂B1) = ∂Ω and |Φt(B1)| = |B1| for all t ∈ [0, 1];
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(iv) denote Ωt := Φt(B1), then

‖Φt − Id‖C2,ϑ ≤ ω(‖ϕ‖C2,ϑ(∂B1)) for every t ∈ [0, 1], (4.0.1)

|JΦ| ≤ C in a neighborhood of B1, (4.0.2)

‖ϕ− (Xϕ · νB1)‖L2(∂B1) ≤ ω(‖ϕ‖L∞(∂B1))‖ϕ‖L2(∂B1), (4.0.3)

‖ϕ− (Xϕ · νB1)‖
H

1
2 (∂B1)

≤ ω(‖ϕ‖L∞(∂B1))‖ϕ‖H 1
2 (∂B1)

, (4.0.4)

‖X · ν‖H1(∂Ωt)
≤ C ‖ϕ‖H1(∂B1) , (4.0.5)

(X · x) ◦ Φt −X · νB1 = (X · νB1)ft, x ∈ ∂B1, (4.0.6)

where ‖ft‖C2,ϑ(∂B1) ≤ ω(‖ϕ‖C2,ϑ(∂B1)), and for the tangential part of X, de�ned
as X = X − (X · ν)ν, there holds

|Xτ | ≤ ω(‖ϕ‖C2,ϑ(∂B1)) |X · ν| on ∂Ωt. (4.0.7)

Proof. Let us construct a vector �eld satisfying all the properties except (ii) and then
multiply it by a cut-o�. Such a vector �eld can be constructed for any smooth set, see
for example [Dam02]. However, for the ball one can write an explicit expression in a
neighborhood of ∂B1. The proof for the case of the ball can be found in [BDPV15,
Lemma A.1]. For the convenience of the reader we provide the expression here, as
well as a brief explanation of how to get the needed bounds. In polar coordinates,
ρ = |x|, θ = x/|x| the �eld looks like this:

Xϕ(ρ, θ) =
(1 + ϕ(θ))N − 1

NρN−1
θ,

Φt(ρ, θ) =
(
ρN + t

(
(1 + ϕ(θ))N − 1

)) 1
N
θ

for |ρ− 1| � 1. Then we extend this vector �eld globally in order to satisfy (4.0.1).
Notice that (4.0.2) is a direct consequence of (4.0.1).

By direct computation we get (4.0.6). Now we can get the bound (4.0.5). Indeed,
(4.0.6) together with (4.0.2) gives us

‖X · ν‖H1(∂Ωt) ≤ |JΦ|
(
1 + ω

(
‖ϕ‖C2,ϑ(∂B1)

))
‖X · ν‖H1(∂B1)

≤ g
(
‖ϕ‖C2,ϑ(∂B1)

)
‖X · ν‖H1(∂B1).

From the de�nition of X, on ∂B1 we have

ϕ−X · ν =
1

N

N∑
i=2

(
N

i

)
ϕi,

28



yielding the inequalities (4.0.4) and (4.0.3).
To see (4.0.7) we use that by de�nition X is parallel to θ near ∂B1. Thus,

|Xτ ◦ Φt| = |((X · θ) θ) ◦ Φt − ((X · ν) ν) ◦ Φt|
=
∣∣ (X · ν∂B1)

(
1 + ω

(
‖ϕ‖C2,ϑ(∂B1)

))
ν∂B1

(
1 + ω

(
‖ϕ‖C2,ϑ(∂B1)

))
− (X · ν∂B1)

(
1 + ω

(
‖ϕ‖C2,ϑ(∂B1)

))
ν∂B1

(
1 + ω

(
‖ϕ‖C2,ϑ(∂B1)

)) ∣∣
= ω

(
‖ϕ‖C2,ϑ(∂B1)

)
|(X · ν) ◦ Φt| .

�

In what follows we will sometimes omit the subscript ϕ for brevity.

4.1 Capacity: the case of p = 2

4.1.1 Second variation

We now compute the second order expansion of the capacity of a nearly-spherical
set.

Lemma 4.1.1. Given ϑ ∈ (0, 1], there exists δ = δ(N, ϑ) > 0 and a modulus
of continuity ω such that for every nearly-spherical set Ω parametrized by ϕ with
‖ϕ‖C2,ϑ(∂B1) < δ and |Ω| = |B1|, we have

cap∗(Ω) ≥ cap∗(B1) +
1

2
∂2 cap∗(B1)[ϕ, ϕ]− ω(‖ϕ‖C2,ϑ)‖ϕ‖2

H
1
2 (∂B1)

,

where

(A)

∂2 capR(B1)[ϕ, ϕ] := 2
(N − 2)2

1−R−(N−2)

(∫
BR\B1

|∇HR(ϕ)|2dx

− (N − 1)

∫
∂B1

ϕ2dHN−1
)

;

(B)

∂2 cap(B1)[ϕ, ϕ] := 2(N − 2)2

(∫
Bc1

|∇H(ϕ)|2dx− (N − 1)

∫
∂B1

ϕ2dHN−1

)
.

Proof. Now set Ωt := Φt(B1) with Φt from Lemma 4.0.3 and let ut be the capacitary
potential of Ωt. We de�ne

c∗(t) := cap∗(Ωt) =

{∫
BR\Ωt

|∇ut|2dx in the case of relative capacity;∫
Ωct
|∇ut|2dx in the case of full capacity.

By Proposition 3.2.3 t 7→ ut is di�erentiable and its derivative u̇t satis�es
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(A) 
∆u̇t = 0 in BR\Ωt,

u̇t = −∇ut ·Xϕ on ∂Ωt,

u̇t = 0 on ∂BR;

(B) 
∆u̇t = 0 in Ωc

t ,

u̇t = −∇ut ·Xϕ on ∂Ωt,

u̇t(x)→ 0 as |x| → ∞.
Using Hadamard formula, we compute:

1

2
c′R(t) =

∫
BR\Ωt

∇ut · ∇u̇tdx+
1

2

∫
∂Ωt

|∇ut|2Xϕ · νΩtdHN−1,

where νΩt is the inward normal to ∂Ωt. Now we recall that ut is harmonic in BR\Ωt

and we use the boundary conditions for u̇t to get

1

2
c′R(t) =

∫
BR\Ωt

div (u̇t∇ut)dx+
1

2

∫
∂Ωt

|∇ut|2Xϕ · νΩtdHN−1

=

∫
∂Ωt

u̇t∇ut · νΩtdHN−1 +
1

2

∫
∂Ωt

|∇ut|2Xϕ · νΩtdHN−1

=

∫
∂Ωt

(−∇ut ·Xϕ)∇ut · νΩtdHN−1 +
1

2

∫
∂Ωt

|∇ut|2Xϕ · νΩtdHN−1.

We know that ut is identically 1 on ∂Ωt and smaller than 1 outside, hence (recall
that νΩt denotes the inner normal)

∇ut = |∇ut|ν∂Ωt on ∂Ωt. (4.1.1)

Therefore,

1

2
c′R(t) =

∫
∂Ωt

−|∇ut|2Xϕ · νΩtdHN−1 +
1

2

∫
∂Ωt

|∇ut|2Xϕ · νΩtdHN−1

= −1

2

∫
∂Ωt

|∇ut|2Xϕ · νΩtdHN−1 = −1

2

∫
BR\Ωt

div (|∇ut|2Xϕ)dx.

We proceed now with the second derivative, using again Hadamard's formula and
recalling thatX is autonomous and divergence-free in a neighborhood of ∂B1 (hence,
on ∂Ωt).

1

2
c′′R(t) = −1

2

∫
BR\Ωt

div
( ∂
∂t
|∇ut|2Xϕ

)
dx− 1

2

∫
∂Ωt

div (|∇ut|2Xϕ)(Xϕ · νΩt)dHN−1

= −
∫
∂Ωt

(∇ut · ∇u̇t)Xϕ · νΩtdHN−1 − 1

2

∫
∂Ωt

(∇|∇ut|2 ·Xϕ)(Xϕ · νΩt)dHN−1

=

∫
∂Ωt

u̇t∇u̇t · νΩtdHN−1 −
∫
∂Ωt

(Xϕ · νΩt)(∇2ut[∇ut] ·Xϕ)dHN−1

=

∫
BR\Ωt

|∇u̇t|2dx−
∫
∂Ωt

(Xϕ · νΩt)(∇2ut[∇ut] ·Xϕ)dHN−1
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Note that in the second to last equality we have used (4.1.1) and the boundary
condition for u̇t. Now since ut is constant on ∂Ωt, we get

0 = ∆ut = |∇ut|H∂Ωt +∇2[νΩt ] · νΩt on ∂Ωt.

Taking this into account and denoting Xτ = Xϕ − (Xϕ · νΩt)νΩt on ∂Ωt, we get

1

2
c′′R(t) =

∫
BR\Ωt

|∇u̇t|2dx

−
∫
∂Ωt

(Xϕ · νΩt)(∇2ut[|∇ut|νΩt ] · ((Xϕ · νΩt)ν +Xτ ))dHN−1

=

∫
BR\Ωt

|∇u̇t|2dx+

∫
∂Ωt

(Xϕ · νΩt)
2|∇ut|2H∂ΩtdHN−1

−
∫
∂Ωt

(Xϕ · νΩt)(∇2ut[∇ut] ·Xτ )dHN−1.

(4.1.2)

Now we wish to calculate c′′R(0). We use that

• H∂B1 = −(N − 1);

• Xτ = 0 on ∂B1;

• u0 = uB1 = |x|−(N−2)−R−(N−2)

1−R−(N−2) in BR\B1;

• u̇0 = HR(−Xϕ · ∇u0).

1

2
c′′R(0) =

∫
BR\B1

|∇HR(−Xϕ · ∇u0)|2dx− (N − 1)

∫
∂B1

(Xϕ · νB1)2|∇u0|2dHN−1

=
(N − 2)2

1−R−(N−2)

(∫
BR\B1

|∇HR(Xϕ · νB1)|2dx− (N − 1)

∫
∂B1

(Xϕ · νB1)2dHN−1

)
.

As for the case of full capacity, the same computations apply with minor changes,
obtaining

1

2
c′′(0) = (N − 2)2

(∫
Bc1

|∇HR(Xϕ · νB1)|2dx− (N − 1)

∫
∂B1

(Xϕ · νB1)2dHN−1

)
,

which formally corresponds to sending R → ∞ in the formula for c′′R. Since balls
minimize the capacity we also have that c′∗(0) = 0. Writing

cap∗(Ω) = c∗(1) = c∗(0) +
1

2
c′′∗(0) +

∫ 1

0

(1− t)(c′′∗(t)− c′′∗(0))dt ,

one can now exploit Lemma 4.0.3 and perform the very same computations as in
[BDPV15, Lemma A.2] to conclude. We put the computations here for the sake of
completeness. We need to show the following bound:

|c′′∗(t)− c′′∗(0)| ≤ ω(‖ϕ‖C2,ϑ)‖X · ν‖2

H
1
2 (∂B1)
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for some modulus of continuity ω. Let us prove it for the relative capacity, the
absolute capacity can be dealt with in a similar fashion. We recall (4.1.2) and pull
it back on the unit ball:

1

2
c′′R(t) =

∫
BR\B1

|∇u̇t|2 ◦ ΦtJΦtdx+

∫
∂B1

(
(X · νΩt)

2|∇ut|2H∂Ωt

)
◦ ΦtJ

∂B1
Φt

dHN−1

−
∫
∂B1

(
(X · νΩt)(∇2ut[∇ut] ·Xτ )

)
◦ ΦtJ

∂B1
Φt

dHN−1

= I1(t) + I2(t) + I3(t).

By (4.0.1), we have

‖H∂Ωt ◦ Φt −H∂B‖L∞(∂B) + ‖J∂BΦt − 1‖L∞(∂B) + ‖JΦt − 1‖L∞(B) ≤ ω (‖ϕ‖C2,ϑ) .

In addition, by Lemma 4.0.3, X is parallel to θ in a neighborhood of ∂B, so we have

| (X · νΩt) ◦ Φt −X · νB| ≤ ω (‖ϕ‖C2,ϑ) |X · νB|,

as well as
|Xτ ◦ Φt| ≤ ω (‖ϕ‖C2,ϑ) |X · νB|.

Considering the equation satis�ed by ut ◦ Φt on B1, by Schauder estimates we get

‖u− ut ◦ Φt‖C2,ϑ(B1) ≤ ω (‖ϕ‖C2,ϑ)

Thus, noticing that I3(0) = 0, we get

|I2(t)− I2(0)|+ |I3(t)− I3(0)| ≤ ω (‖ϕ‖C2,ϑ) ‖X · νB‖2
L2(∂B).

It remains to show that

|I1(t)− I1(0)| ≤ ω(‖ϕ‖C2,ϑ)‖X · ν‖2
H1/2(∂B). (4.1.3)

We de�ne wt := u̇t ◦ Φt. Notice that ∇wt = (∇Φt)
t∇u̇t ◦ Φt, so by (4.0.1) to get

(4.1.3) it is enough to prove that∣∣∣∣∫
BR\B1

|∇wt|2 − |∇u̇0|2 dx
∣∣∣∣ ≤ ω(‖ϕ‖C2,ϑ)‖X · ν‖2

H1/2(∂B).

We now move the equation for u̇t onto the unit ball B and see that wt satis�es
div (Mt∇wt) = 0 in BR \B1,

wt = − (∇ut ·X) ◦ Φt on ∂B1,

wt = 0 on ∂BR,

where Mt = JΦt

(
(∇Φt)

−1)t (∇Φt)
−1. Classical elliptic estimates together with

(4.0.1) then give

‖∇wt −∇u̇0‖L2(BR\B1)

≤ C(N)
(
‖(Mt − Id)∇wt‖L2(BR\B1) + ‖(∇ut ·X) ◦ Φt −∇u0 ·X‖H1/2(∂B1)

)
≤ ω(‖ϕ‖C2,ϑ)‖∇wt‖L2(BR\B1) + C(N)‖(∇ut ·X) ◦ Φt −∇u0 ·X‖H1/2(∂B1).
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Recalling that ∇u0 = −|∇u0|θ on ∂B1 and that X = (X · θ)θ near ∂B1, we obtain

‖(∇ut ·X) ◦ Φt −∇u0 ·X‖H1/2(∂B1)

≤ ‖((∇ut · θ) ◦ Φt −∇u0 · θ) (X · θ) ◦ Φt‖H1/2(∂B1)

+ ‖|∇u0| ((X · θ) ◦ Φt −X · θ)‖H1/2(∂B1)

≤ ‖((∇ut ◦ Φt −∇(ut ◦ Φt)) (θ ◦ Φt)) (X · θ) ◦ Φt‖H1/2(∂B1)

+ ‖(∇(ut ◦ Φt) (θ ◦ Φt)− (∇u0 · θ)) (X · θ) ◦ Φt‖H1/2(∂B1)

+ ‖|∇u0| ((X · θ) ◦ Φt −X · θ)‖H1/2(∂B1)

≤ ω(‖ϕ‖C2,ϑ)‖∇u0 ·X‖H1/2(∂B1).

Hence,

‖∇wt −∇u̇0‖L2(BR\B1) ≤ ω(‖ϕ‖C2,ϑ)
(
‖∇wt‖L2(BR\B1) + ‖∇u0 ·X‖H1/2(∂B1)

)
≤ ω(‖ϕ‖C2,ϑ)

(
‖∇wt − u̇0‖L2(BR\B1) + ‖∇u̇0‖L2(BR\B1) + ‖∇u0 ·X‖H1/2(∂B1)

)
≤ ω(‖ϕ‖C2,ϑ)

(
‖∇wt − u̇0‖L2(BR\B1) + 2‖∇u0 ·X‖H1/2(∂B1)

)
,

where in the last inequality we have used the equation for u̇0. We choose δ small
enough so that ω(‖ϕ‖C2,ϑ) ≤ 1/2 and get

‖∇wt −∇u̇0‖L2(BR\B1) ≤ ω(‖ϕ‖C2,ϑ)‖∇u0 ·X‖H1/2(∂B1),

Finally, we have∣∣∣∣∫
BR\B1

|∇wt|2 − |∇u̇0|2 dx
∣∣∣∣ ≤ ‖∇wt −∇u̇0‖L2(BR\B1)‖∇wt +∇u̇0‖L2(BR\B1)

≤ 2‖∇u̇0‖L2(BR\B1)‖∇wt −∇u̇0‖L2(BR\B1) + ‖∇wt −∇u̇0‖2
L2(BR\B1)

≤ ω(‖ϕ‖C2,ϑ)‖∇u0 ·X‖2
H1/2(∂B1),

yielding (4.1.3) and hence �nishing the proof. �

4.1.2 Inequality for nearly-spherical sets

We now establish a quantitative inequality for nearly-spherical sets in the spirit of
those established by Fuglede in [Fug89], compare with [BDPV15, Section 3].

Theorem 4.1.2. There exists δ = δ(N), c = c(N,R) (c = c(N) for the capacity
in RN) such that if Ω is a nearly-spherical set of class C2,ϑ parametrized by ϕ with
‖ϕ‖C2,ϑ ≤ δ, |Ω| = |B1| (and xΩ = 0 for the case of the capacity in RN), then

cap∗(Ω)− cap∗(B1) ≥ c‖ϕ‖2

H
1
2 (∂B1)

,

where

‖ϕ‖2

H
1
2 (∂B1)

:=

∫
∂B1

ϕ2dHN−1 +

∫
Bc1

|∇H∗(ϕ)|2dx,

where the second integral is intended on BR \B1 if ∗ = R.
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Proof. We essentially repeat the proof of the Theorem 3.3 in [BDPV15]. First, we
show that

∫
∂B1

ϕ is small. Indeed, we know that

|B1| = |Ω| =
∫
∂B1

(1 + ϕ(x))N

N
dHN−1

= |B1|+
∫
∂B1

ϕ(x)dHN−1 +

∫
∂B1

N∑
i=2

(
N

i

)
ϕ(x)i

N
dHN−1.

Hence, ∣∣∣∣∫
∂B1

ϕ(x)dHN−1

∣∣∣∣ =

∣∣∣∣∣
∫
∂B1

N∑
i=2

(
N

i

)
ϕ(x)i

N
dHN−1

∣∣∣∣∣
≤ C(N)

∫
∂B1

ϕ(x)2dHN−1 ≤ C(N)δ‖ϕ‖L2 .

Moreover, for the case of the absolute capacity, also
∫
∂B1

xiϕ is small. Indeed,
using that the barycenter of Ω is at the origin, we get∣∣∣∣∫

∂B1

xiϕ(x)dHN−1

∣∣∣∣ ≤ ∫
∂B1

N∑
j=2

(
N

j

) ∣∣∣∣ ϕ(x)j

N + 1

∣∣∣∣dHN−1 ≤ C(N)δ‖ϕ‖L2 .

Let us de�ne

(A)

MR
δ := {ξ ∈ H

1
2 (∂B1) :

∣∣∣∣∫
∂B1

ξdHN−1

∣∣∣∣ ≤ δ‖ξ‖H1/2};

(B)

Mδ :=
{
ξ ∈ H

1
2 (∂B1) :

∣∣∣∣∫
∂B1

ξdHN−1

∣∣∣∣+

∣∣∣∣∫
∂B1

xξdHN−1

∣∣∣∣ ≤ δ‖ξ‖H1/2

}
,

and note that, since ‖ξ‖L2 ≤ ‖ξ‖H1/2 , we have just proved that ϕ belongs toM∗
Cδ.

By Lemma 4.1.1 for δ small enough we have

cap∗(Ω)− cap∗(B1) ≥ 1

2
∂2 cap∗(B1)[ϕ, ϕ]− ω(‖ϕ‖C2,ϑ)‖ϕ‖2

H
1
2 (∂B1)

. (4.1.4)

So, it is enough to check that

∂2 cap∗(B1)[ξ, ξ] ≥ c‖ξ‖2

H
1
2 (∂B1)

, for every ξ ∈M∗
δ

for small δ.
Step 1: linearized problem. First, we show that

∂2 cap∗(B1)[ξ, ξ] ≥ c‖ξ‖2

H
1
2 (∂B1)

, for every ξ ∈M∗
0.

Note that
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(A) MR
0 = {ξ ∈ H 1

2 (∂B1) :
∫
∂B1

ξdHN−1 = 0};

(B) M0 =
{
ξ ∈ H 1

2 (∂B1) :
∫
∂B1

ξdHN−1 =
∫
∂B1

xiξdHN−1 = 0, i = 1, 2, . . . , N
}
.

We recall that

(A)

∂2 capR(B1)[ϕ, ϕ] := 2
(N − 2)2

1−R−(N−2)

(∫
BR\B1

|∇HR(ϕ)|2dx

− (N − 1)

∫
∂B1

ϕ2dHN−1
)

;

(B)

∂2 cap(B1)[ϕ, ϕ] := 2(N − 2)2

(∫
Bc1

|∇H(ϕ)|2dx− (N − 1)

∫
∂B1

ϕ2dHN−1

)
.

We consider �rst the case of relative capacity. We need to estimate the quotient∫
BR\B1

|∇HR(ξ)|2dx∫
∂B1

ξ2dHN−1

from below for ξ ∈ M0\{0}. We note that it is the Rayleigh quotient for the
operator ξ 7→ ∇HR(ξ) · ν. Thus, we need to calculate its eigenvalues. We use
spherical functions as a basis of L2(∂B1): ξ =

∑
m,n am,nYm,n. We now show that

H(Ym,n) can be written as Rm,n(r)Ym,n(ω) for a suitable function Rm,n(r). Indeed,
by the equation de�ning H(Ym.n) we have check that

∆(Rm,n(r)Ym,n(ω)) = 0 in BR\B1

Rm,n(1)Ym,n = Ym,n

Rm,n(R)Ym,n = 0

Since ∆̃Ym,n = −m(m+N − 2)Ym,n, where ∆̃ is the Laplace-Beltrami operator, one
easily checks that

Rm,n(r) = − 1

R2m+N−2 − 1
rm +

(
1 +

1

R2m+N−2 − 1

)
r−(N+m−2)

provides a solution. Hence, the �rst eigenvalue is zero and corresponds to constants,
whereas the �rst non-zero one is −R′1,n(1) = (N − 1) + 1

RN−1
N .

For the case of the absolute capacity we estimate the quotient∫
Bc1
|∇H(ξ)|2dx∫

∂B1
ξ2dHN−1

in an analogous way. The functions Rm,n in this case is

Rm,n(r) = r−(N+m−2).
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The �rst eigenvalue is zero and corresponds to constants, the second one is N − 1
and corresponds to the coordinate functions, the next one is N .

Step 2: reducing toM∗
0. We are going to apply Step 1 to the projection ξ0 of ξ

onM∗
0 and show that the di�erence |∂2 cap∗(B1)[ξ, ξ]− ∂2 cap∗(B1)[ξ0, ξ0]| is small.

Let ξ be inM∗
δ . De�ne

(A)

ξ0 := ξ − 1

N |B1|

∫
∂B1

ξdHN−1;

(B)

ξ0 := ξ − 1

N |B1|

∫
∂B1

ξdHN−1 − 1

|B1|

N∑
i=1

xi

∫
∂B1

yiξdHN−1.

It is immediate from the de�nition that ξ0 belongs toM∗
0. We denote ζ := ξ − ξ0.

Since ξ belongs toM∗
Cδ, we have

‖ζ‖2

H
1
2 (∂B1)

≤ C‖ζ‖2
L2(∂B1) ≤ Cδ2‖ξ‖2, (4.1.5)

where we have used that since ζ belongs to an N + 1 dimensional space, the H1/2

and the L2 are equivalent.
We now compare the norms of ξ and ξ0:

‖ξ0‖2

H
1
2 (∂B1)

≥ ‖ξ‖2

H
1
2 (∂B1)

− ‖ζ‖2

H
1
2 (∂B1)

≥ (1− Cδ2)‖ξ‖2

H
1
2 (∂B1)

. (4.1.6)

Now we apply Step 1 to ξ0 to get

∂2 cap∗(B1)[ξ, ξ] = ∂2 cap∗(B1)[ξ0, ξ0] + 2∂2 cap∗(B1)[ξ, ζ]− ∂2 cap∗(B1)[ζ, ζ]

≥ c‖ξ0‖2

H
1
2 (∂B1)

− C
(

2‖ζ‖
H

1
2 (∂B1)

‖ξ‖
H

1
2 (∂B1)

+ ‖ζ‖2

H
1
2 (∂B1)

)
and thus , by (4.1.6) and (4.1.5),

∂2 cap∗(B1)[ξ, ξ] ≥ c‖ξ0‖2

H
1
2 (∂B1)

− Cδ‖ξ‖2 ≥ c

2
‖ξ‖2

H
1
2 (∂B1)

provided δ is chosen su�ciently small.
�

4.2 Capacity: the case of general p

In this section we are going to prove Theorem 1.1.8 for nearly-spherical sets. Some
technical problems arise comparing to the case of standard capacity of the previous
section. We are going to deal with them in a way similar to the one devised by Fusco
and Zhang for proving analogous result for p-Faber-Krahn inequality in [FZ16] (note
that we will be citing the preprint rather than the published version [FZ17] as it has
more details).

First, we consider perturbed functionals to make the equation non-degenerate.
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De�nition 4.2.1. We de�ne perturbed p-capacity as follows:

capp,κ(Ω) = inf
u∈W 1,p(RN )

{∫
Ωc

(
(κ2 + |∇u|2)

p
2 − κp

)
dx : u = 1 on Ω

}
.

Remark 4.2.2. Note that the in�mum is achieved by the unique solution of the
following equation 

div((κ2 + |∇u|2)
p−2

2 ∇u) = 0 in Ωc,

u = 1 on ∂Ω,

u(x)→ 0 as |x| → ∞.

We will denote the minimizer by uκ,Ω.

Let Φt be the �ow from Lemma 4.0.3 and de�ne Ωt = Φt(B). For brevity we
denote uκ,t := uκ,Ωt .

Remark 4.2.3. The function uκ,t satis�es the following equation
div((κ2 + |∇uκ,t|2)

p−2
2 ∇uκ,t) = 0 in Ωc

t ,

uκ,t = 1 on ∂Ωt,

uκ,t(x)→ 0 as |x| → ∞.
(4.2.1)

We also note that ∇uκ,t = |∇uκ,t|ν∂Ωt on ∂Ωt since it is constant on the boundary
and less than 1 outside of the set by maximum principle (here ν∂Ωt denotes inner
normal).

We want to di�erentiate the perturbed p-capacity of Ωt in t. We introduce the
following notation

ck(t) :=

∫
Ωct

(
(κ2 + |∇uκ,t|2)

p
2 − κp

)
dx.

Since for any κ > 0 equation (4.2.1) is elliptic, the following di�erentiability result
holds (remember Remark 3.2.4).

Lemma 4.2.4 (Shape derivative of uκ,t). For any κ > 0 the derivative of uκ,t in t
exists and it solves the following equation

div
(
(κ2 + |∇uκ,t|2)

p−2
2 ∇u̇κ,t

+(p− 2)(κ2 + |∇uκ,t|2)
p−4

2 (∇uκ,t · ∇u̇κ,t)∇uκ,t
)

= 0 in Ωc
t ,

u̇κ,t = −∇uκ,t ·X on ∂Ωt.

(4.2.2)

We want to see what happens near the ball for the initial functional. To that
end, we compute u0 := u0,0 and its gradient in Bc:

u0 = |x|
p−N
p−1 , ∇u0 =

p−N
p− 1

|x|
p−N
p−1
−1θ.
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Theorem 4.2.5 (convergence of uκ,t). Let κ ∈ [0, 1], p > 1, ϑ ∈ (0, 1), R > 1.
There exist ϑ̃ ∈ (0, ϑ) and a modulus of continuity ω = ω(p, ϑ, n) such that if Ω
is a C2,ϑ nearly-spherical set parametrized by ϕ and ‖ϕ‖C2,ϑ(∂B) < δ, then for all
t ∈ [0, 1] and κ ∈ [0, 1] we have

‖u0 − uκ,t ◦ Φt‖C1,ϑ̃(BR\B1) ≤ ω(‖ϕ‖C2,ϑ(∂B) + κ).

Moreover, there exist δ′ > 0, 0 < ϑ′ < ϑ and a modulus of continuity ω′ =
ω′(p, ϑ, n, ε), such that if ‖ϕ‖C2,ϑ(∂B) + κ < δ′, then for all t ∈ [0, 1]

‖u0 − uκ,t ◦ Φt‖C2,ϑ′ (BR\B1) ≤ ω′(‖ϕ‖C2,ϑ(∂B) + κ).

Proof. The proof goes in the same way as the one of [FZ16, Theorem 2.2]. We
reproduce it here for the reader's convenience.

First, we notice that regularity for degenerate elliptic equations (see [Lie88, The-
orem 1]) gives us

‖uκ,t‖C1,ϑ̃′ (BR\Ωt) ≤ C = C(p, ϑ, n, δ) (4.2.3)

for some ϑ̃′ ∈ (0, ϑ), and every κ ∈ [0, 1], t ∈ [0, 1]. Fix ϑ̃ ∈ (0, ϑ̃′). To prove the
�rst inequality we argue by contradiction. Suppose there exist sequences {ϕj}, {κj},
{tj} such that ‖ϕj‖C2,ϑ(∂B) + κj → 0,

lim sup
j→∞

‖u0 − uκj ,tj ◦ Φj
tj‖C1,ϑ̃(BR\B1) > 0, (4.2.4)

where Φj is the �ow associated with ϕj. Using (4.2.3), we extract a (non-relabelled)

subsequence such that ũj := uκj ,tj ◦ Φj
tj converges to a function u in C1,ϑ̃. Each

function ũj satis�es
div


κ2

j +

∣∣∣∣∣
((
∇Φj

tj

)−1
)t
∇ũj

∣∣∣∣∣
2


p−2
2

Mj∇ũj

 = 0 in Bc,

ũj = 1 on ∂B,

ũj(x)→ 0 as |x| → ∞,

where Mj = det∇Φj
tj

(
∇Φj

tj

)−1
((
∇Φj

tj

)−1
)t
. Thus, u, as a limit of ũj in C1,ϑ̃,

satis�es 
div
(
|∇u|p−2∇u

)
= 0 in Bc,

u = 1 on ∂B,

u(x)→ 0 as |x| → ∞,
meaning that u coincides with u0, which contradicts (4.2.4).

To get convergence in C2,ϑ′ , we notice that 0 < c ≤ |∇u0| ≤ C in BR\B1. The

C1,ϑ̃′ converges gives us that the same is true for ∇uκ,t if ‖ϕ‖C2,ϑ(∂B) + κ is small
enough. From here equation for uκ,t and Shauder estimates give us

‖uκ,t‖C2,ϑ′ (BR\Ωt) ≤ C = C(p, ϑ, n, δ).

We now can argue in the same way as we did for C1,ϑ̃′ convergence. �
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4.2.1 First derivative

Proposition 4.2.6. For κ > 0, t ∈ [0, 1] the perturbed p-capacity is di�erentiable
in t and the following formula holds

c′κ(t) = −p
∫
∂Ωt

|∇uκ,t|2(κ2 + |∇uκ,t|2)
p−2

2 (X · ν)dHN−1

+

∫
∂Ωt

(
(κ2 + |∇uκ,t|2)

p
2 − κp

)
(X · ν)dHN−1

= −p
∫

Ωct

div
(
|∇uκ,t|2(κ2 + |∇uκ,t|2)

p−2
2 X

)
+

∫
Ωct

div
((

(κ2 + |∇uκ,t|2)
p
2 − κp

)
X
)
dx.

(4.2.5)

Moreover, for every t ∈ [0, 1] we also have

c′0(t) = −(p− 1)

∫
∂Ωt

|∇u0,t|p(X · ν)dHN−1. (4.2.6)

Proof. By Hadamard's formula,

c′κ(t) =

∫
Ωct

p∇uκ,t · ∇u̇κ,t(κ2 + |∇uκ,t|2)
p−2

2 dx+

∫
∂Ωt

(
(κ2 + |∇uκ,t|2)

p
2 − κp

)
(X · ν)dHN−1

=

∫
∂Ωt

(−∇uκ,t ·X) p(κ2 + |∇uκ,t|2)
p−2

2 ∇uκ,t · ν dHN−1

+

∫
∂Ωt

(
(κ2 + |∇uκ,t|2)

p
2 − κp

)
(X · ν)dHN−1,

where for the second equality we used the equations (4.2.1) and (4.2.2). It remains to
notice that ∇uκ,t = |∇uκ,t|ν on ∂Ωt as noted in Remark 4.2.3. This gives us the �rst
equality of (4.2.5), whereas the second equality of (4.2.5) follows from divergence
theorem.

The convergence established in Theorem 4.2.5 gives us (4.2.6). �

4.2.2 Second derivative

To state the results for the second derivative we need to introduce the following
weighted Sobolev space:

D1,2(Bc, µ) :=

{
u ∈ H1

loc(B
c) :

∫
Bc
|∇u|2 dµ <∞

}
,

where dµ = |x|(
p−n
p−1
−1)(p−2)dx.
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Proposition 4.2.7. We de�ne Xτ := X − (X · ν) ν. Then for κ > 0, t ∈ [0, 1] the
perturbed p-capacity is twice di�erentiable and the following formula holds:

1

p
c′′κ(t) =

∫
∂Ωt

(κ2 + |∇uκ,t|2)
p−2

2 (∇u̇κ,t · ν)u̇κ,tdHN−1

+ (p− 2)

∫
∂Ωt

(κ2 + |∇uκ,t|2)
p−4

2 (∇u̇κ,t · ∇uκ,t)(∇u̇κ,t · ν)u̇κ,tdHN−1

−
∫
∂Ωt

(κ2 + |∇uκ,t|2)
p−2

2 (∇2uκ,t[∇uκ,t] ·Xτ )(X · ν)dHN−1

− (p− 2)

∫
∂Ωt

(κ2 + |∇uκ,t|2)
p−4

2 |∇uκ,t|2(∇2uκ,t[∇uκ,t] ·Xτ )(X · ν)dHN−1

+

∫
∂Ωt

|∇uκ,t|2(X · ν)2(κ2 + |∇uκ,t|2)
p−2

2 HΩct
dHN−1.

(4.2.7)
Moreover,(

p− 1

N − p

)p−2
1

p
c′′0(0) = −(N − 1)

∫
∂B

u̇2
0dHN−1

+

∫
Bc
|x|(p−2)( p−Np−1

−1) (|∇u̇0|2 + (p− 2)(θ · ∇u̇0)2
)
dx,

where u̇0 solves{
div
(
|x|(p−2)( p−N

p−1
)∇u̇0 + (p− 2)|x|(p−2)( p−N

p−1
)(θ · ∇u̇0)θ

)
= 0 in Bc,

u̇0 = N−p
p−1

θ ·X on ∂B

in W 1,2(Bc, dµ).

Proof. Computation. First we use Hadamard's formula to di�erentiate the equal-
ity (4.2.5). We get

c′′κ(t) =

∫
∂Ωt

p
(
κ2 + |∇uκ,t|2

)(p−2)/2
(∇uκ,t · ∇u̇κ,t) (X · ν) dHN−1

+

∫
∂Ωt

div
((

(κ2 + |∇uκ,t|2)
p
2 − κp

)
X
)

(X · ν) dHN−1

− p
∫
∂Ωt

(
(p− 2)κ2 + |∇uκ,t|2

)(p−4)/2 |∇uκ,t|2 (∇uκ,t · ∇u̇κ,t) (X · ν) dHN−1

− 2p

∫
∂Ωt

2
(
κ2 + |∇uκ,t|2

)(p−2)/2
(∇uκ,t · ∇u̇κ,t) (X · ν) dHN−1

− p
∫
∂Ωt

div
((
κ2 + |∇uκ,t|2

)(p−2)/2 |∇uκ,t|2X
)

(X · ν) dHN−1.
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Using (4.2.2), and the fact that X is divergence-free, we obtain

c′′κ(t) = p

∫
∂Ωt

(
κ2 + |∇uκ,t|2

)(p−2)/2
u̇κ,t (∇u̇κ,t · ν) dHN−1

−
∫
∂Ωt

p
(
κ2 + |∇uκ,t|2

)(p−2)/2 (∇2uκ,t[∇uκ,t] ·X
)

(X · ν) dHN−1

+ p

∫
∂Ωt

(
(p− 2)

(
κ2 + |∇uκ,t|2

)(p−4)/2 |∇uκ,t|2
)
u̇κ,t (∇u̇κ,t · ν)

− p(p− 2)

∫
∂Ωt

(
κ2 + |∇uκ,t|2

)(p−4)/2 |∇uκ,t|2
(
∇2uκ,t[∇uκ,t] ·X

)
(X · ν) dHN−1.

(4.2.8)

We now use Remark 4.2.3 to get the following equality on the boundary

0 = div
(

(κ2 + |∇uκ,t|2)
p−2

2 ∇uκ,t
)

= (κ2 + |∇uκ,t|2)
p−2

2 |∇uκ,t|HΩct
+ (κ2 + |∇uκ,t|2)

p−2
2 ∇2uκ,t[ν] · ν

+ (p− 2)(κ2 + |∇uκ,t|2)
p−4

2 |∇uκ,t|2∇2uκ,t[ν] · ν.

(4.2.9)

Now we plug (4.2.9) into (4.2.8) and get (4.2.7).
Convergence. Fix R > 1. By Schauder estimates functions uκ,t ◦ Φt are equi-
bounded in C2,ϑ(BR\B) and |∇uκ,t| ∈ (c(R), C(R)) for κ, t small. Thus, from
(4.2.2), using classical elliptic estimates we get that u̇κ,t are equibounded in C

1,ϑ(BR\B)
and up to a subsequence converge to a function ŵ ∈ C1(Bc) uniformly on compacts.

Using u̇κ,t as a test function in (4.2.2) and applying divergence theorem, we get∫
Ωct

(κ2 + |∇uκ,t|2)
p−2

2 |∇u̇κ,t|2dx+ (p− 2)

∫
Ωct

(κ2 + |∇uκ,t|2)
p−4

2 (∇uκ,t · ∇u̇κ,t)2dx

=

∫
∂Ωct

(κ2 + |∇uκ,t|2)
p−2

2 u̇κ,t∇u̇κ,t · ν

+

∫
∂Ωct

(p− 2)(κ2 + |∇uκ,t|2)
p−4

2 (∇uκ,t · ∇u̇κ,t)u̇κ,t∇uκ,t · ν ≤ C.

That means that ŵ ∈ D1,2(Ωc
t , µ). Passing to the limit in (4.2.2) as (κ, t) → (0, 0),

we get ∫
Bc
∇ŵ · ∇v + (p− 2)(θ · ∇ŵ)(θ · ∇v)dµ = 0 (4.2.10)

for any v ∈ W 1,2(BR\B) with compact support in BR\B.
�

Lemma 4.2.8. There exists a modulus of continuity ω such that

|c′′κ(t)− c′′κ(0)| ≤ ω(‖ϕ‖C2,ϑ + κ)‖X · ν‖2
H1/2(∂B).
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Proof. By divergence theorem and (4.2.2), using change of variables we can rewrite
the second derivative of the energy in the following way:

1

p
c′′κ(t) = I1(t) + I2(t) + I3(t),

where

I1(t) :=

∫
Bc

(
(κ2 + |∇uκ,t|2)

p−2
2 |∇u̇κ,t|2

)
◦ Φt JΦtdx

+ (p− 2)

∫
Bc

(
(κ2 + |∇uκ,t|2)

p−4
2 (∇u̇κ,t · ∇uκ,t)2

)
◦ Φt JΦtdx,

I2(t) := −
∫
∂B

(
(κ2 + |∇uκ,t|2)

p−2
2 (∇2uκ,t[∇uκ,t] ·Xτ )(X · ν)

)
◦ Φt J

∂BΦtdHN−1

− (p− 2)

∫
∂B

(
(κ2 + |∇uκ,t|2)

p−4
2 |∇uκ,t|2(∇2uκ,t[∇uκ,t] ·Xτ )(X · ν)

)
◦ Φt J

∂BΦtdHN−1,

I3(t) :=

∫
∂B

(
|∇uκ,t|2(X · ν)2(κ2 + |∇uκ,t|2)

p−2
2 HΩct

)
◦ Φt J

∂BΦtdHN−1.

By Lemma 4.0.3, we have

‖H∂Ωt ◦ Φt −H∂B‖L∞(∂B) + ‖J∂BΦt − 1‖L∞(∂B) ≤ ω (‖ϕ‖C2,ϑ) .

In addition, by Lemma 4.0.3, X is parallel to θ in a neighborhood of ∂B, so we have

| (X · νΩt) ◦ Φt −X · νB| ≤ ω (‖ϕ‖C2,ϑ) |X · νB|,

as well as

|Xτ ◦ Φt| ≤ ω (‖ϕ‖C2,ϑ) |X · νB|.

Thus, using Theorem 4.2.5 and noticing that I2(0) = 0, we get

|I2(t)− I2(0)|+ |I3(t)− I3(0)| ≤ ω (‖ϕ‖C2,ϑ + κ) ‖X · νB‖2
L2(∂B).

It remains to show that

|I1(t)− I1(0)| ≤ ω(‖ϕ‖C2,ϑ + κ)‖X · ν‖2
H1/2(∂B). (4.2.11)

We are going to sketch the proof of (4.2.11), for more details see the proof of [FZ16,
Lemma 2.7]. We �rst move the equation for u̇κ,t onto the unit ball B. To that end,

we denote wκ,t := u̇κ,t ◦ Φt, ũκ,t := uκ,t ◦ Φt, and Nt = (∇Φt)
−1 ((∇Φt)

−1)t. Then
wκ,t satis�es

div
(
(κ2 + |

(
(∇Φt)

−1)t∇ũκ,t|2)
p−2

2 det∇ΦtNt∇wκ,t
+(p− 2)(κ2 + |

(
(∇Φt)

−1)t∇ũκ,t|2)
p−4

2 det∇Φt(Nt∇ũκ,t · ∇wκ,t)Nt∇wκ,t
)

= 0 in Bc,

wκ,t = − (∇uκ,t ·X) ◦ Φt on ∂B
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and

I1(t) :=

∫
B

(κ2 + |
(
(∇Φt)

−1)t∇ũκ,t|2)
p−2

2 Nt∇wκ,t · ∇wκ,t det∇Φtdx

+ (p− 2)

∫
B

(κ2 + |
(
(∇Φt)

−1)t∇ũκ,t|2)
p−4

2 (Nt∇ũκ,t · ∇wκ,t)2 det∇Φtdx.

For convenience we de�ne a bilinear form Lκ,t,ϕ as

Lκ,t,ϕ(u, v) :=

∫
B

(κ2 + |
(
(∇Φt,ϕ)−1)t∇ũκ,t,ϕ|2)

p−2
2 Nt,ϕ∇u · ∇v det∇Φtdx

+ (p− 2)

∫
B

(κ2 + |
(
(∇Φt,ϕ)−1)t∇ũκ,t,ϕ|2)

p−4
2 (Nt∇ũκ,t · ∇u)(Nt∇ũκ,t · ∇v) det∇Φtdx,

so that proving (4.2.11) amounts to showing that

|Lκ,t,ϕ(wκ,t,ϕ,κ,t,ϕ )− Lκ,0,ϕ(wκ,0,ϕ,κ,t,ϕ )| ≤ ω(‖ϕ‖C2,ϑ + κ)‖X · ν‖2
H1/2(∂B).

We argue by contradiction. Assume there exist sequences κj → 0, tj → t ∈ [0, 1],
ϕj → 0 in C2,ϑ(∂B) such that

lim
j→∞

Lκj ,tj ,ϕj(wκj ,tj ,ϕj , wκj ,tj ,ϕj)

‖Xj · νB‖2
H1/2(∂B)

6= lim
j→∞

Lκj ,0,ϕj(wκj ,0,ϕj , wκj ,0,ϕj)

‖Xj · νB‖2
H1/2(∂B)

. (4.2.12)

Note that we can assume that both limits are �nite. We de�ne

w̃j :=
wκj ,tj ,ϕj

‖Xj · νB‖H1/2(∂B)

, w̃0,j :=
wκj ,0,ϕj

‖Xj · νB‖H1/2(∂B)

.

One can easily show that w̃j − w̃0,j → 0 strongly in H1/2(∂B). A bit more work is
required to show that w̃j − w̃0,j → 0 strongly in W 1,2(BR \ B) for every r ∈ (0, 1).
To do that, one can prove �rst that both w̃j and w̃0,j converge weakly to the unique
solution in D1,2(Bc, µ) of{

div
(
|x|(p−2)( p−N

p−1
)∇w + (p− 2)|x|(p−2)( p−N

p−1
)(θ · ∇w)θ

)
= 0 in Bc,

w = f on ∂B,

where f is the weak limit in H1/2(∂B) of the restriction of w̃j on ∂B (remember that
the limit of restriction of w̃0,j is the same). To show the strong convergence consider
zj - the harmonic extension of w̃j − w̃0,j from ∂B to Bc. Note that zj converges
strongly to zero in D1,2(Bc). Denote by ζ ∈ C∞0 (BR) a cut-o� function such that
ζ ≡ 1 on BR \B, 0 ≤ ζ ≤ 1. By divergence theorem we get

Lκj ,tj ,ϕj(w̃j − w̃0,j, (w̃j − w̃0,j)ζ) = Lκj ,tj ,ϕj(w̃j, zjζ)

− (Lκj ,tj ,ϕj − Lκj ,0,ϕj)(w̃0,j, (w̃j − w̃0,j)ζ)− Lκj ,0,ϕj(w̃0,j, zjζ)→ 0,

which yields strong convergence of w̃j − w̃0,j to zero in W 1,2(BR \ B). Finally, one
can now show that

lim
j→∞

(
Lκj ,tj ,ϕj(w̃j, w̃j)− Lκj ,0,ϕj(w̃0,j, w̃0,j)

)
= 0,

contradicting (4.2.12). �
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Lemma 4.2.9. Given ϑ ∈ (0, 1], there exists δ = δ(N, p, ϑ) > 0 and a modulus
of continuity ω such that for every nearly-spherical set Ω parametrized by ϕ with
‖ϕ‖C2,ϑ(∂B1) < δ and |Ω| = |B1|, we have

capp(Ω) ≥ capp(B1) +
1

2
∂2 capp(B1)[ϕ, ϕ]− ω(‖ϕ‖C2,ϑ)‖ϕ‖2

H
1
2 (∂B1)

,

where (
p− 1

N − p

)p−2
1

p
∂2 capp(B1)[ϕ, ϕ] := −(N − 1)

∫
∂B

(
N − p
p− 1

ϕ

)2

dHN−1

+

∫
Bc
|x|(p−2)( p−Np−1

−1) (|∇f(ϕ)|2 + (p− 2) (θ · ∇f(ϕ))2) dx,
with f(ϕ) satisfying{

div
(
|x|(p−2)( p−N

p−1
)∇f(ϕ) + (p− 2)|x|(p−2)( p−N

p−1
)(θ · ∇f(ϕ))θ

)
= 0 in Bc,

f(ϕ) = N−p
p−1

ϕ on ∂B.

Proof. We write Taylor expansion for cκ:

cκ(1) = cκ(0) + c′κ(0) +
1

2
c′′κ(0) +

∫ 1

0

(1− t)(c′′κ(t)− c′′κ(0)) dt.

From isocapacitary inequality we know that c′0(0) = 0. So, we get the desired
inequality using Lemma 4.2.8 and passing to the limit as κ→ 0. �

4.2.3 Inequality for nearly-spherical sets

We now establish a quantitative inequality for nearly-spherical sets, compare with
[FZ16, Theorem 2.8].

Theorem 4.2.10. There exists δ = δ(N, p), c = c(N, p) such that if Ω is a nearly-
spherical set of class C2,ϑ parametrized by ϕ with ‖ϕ‖C2,ϑ ≤ δ, |Ω| = |B1| and xΩ = 0,
then

capp(Ω)− capp(B1) ≥ c‖ϕ‖2

H
1
2 (∂B1)

.

Proof. We introduce the following notation:

u̇0 = −p−N
p− 1

û, Ψ = θ ·X.

Then û solves{
div
(
|x|(p−2)( p−N

p−1
−1)∇û+ (p− 2)|x|(p−2)( p−N

p−1
−1)(θ · ∇û)θ

)
= 0 in Bc,

û = Ψ on ∂B
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and (
p− 1

p−N

)p
1

p
c′′0(0) = −(N − 1)

∫
∂B

û2dHN−1

+

∫
Bc
|x|(p−2)( p−Np−1

−1) (|∇û|2 + (p− 2)(θ · ∇û)2
)
dx.

We introduce the following notation:

Q[Ψ] = −(N − 1)

∫
∂B

û2dHN−1

+

∫
Bc
|x|(p−2)( p−Np−1

−1) (|∇û|2 + (p− 2)(θ · ∇û)2
)
dx.

We write Ψ in the basis of spherical harmonics, i.e.

Ψ =
∞∑
k=0

M(k,N)∑
i=1

ak,iYk,i,

where Yk,i for i = 1, . . . ,M(k,N) are harmonic polynomials of degree k, normalized
so that ‖Yk,i‖L2(∂B) = 1. By (4.0.4) we have that ‖Ψ‖H1/2(∂B1) ≥ c‖ϕ‖H1/2(∂B1) if δ
is small enough. Thus, to prove the theorem, by Lemma 4.2.9 it is enough to show
that Q[Ψ] ≥ c‖Ψ‖2

H1/2(∂B1)
, or, equivalently, that

Q[Ψ] =
∞∑
k=0

M(k,N)∑
i=1

kQ[Yk,i] ≥ c
∞∑
k=0

M(k,N)∑
i=1

(k + 1)a2
k,i. (4.2.13)

We �rst note
∫
∂B

Ψ = 0 as Φt conserves volume, and thus a0 = 0. We then bound∑
i=1N a

2
1,i. We recall that xΩ = 0, hence∫

∂B

x
(
(1 + ϕ)N+1 − 1

)
dHN−1 = 0

and consequently, for any ε > 0 if δ is small enough we get∣∣∣∣∫
∂B

xϕ dHN−1

∣∣∣∣ ≤ ε‖ϕ‖L2(∂B).

By (4.0.3) this in turn yields∣∣∣∣∫
∂B

xΨ dHN−1

∣∣∣∣ ≤ 2ε‖Ψ‖L2(∂B)

if δ is small enough. So we get

∑
i=1N

a2
1,i ≤ 2

∞∑
k=2

M(k,N)∑
i=1

(k + 1)a2
k,i
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for δ small enough and to prove (4.2.13) it remains to show that

∞∑
k=0

M(k,N)∑
i=1

kQ[Yk,i] ≥ c
∞∑
k=2

M(k,N)∑
i=1

(k + 1)a2
k,i. (4.2.14)

We denote by uk,i the function û corresponding to Yk,i on the boundary. Then a
straightforward computation tells us that

uk,i = |x|αkYk,i,
where αk < 0 is the only negative solution of the following quadratic equation:

(p− 1)α2
k + (N − p)αk − k(k +N − 2) = 0. (4.2.15)

Recalling that∫
∂B

|Yk,i|2dHN−1 = 1,

∫
∂B

|∇τYk,i|2dHN−1 = k(k +N − 2),

we get that

Q[Yk,i] = −(N − 1)− α2
k(p− 1) + k(k +N − 2)

(p− 2)(p−N
p−1
− 1) + 2(αk − 1) +N

= −(N − 1)− (2k(k +N − 2)− (N − p)αk) (p− 1)

(p− 1)2αk +N − p
,

where we used (4.2.15). Now, since by (4.2.15) we have

αk = −
N − p+

√
(N − p)2 + 4(p− 1)k(k +N − 2)

2(p− 1)
,

we get after straightforward computations

Q[Yk,i] = −(N − 1) +
N − p+

√
(N − p)2 + 4(p− 1)k(k +N − 2)

2
.

Notice that
Q[Y1,i] = 0, Q[Yk,i] ≥ ck for k ≥ 2

for some c = c(N, p) > 0. This gives us (4.2.14) and hence (4.2.13) and so we
conclude the proof of the theorem. �

4.3 Liquid drops

In this section we establish stability near the ball for the energy F de�ned in (1.1.8).
For convenience we introduce the following notation:

Gβ,K(E) := inf
(u,ρ)∈A(E)

{∫
RN

aE|∇u|2 +K

∫
E

ρ2

}
. (4.3.1)

For E ⊂ RN we set
Fβ,K,Q(E) := P (E) +Q2Gβ,K(E).

We are going to deal with G separately since the appropriate computation for
the perimeter was done already by Fuglede in [Fug89].
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4.3.1 Changing minimization problem

We �rst replace our problem with an equivalent one and write Euler-Lagrange equa-
tions for it. We do it to facilitate the computations of the �rst and second variation.
For a �xed domain E we are solving the following minimization problem.

G(E) = inf
u∈H1(RN )
ρ1Ec=0

{
1

2

∫
RN

(
aE|∇u|2 +Kρ2

)
dx : − div(aE∇u) = ρ,

∫
RN

ρdx = 1

}
.

We want to get rid of the constraints and make it a minimization problem over
single functions rather than over pairs. More precisely, we prove the following lemma.

Lemma 4.3.1.

G(E) =
K

2|E|
− inf

ψ∈H1(RN )

(1

2

∫
RN

aE|∇ψ|2dx+
1

|E|

∫
E

ψdx

− 1

2|E|K

(∫
E

ψdx

)2

+
1

2K

∫
E

ψ2dx
)
.

(4.3.2)

Proof. We use an �in�nite dimension Lagrange multiplier":

G(E) = inf
u∈H1(RN )
ρ1Ec=0

{1

2

∫
RN

aE|∇u|2dx+
1

2

∫
E

Kρ2dx

+ sup
ψ∈H1(RN )

[∫
RN

(aE∇u · ∇ψ − ρψ)dx

]
:

∫
E

ρdx = 1
}

= inf
u∈H1(RN )
ρ1Ec=0

sup
ψ∈H1(RN )

{1

2

∫
RN

aE(|∇u|2 + 2∇u · ∇ψ)dx

+
1

2

∫
E

(Kρ2 − 2ρψ)dx :

∫
E

ρdx = 1
}
.

The convexity of the problem allows us to use Sion minimax theorem ( [Sio58,
Corollary 3.3]) and interchange the in�mum and the supremum:

G(E) = sup
ψ∈H1(RN )

inf
u∈H1(RN )
ρ1Ec=0

{1

2

∫
RN

aE(|∇u|2 + 2∇u · ∇ψ)dx

+
1

2

∫
E

(ρ2 − 2ρψ)dx :

∫
E

ρdx = 1
}

= sup
ψ∈H1(RN )

{
inf

u∈H1(RN )

1

2

∫
RN

aE(|∇u|2 + 2∇u · ∇ψ)dx

+ inf
ρ1Ec=0∫
E ρdx=1

1

2

∫
E

(ρ2 − 2ρψ)dx
}
.
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We denote the in�mums inside by I and II, that is

I := inf
u∈H1(RN )

{
1

2

∫
RN

aE(|∇u|2 + 2∇u · ∇ψ)dx

}
;

II := inf
ρ

{
1

2

∫
E

(Kρ2 − 2ρψ)dx :

∫
E

ρdx = 1

}
.

We want to compute both I and II in terms of ψ.
For I the computation is immediate. Since aE is positive we get that

I = inf
u∈H1(RN )

{
1

2

∫
RN

aE(|∇u|2 + 2∇u · ∇ψ)dx

}
= inf

u∈H1(RN )

{
1

2

∫
RN

aE
(
|∇u+∇ψ|2 − |∇ψ|2

)
dx

}
= −1

2

∫
RN

aE|∇ψ|2dx.

We note that the corresponding minimizing u equals to −ψ.
To compute II, note that

II = inf
ρ

{
1

2

∫
E

(Kρ2 − 2ρψ)dx :

∫
E

ρdx = 1

}
= inf

ρ

{
1

2

∫
E

(√
Kρ− ψ√

K

)2

dx :

∫
E

ρdx = 1

}
− 1

2K

∫
E

ψ2dx

=

√
K

2
inf
f

{∫
E

(
f −

(
ψ

K
− 1

|E|

))2

dx :

∫
E

fdx = 0

}
− 1

2K

∫
E

ψ2dx.

Then the minimizing function f ∗ is the projection in L2(E) of a function
(
ψ
K
− 1
|E|

)
onto the linear space

{
f :
∫
E
fdx = 0

}
. Thus, f ∗ =

(
ψ
K
− 1
|E|

)
− c, where c is the

constant such that
∫
E
f ∗ = 0, i.e. c =

∫
E( ψK−

1
|E|)

|E| . The corresponding minimizing ρ

equals to 1E
1
K

(
ψ +

(1− 1
K

∫
E ψdx)K
|E|

)
.

Bringing it all together,

G(E) =
K

2|E|
+ sup

ψ∈H1(RN )

(
− 1

2

∫
RN

aE|∇ψ|2dx−
1

|E|

∫
E

ψdx

+
1

2|E|K

(∫
E

ψdx

)2

− 1

2K

∫
E

ψ2dx
)

=
K

2|E|
− inf

ψ∈H1(RN )

(1

2

∫
RN

aE|∇ψ|2dx+
1

|E|

∫
E

ψdx

− 1

2|E|K

(∫
E

ψdx

)2

+
1

2K

∫
E

ψ2dx
)
.

(4.3.3)

�
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4.3.2 Euler-Lagrange equation

We now consider the following minimization problem:

J (E) = inf
ψ∈H1(RN )

(1

2

∫
RN

aE|∇ψ|2dx+
1

|E|

∫
E

ψdx

− 1

2|E|K

(∫
E

ψdx

)2

+
1

2K

∫
E

ψ2dx
)
.

(4.3.4)

Remark 4.3.2. Note that J (E) ≤ 0. By Lemma 4.3.1

G(E) =
K

2|E|
− J (E).

By the inequality (2.1) in [DPHV19], G(E) ≤ C(N,K, β, |E|). This implies that

|J (E)| ≤ C(N,K, β, |E|). (4.3.5)

A minimizer for this problem exists, and it is unique by convexity. Note that the
minimizers in the de�nitions of J and G coincide since the set is �xed. We denote
the minimizer by ψE. We would also need the interior and exterior restrictions of
the function ψE, i.e.

ψ+
E := ψE|E, ψ−E := ψE|Ec .

Proposition 4.3.3. The following identities hold for ψE:

(i) (Euler-Lagrange equation, integral form) for any Ψ ∈ D1,2(RN)∫
RN

aE∇ψE · ∇Ψdx+
1

K

∫
E

ψEΨdx+
1

|E|

(∫
E

Ψdx

)(
1− 1

K

∫
E

ψEdx

)
=

∫
RN

Ψ

(
1EψE
K
− div(aE∇ψE)

)
dx+

∫
∂E

(
β∇ψ+

E −∇ψ
−
E

)
· νΨ dHN−1

+
1

|E|

(∫
E

Ψdx

)(
1− 1

K

∫
E

ψEdx

)
= 0.

(4.3.6)

(ii) (Euler-Lagrange equation)
−β∆ψE = − 1

K
ψE + 2

K
J (E)− 1

|E| in E,

∆ψE = 0 in Ec,

ψ+
E = ψ−E on ∂E,

β∇ψ+
E · ν = ∇ψ−E · ν on ∂E.

(4.3.7)

(iii)

J (E) =
1

2|E|

∫
E

ψEdx. (4.3.8)
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(iv) There exists a constant C = C(N,K, β, |E|) such that∫
RN

aE|∇ψE|2dx ≤ C. (4.3.9)

Proof. To prove (4.3.8) we use ψE as a test function in (4.3.6).
To see (4.3.9), we use ψE as a test function in (4.3.6) and Cauchy-Schwarz

inequality to get ∫
RN

aE|∇ψE|2dx ≤ −
1

|E|

(∫
E

ψEdx

)
.

Now we apply (4.3.8) and (4.3.5) to obtain∫
RN

aE|∇ψE|2dx ≤ −2J (E) ≤ 2C(N,K, β, |E|).

�

Proposition 4.3.4. Let ψ0 be the minimizer for J (B1). Then ψ0 is radial.

Proof. Let W : RN → R
N be any rotation. Since W (B1) = B1, ψ0 ◦W is also a

minimizer for J (B1). But the minimizer is unique, so we got that ψ0 ◦W = ψ0 for
any rotation W . This implies that ψ0 is radial.

�

4.3.3 Inequality for nearly-spherical sets

First we show the following lemma that will allow us to prove Theorem 1.1.9 for
nearly-spherical sets.

Lemma 4.3.5. Given ϑ ∈ (0, 1], there exist δ = δ(N, ϑ) > 0 and a constant C > 0
such that for every nearly-spherical set E parametrized by ϕ with ‖ϕ‖C2,ϑ(∂B1) < δ
and |E| = |B1|, we have

J (E) ≤ J (B1) + C‖ϕ‖2
H1(∂B1).

First derivative

We want to compute d
dt
J (Ωt).

Let ψt be the minimizer in the minimization problem (4.3.4) for Ωt. Recall that
by (4.3.7) it means that ψt satis�es

−β∆ψt = − 1
K
ψt + 2

K
J (Ωt)− 1

|B1| in Ωt,

∆ψt = 0 in Ωc
t ,

ψ+
t = ψ−t on ∂Ωt,

β∇ψ+
Ωt
· ν = ∇ψ1

Ωt
· ν on ∂Ωt.

(4.3.10)

First we notice that ψt is regular since it is a solution to a transmission problem.
More precisely, by Lemma 7.4.2, the following holds.
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Proposition 4.3.6. There exists δ > 0 such that if ‖ϕ‖C2,ϑ(∂B1) < δ, then

‖ψt‖C2(Ωt)
≤ C for every t ∈ [0, 1]

for some constant C = C(N, δ).

Since we are going to use Hadamard's formula to compute the derivative of
J (Ωt), we need the following proposition.

Proposition 4.3.7. The function t 7→ ψt is di�erentiable in t and its derivative ψ̇t
satis�es

−β∆ψ̇t = − 1
K
ψ̇t + 2

K
J̇ (Ωt) in Ωt,

∆ψ̇t = 0 in Ωc
t ,

ψ̇+
t − ψ̇−t = −

(
∇ψ+

t −∇ψ−t
)
· ν(X · ν) on ∂Ωt,

β∇ψ̇+
t · ν −∇ψ̇1

t · ν = −
((
β∇[∇ψ+

t ]−∇[∇ψ−t ]
)
·X
)
· ν on ∂Ωt.

(4.3.11)

Proof. Apply Proposition 3.2.7 to ψt with f(t) = − 2
K
J (Ωt) + 1

|B1| . Note that f is

Lipschitz due to [DPHV19, Lemma 3.2]. �

The following observation, which is a consequence of equation (4.3.11), will be
useful for us.

Lemma 4.3.8. There exists f ∈ H3/2(Ωt) ∩H3/2(Ωc
t) such that

f± = ∇ψ±t ·X on ∂Ωt, ‖f±‖H3/2 ≤ C‖∇ψ±t ·X‖H1(∂Ωt). (4.3.12)

Consider a function v := ψ̇t + f , Then v satis�es the equation
−β∆v = − 1

K
v + 2

K
J̇ (Ωt)− β∆f + 1

K
f in Ωt,

∆v = ∆f in Ωc
t ,

v+ − v− = 0 on ∂Ωt,

β∇v+ · ν −∇v− · ν =
(
−
(
β∇[∇ψ+

t ]−∇[∇ψ−t ]
)
·X + β∇f+ −∇f−

)
· ν on ∂Ωt.

v = ψ̇±t +∇ψ±t ·X on ∂Ωt. (4.3.13)

Moreover, the following bounds hold:

‖v‖W 1,2(Ωt) + ‖v‖D1,2(Ωct )
≤ C

(
|J̇ (Ωt)|+ ‖X · ν‖H1(∂Ωt)

)
; (4.3.14)

‖u‖L2∗ (RN ) ≤ C
(
|J̇ (Ωt)|+ ‖X · ν‖H1(∂Ωt)

)
. (4.3.15)

Proof. The function f exists since ∇ψ±t ·X ∈ H1(∂Ωt). The equation for v follows
from the equation for ψ̇t and the de�nition of f . Using divergence theorem, we get∫

Ωt

1

K
u2dx+

∫
Ωt

β|∇u|2dx+

∫
Ωct

|∇u|2dx =

∫
Ωt

(
2

K
J̇ (Ωt)− β∆f +

1

K
f

)
u dx

−
∫

Ωct

∆f u dx+

∫
∂Ωt

((
−
(
β∇[∇ψ+

t ]−∇[∇ψ−t ]
)
·X + β∇f+ −∇f−

)
· ν
)
u dx,
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which by Young, Cauchy-Schwarz, and trace inequalities, recalling (4.3.12), implies
that

‖u‖W 1,2(Ωt) + ‖u‖D1,2(Ωct )
≤ C

(
|J̇ (Ωt)|+ ‖∇ψt ·X‖H1(∂Ωt)

)
,

which in turn implies by Proposition 4.3.6 and (4.0.7)

‖u‖W 1,2(Ωt) + ‖u‖D1,2(Ωct )
≤ C

(
|J̇ (Ωt)|+ ‖X · ν‖H1(∂Ωt)

)
.

Moreover, we also can bound the L2∗ norm of v. Indeed, since v doesn't have a jump
on the boundary of Ωt, we know by (4.3.14) that it belongs to the space D1,2(RN).
Thus, employing Gagliardo-Nirenberg-Sobolev inequality we get (4.3.15).

�

Proposition 4.3.9. For any t ∈ [0, 1],

J̇ (Ωt) =

(
1− 1

K

∫
Ωt

ψtdx

)
1

|Ωt|

∫
∂Ωt

ψΩt(X · ν)dHN−1

+
1

2

∫
∂Ωt

(
β|∇ψ+

t |2 − |∇ψ−t |2
)

(X · ν)dHN−1 +
1

2K

∫
∂Ωt

ψ2
t (X · ν)dHN−1

−
∫
∂Ωt

(
∇ψ−t · ν

) ((
∇ψ+

t −∇ψ−t
)
· ν
)

(X · ν)dHN−1

=

(
1− 1

K

∫
Ωt

ψtdx

)
1

|Ωt|

∫
Ωt

div(ψtX)dx+
1

2

∫
RN

div(aΩt |∇ψt|2X)dx

+
1

2K

∫
Ωt

div(ψ2
tX)dx−

∫
RN

div
(
aΩt (∇ψt · ν)2X

)
dx.

In particular,

J̇ (B1) = 0.

Proof. We note that by (4.3.8)

d

dt
J (Ωt) =

1

2|Ωt|

∫
Ωt

ψ̇tdx+
1

2|Ωt|

∫
∂Ωt

ψt(X · ν)dHN−1.

Now we use the de�nition of J to get

J̇ (Ωt) =

∫
RN

aΩt∇ψt · ∇ψ̇tdx+
1

2

∫
∂Ωt

(
β|∇ψ+

t |2 − |∇ψ−t |2
)

(X · ν)dHN−1

+ 2J̇ (Ωt)−
2

K
|E|2J̇ (Ωt)J (Ωt) +

1

K

∫
Ωt

ψ̇tψtdx+
1

2K

∫
∂Ωt

ψ2
t (X · ν)dx.
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Using (4.3.11), we obtain

J̇ (Ωt) = − 1

|Ωt|

(∫
Ωt

ψ̇tdx

)(
1− 1

K

∫
Ωt

ψtdx

)
+ 2J̇ (Ωt)

(
1− 1

K

∫
Ωt

ψtdx

)
+

1

2

∫
∂Ωt

(
β|∇ψ+

t |2 − |∇ψ−t |2
)

(X · ν)dHN−1 +
1

2K

∫
∂Ωt

ψ2
t (X · ν)dx

+

∫
∂Ωt

(
βψ̇+∇ψ+

t · ν − ψ̇−∇ψ−t · ν
)
dHN−1

=

(
1− 1

K

∫
Ωt

ψtdx

)
1

|Ωt|

∫
∂Ωt

ψΩt(X · ν)dHN−1

+
1

2

∫
∂Ωt

(
β|∇ψ+

t |2 − |∇ψ−t |2
)

(X · ν)dHN−1 +
1

2K

∫
∂Ωt

ψ2
t (X · ν)dHN−1

−
∫
∂Ωt

(
∇ψ−t · ν

) ((
∇ψ+

t −∇ψ−t
)
· ν
)

(X · ν)dHN−1

=

(
1− 1

K

∫
Ωt

ψtdx

)
1

|Ωt|

∫
Ωt

div(ψtX)dx+
1

2

∫
RN

div(aΩt |∇ψt|2X)dx

+
1

2K

∫
Ωt

div(ψ2
tX)dx−

∫
RN

div
(
aΩt (∇ψt · ν)2X

)
dx.

Note that from the second to last expression it is easy to see that J̇ (B1) = 0 as ψ0 is
radial by Proposition 4.3.4 and the volume of Ωt is constant (hence

∫
∂B1

(X · ν)dHN−1 =
0).

�

Second derivative

Now we di�erentiate again to get

J̈ (Ωt) = − 2

K
J̇ (Ωt)

∫
Ωt

div(ψtX)dx

+
1− 2

K
|Ωt|J (Ωt)

|Ωt|

(∫
Ωt

div(ψ̇tX)dx+

∫
∂Ωt

div(ψtX)(X · ν)dHN−1

)
+

∫
∂Ωt

(β∇ψ+
t · ∇ψ̇+

t −∇ψ−t · ∇ψ̇−t )(X · ν)dHN−1

+
1

2

∫
∂Ωt

∇
[
β|∇ψ+

t |2 − |∇ψ−t |2
]
·X(X · ν)dHN−1

+
1

K

∫
∂Ωt

ψtψ̇t(X · ν)dHN−1 +
1

K

∫
∂Ωt

ψt∇ψt ·X(X · ν)dHN−1

− 2

∫
∂Ωt

(
β
(
∇ψ̇+

t · ν +∇ψ+
t · ν̇

) (
∇ψ+

t · ν
)
−
(
∇ψ̇−t · ν +∇ψ−t · ν̇

) (
∇ψ−t · ν

))
(X · ν)dHN−1

−
∫
∂Ωt

∇
[
β(∇ψ+

t · ν)2 − (∇ψ−t · ν)2
]
·X(X · ν)dHN−1.
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Using that the vector �eld X is divergence-free in the neighborhood of ∂B1 we get
for t small enough

J̈ (Ωt) = − 2

K
J̇ (Ωt)

∫
∂Ωt

ψt(X · ν)dHN−1

+
1− 2

K
|Ωt|J (Ωt)

|Ωt|

(∫
∂Ωt

ψ̇t(X · ν)dHN−1 +

∫
∂Ωt

(∇ψ+
t ·X)(X · ν)dHN−1

)
+

∫
∂Ωt

(β∇ψ+
t · ∇ψ̇+

t −∇ψ−t · ∇ψ̇−t )(X · ν)dHN−1

+
1

2

∫
∂Ωt

∇
[
β|∇ψ+

t |2 − |∇ψ−t |2
]
·X(X · ν)dHN−1

+
1

K

∫
∂Ωt

ψtψ̇
+
t (X · ν)dHN−1 +

1

K

∫
∂Ωt

ψt∇ψ+
t ·X(X · ν)dHN−1

− 2

∫
∂Ωt

(
β
(
∇ψ̇+

t · ν +∇ψ+
t · ν̇

) (
∇ψ+

t · ν
)
−
(
∇ψ̇−t · ν +∇ψ−t · ν̇

) (
∇ψ−t · ν

))
(X · ν)dHN−1

−
∫
∂Ωt

∇
[
β(∇ψ+

t · ν)2 − (∇ψ−t · ν)2
]
·X(X · ν)dHN−1.

Now to prove Lemma 4.3.5 we only need the following bound on the second deriva-
tive.

Lemma 4.3.10. There exist constants δ > 0 and C = C(N, δ) such that if ‖ϕ‖C2,ϑ <
δ, then ∣∣∣J̈ (Ωt)

∣∣∣ ≤ C‖X · ν‖2
H1(∂B1).

We will need the following proposition.

Proposition 4.3.11.

‖ψ̇+
t ‖H1(∂Ωt) + ‖ψ̇−t ‖H1(∂Ωt) ≤ C

(
‖X · ν‖H1(∂Ωt) +

∣∣∣J̇ (Ωt)
∣∣∣) .

To prove the proposition we will use the following theorem concerning Sobolev
bounds.

Theorem 4.3.12 ( [McL02, Theorem 4.20]). Let G1 and G2 be bounded open subsets
of RN such that G1 b G2 and G1 intersects an (N −1)-dimensional manifold Γ, and
put

Ω±j = Gj ∩ Ω± and Γj = Gj ∩ Γ for j = 1, 2.

Suppose, for an integer r ≥ 0, that Γ2 is Cr+1,1, and consider two equations

Pu± = f± on Ω±2 ,

where P is strongly elliptic on G2 with coe�cients in Cr,1(Ω±2 ). If u ∈ L2(G2)
satis�es

u± ∈ H1(Ω±2 ), [u]Γ ∈ Hr+ 3
2 (Γ2), [Bνu]Γ ∈ Hr+ 1

2 (Γ2),
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and if f± ∈ Hr(Ω±2 ), then u± ∈ Hr+2(Ω±1 ) and

‖u+‖Hr+2(Ω+
1 ) + ‖u+‖Hr+2(Ω−1 ) ≤ C

(
‖u+‖H1(Ω+

2 ) + ‖u−‖H1(Ω−2 )

)
+ C

(
‖[u]Γ2‖Hr+ 3

2 (Γ2)
+ ‖[Bνu]Γ2‖Hr+ 1

2 (Γ2)

)
+ C

(
‖f+‖Hr(Ω+

2 ) + ‖f−‖Hr(Ω−2 )

)
.

We need an analogue of the above theorem for r = −1
2
. To get it, we are going

to interpolate between r = 0 and r = −1. We �rst prove the following lemma.

Lemma 4.3.13. Let E be a set with the boundary in C1,1 and let R > 0 be such
that BR ⊃ E. Consider the equation

β∆u+ = f+ in E,

∆u− = f− in BR\E,
u+ = u− on ∂E,

β∂nu
+ − ∂nu− = g on ∂E,

u− = 0 on ∂BR,

(4.3.16)

where f+ ∈ H−1(E),f− ∈ H−1(BR\E), and g ∈ H−1/2(∂E) are given. Then there
exists u - the solution of (4.3.16) in W 1,2

0 (BR) and it satis�es

‖u‖2
H1(BR) ≤ C

(
‖f+‖2

H−1(E) + ‖f−‖2
H−1(BR\E) + ‖g‖2

H−1/2(∂E)

)
(4.3.17)

with C = C(N,R) > 0. Moreover, if f+ ∈ H−1/2(E),f− ∈ H−1/2(BR\E), and
g ∈ L2(∂E), then

‖u‖2
H3/2(BR) ≤ C

(
‖f+‖2

H−1/2(E) + ‖f−‖2
H−1/2(BR\E) + ‖g‖2

L2(∂E)

)
(4.3.18)

with C = C(N,R) > 0.

Proof. First we observe that the solution in H1 exists since it is a minimizer of the
following convex functional:∫

Ωt

(
β
∣∣∇u+

∣∣2 − f1u
+
)

+

∫
Ωct

(
β
∣∣∇u−∣∣2 − f2u

−
)

+

∫
∂Ωt

g(u+ − u−).

Note that if we test the equation with the solution itself, we get∫
Ωt

β
∣∣∇u+

∣∣2dx+

∫
Ωct

∣∣∇u−∣∣2dx = −
∫

Ωt

f1u
+dx−

∫
Ωt

f2u
−dx+

∫
∂Ωt

u1g dHN−1.

By Poincaré, Cauchy-Schwarz, Young, and the trace inequality we obtain (4.3.17).
Now we consider an operator that takes the functions of the right-hand side

and returns the solution of the corresponding transmission problem, i.e. we de�ne
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T (f1, f2, g) for f1 ∈ Hr(Ωt), f2 ∈ Hr(Ωc
t), g ∈ Hr+ 1

2 (∂Ωt) as the only H
1 solution of

(4.3.16).

By (4.3.17), T : Hr×Hr×Hr+ 1
2 → Hr+2 for r = −1. Moreover, (4.3.17) together

with Theorem 4.3.12 yields T : Hr ×Hr ×Hr+ 1
2 → Hr+2 for r ≥ 0 - integer. Thus,

interpolating between r = 0 and r = −1 we get that T : H−
1
2 ×H− 1

2 × L2 → H
3
2 ,

so (4.3.18) holds for appropriately regular right-hand side. �

Proof. (Proposition 4.3.11) Since we are interested only in the value of ψ̇t on ∂Ωt,
we multiply it by a cut-o� function η. The function η ∈ C∞c (RN) is such that

0 ≤ η ≤ 1, η ≡ 1 in B2, η ≡ 0 outside of B3, |∇η| ≤ 2, |∆η| ≤ 4.

We would also like to eliminate the jump on the boundary in order to use Lemma
4.3.13, so we consider a function u := vη, where v is as in Lemma 4.3.8 (we recall
that v = ψ̇t + f , where f is a H3/2 continuation of ∇ψt · X from ∂Ωt inside and
outside). For δ small enough, all sets Ωt lie inside of B2, so

u = ψ̇t +∇ψt ·X on ∂Ωt. (4.3.19)

Note that u satis�es

−β∆u = − 1
K
v + 2

K
J̇ (Ωt) + ∆f in Ωt,

∆u = ∇v · ∇η +
(
ψ̇t + f

)
∆η in Ωc

t ,

u+ − u− = 0 on ∂Ωt,

β∇u+ · ν −∇u− · ν =
(
−
(
β∇[∇ψ+

t ]−∇[∇ψ−t ]
)
·X + β∇f+ −∇f−

)
· ν on ∂Ωt,

u = 0 on ∂B3.

By Lemma 4.3.13,

‖u+‖
H

3
2 (Ωt)

+ ‖u−‖
H

3
2 (Ωct )

≤ C
(∥∥(β∇[∇ψ+

t ·X]
)
· ν
∥∥
L2(Γ2)

+
∥∥(∇[∇ψ−t ·X]

)
· ν
∥∥
L2(Γ2)

)
+ C

(∥∥(β∇[∇ψ+
t ] ·X

)
· ν
∥∥
L2(Γ2)

+
∥∥(∇[∇ψ−t ] ·X

)
· ν
∥∥
L2(Γ2)

)
+ C

(∥∥∥∥ 1

K
v

∥∥∥∥
H−

1
2 (Ωt)

+

∥∥∥∥ 2

K
J̇ (Ωt)

∥∥∥∥
H−

1
2 (Ωt)

+ ‖∆f‖
H−

1
2 (Ωt)

)
+ C

(
‖∇v · ∇η‖

H−
1
2 (Ωct )

+ ‖v∆η‖
H−

1
2 (Ωct )

)
.

Now we employ Proposition 4.3.6, inequality (4.0.7), and the de�nition of f to get

‖u+‖
H

3
2 (Ωt)

+ ‖u−‖
H

3
2 (Ωct )

≤C
(
‖X · ν‖H1(∂Ωt) +

∣∣∣J̇ (Ωt)
∣∣∣)

+ C
(
‖∇v · ∇η‖

H−
1
2 (Ωct )

+ ‖v∆η‖
H−

1
2 (Ωct )

)
.
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Remembering (4.3.19), using trace inequality and properties of η, we have

‖ψ̇+
t ‖H1(∂Ωt) + ‖ψ̇−t ‖H1(∂Ωt) ≤ C

(
‖X · ν‖H1(∂Ωt) +

∣∣∣J̇ (Ωt)
∣∣∣)

+ C
(
‖∇v · ∇η‖

H−
1
2 (Ωct )

+ ‖v∆η‖
H−

1
2 (Ωct )

)
≤ C

(
‖X · ν‖H1(∂Ωt) +

∣∣∣J̇ (Ωt)
∣∣∣)+ C

(
‖∇v · ∇η‖L2(Ωct )

+ ‖v∆η‖L2(Ωct )

)
≤ C

(
‖X · ν‖H1(∂Ωt) +

∣∣∣J̇ (Ωt)
∣∣∣)+ C

(
‖∇v‖L2(Ωct )

+ ‖v‖L2(B3\B2)

)
.

Now it remains to recall the bounds (4.3.14) and (4.3.15) and notice that

‖ · ‖L2(B3\B2) ≤ C‖ · ‖L2∗ (B3\B2).

�

Proof of Lemma 4.3.10. Let us �rst show that the lemma is implied by the following
claim.
Claim:

∣∣∣J̈ (Ωt)
∣∣∣ ≤ C

(
‖X · ν‖2

H1(∂B1) + J̇ (Ωt) ‖X · ν‖H1(∂B1)

)
.

Indeed, suppose we proved the claim. Denote J̇ (Ωt) by f(t). Then we know the
following: {

|f ′(t)| ≤ C
(
‖X · ν‖2

H1(∂B1) + f(t) ‖X · ν‖H1(∂B1)

)
,

f(0) = 0.

Let us show that
|f(t)| ≤ ‖X · ν‖H1(∂B1) , (4.3.20)

then the lemma will follow immediately. Suppose that there exists a time t ∈ (0, 1]
such that the inequality (4.3.20) fails. We denote by t∗ the �rst time when it happens,
i.e.

t∗ := inf
t∈[0,1]

{t : (4.3.20) fails} .

Since inequality (4.3.20) is true for t = 0, the following holds:

|f(t∗)| = ‖X · ν‖H1(∂B1) , |f(t)| ≤ ‖X · ν‖H1(∂B1) for t ∈ [0, t∗].

Now, as f(0) = 0, we can write

f(t∗) =

∫ t∗

0

f ′(t)dt

and thus

‖X · ν‖H1(∂B1) = |f(t∗)| ≤
∫ t∗

0

|f ′(t)|dt

≤
∫ t∗

0

C
(
‖X · ν‖2

H1(∂B1) + f(t) ‖X · ν‖H1(∂B1)

)
dt ≤ 2C ‖X · ν‖2

H1(∂B1) .
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However, that cannot hold for ‖X ·ν‖H1(∂B1) small enough. That means that (4.3.20)
holds for all times t.

Proof of the claim.

J̈ (Ωt) = − 2

K
J̇ (Ωt)

∫
∂Ωt

ψt(X · ν)dHN−1

+
1

2

∫
∂Ωt

∇
[
β|∇ψ+

t |2 − |∇ψ−t |2
]
·X(X · ν)dHN−1

+

∫
∂Ωt

(
1− 2

K
|B1|J (Ωt)

|B1|
+

1

K
ψt

)
(∇ψ+

t ·X)(X · ν)dHN−1

+

∫
∂Ωt

((
1− 2

K
|B1|J (Ωt)

|B1|

)
+

1

K
ψt

)
ψ̇+
t (X · ν)dHN−1

+

∫
∂Ωt

(β∇ψ+
t · ∇ψ̇+

t −∇ψ−t · ∇ψ̇−t )(X · ν)dHN−1

=: I1(t) + I2(t) + I3(t) + I4(t) + I5(t).

We start with I1.

−K
2
I1(t) =J̇ (Ωt)

∫
∂Ωt

ψt(X · ν)dHN−1 =

(
1− 1

K

∫
Ωt

ψtdx

)
1

|B1|

(∫
∂Ωt

ψt(X · ν)dHN−1

)2

+
1

2

∫
∂Ωt

(
β|∇ψ+

t |2 − |∇ψ−t |2
)

(X · ν)dHN−1

∫
∂Ωt

ψt(X · ν)dHN−1

+
1

2K

∫
∂Ωt

ψ2
t (X · ν)dHN−1

∫
∂Ωt

ψt(X · ν)dHN−1.

To bound I4 and I5 we use Proposition 4.3.11 and Proposition 4.3.6. Let us show
the inequality for I5, I4 can be treated in a similar way.∣∣∣∣∫

∂Ωt

(
β∇ψ+

t · ∇ψ̇+
t −∇ψ−t · ∇ψ̇−t

)
(X · ν)dHN−1

∣∣∣∣
≤
∫
∂Ωt

(∣∣∣β∇ψ+
t · ∇ψ̇+

t

∣∣∣+
∣∣∣∇ψ−t · ∇ψ̇−t ∣∣∣) |X · ν|dHN−1

≤

((∫
∂Ωt

∣∣∣β∇ψ+
t · ∇ψ̇+

t

∣∣∣2) 1
2

+

(∫
∂Ωt

∣∣∣∇ψ−t · ∇ψ̇−t ∣∣∣2) 1
2

)
‖X · ν‖L2(∂Ωt)

≤ g(‖ψt‖C2(Ωt)
)

((∫
∂Ωt

∣∣∣∇ψ̇+
t

∣∣∣2) 1
2

+

(∫
∂Ωt

∣∣∣∇ψ̇−t ∣∣∣2) 1
2

)
‖X · ν‖L2(∂Ωt)

≤ g(‖ψt‖C2(Ωt)
)
(
‖X · ν‖H1(∂Ωt) +

∣∣∣J̇ (Ωt)
∣∣∣) ‖X · ν‖L2(∂Ωt)

(4.3.21)

�

Now we are ready to prove Lemma 4.3.5.
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Proof of Lemma 4.3.5. By Taylor expansion for g(t) = J (Et) at t = 0 we have

J (E) = J (B1) + J̇ (B1) +

∫ 1

0

(1− s)J̈ (Es)ds.

By Proposition 4.3.9 we know that J̇ (B1) = 0. Now use Lemma 4.3.10 to bound
the integral. �

Theorem 1.1.9 for nearly-spherical sets

Finally, we can prove stability of the ball for F with small enough charge in the
family of nearly-spherical sets.

Theorem 4.3.14. Given ϑ ∈ (0, 1], there exist δ = δ(N, ϑ) > 0 and Q0 > 0
such that for every nearly-spherical set E parametrized by ϕ with ‖ϕ‖C2,ϑ(∂B1) < δ,
xE = 0, and |E| = |B1|, if Q < Q0 we have

F(E)−F(B1) ≥ c‖ϕ‖2
H1(∂B1).

Proof. The proof is a combination of Lemma 4.3.5 and Theorem 4.0.2. Let δ be the
one of Lemma 4.3.5. If Q is small enough, we have

F(E) = P (E) +Q2 G(E) ≥ P (B1) + c‖ϕ‖2
H1(∂B1) +Q2

(
K

2|B1|
− J (E)

)
≥ P (B1) + c‖ϕ‖2

H1(∂B1) +Q2

(
K

2|B1|
− J (B1)− c′‖ϕ‖2

H1(∂B1)

)
≥ P (B1) +Q2

(
K

2|B1|
− J (B1)

)
+
c

2
‖ϕ‖2

H1(∂B1) = F(B1) +
c

2
‖ϕ‖2

H1(∂B1),

yielding the desired result. �

4.3.4 Second derivative on the ball

We want to show that the second derivative of the energy which we know is bounded
by ‖ϕ‖2

H1 is actually bounded by a stronger H1/2 norm on the ball. We don't need
this for out main results but it is a sharp bound so we prove it for the sake of
completeness. We have

∂2G(B1)[ϕ, ϕ] := ĉ1

∫
∂B1

ϕ2dHN−1 +

∫
∂B1

ĉ2H(ϕ) + ĉ3(∇H(ϕ)− · ν)ϕdHN−1

with ĉ1, ĉ2 and ĉ3 are constants depending only on β, K and dimension n and H̃(ϕ)
is the unique solution of

β∆u = 1
K
u in B1,

∆u = 0 in Bc
1,

u+ − u1 = c1ϕ on ∂B1,

β∇u+ · ν −∇u1 · ν = c2ϕ on ∂B1,
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where c1 = −(u′−(1)− u′2(1)), c2 = −(βu′′−(1)− u′′2(1)).
We are going to show

∂2G(B1)[ϕ, ϕ] ≥ −c‖ϕ‖2

H
1
2 (∂B1)

.

Consider ϕ in the basis of spherical harmonics,

ϕ =
∞∑
m=0

N(m,n)∑
i=1

αm,iYm,i.

First, we would like to bound ∂2G(B1)[Ym,i, Ym,i].
One can easily see that H(Ym,i) = R(r)Ym,i, where R(r) is the only solution of

the following system:
R′′1(r) + N−1

r
R′1(r) + (− 1

βK
+ λm,n

r2 )R1(r) = 0 for r ≤ 1,

R′′2(r) + N−1
r
R′2(r) +

λm,i
r2 R2(r) = 0 for r ≥ 1,

R1(1)−R2(1) = c1,

βR′1(1)−R′2(1) = c2,

where λm,i = −m(m+ n− 2).
A straightforward computation gives us that R2(r) = Ar−(m+n−2) for some con-

stant A.
Let us search for R1 in the form R1(r) =

∑∞
k=0 akr

k. The equation for R1 then
will take the following form:

∞∑
k=0

ak+2(k+2)(k+1)rk+
N − 1

r

∞∑
k=0

ak+1(k+1)rk+

(
− 1

βK
+
λm,n
r2

) ∞∑
k=0

akr
k = 0 for r ≤ 1

If m ≥ 2, it means that

a0 = 0, a1 = 0, ak
(
k(N + k − 2)−m(N +m− 2)

)
=

1

βK
ak−2 for k ≥ 2.

The recurrent condition can be rewritten as

ak(k −m)(k + n+m− 2) = −ak−2 for k ≥ 2.

Hence, 
am = C,

am+2i = βKam+2(i−1)
1

2i(2i+2m+N−2)
for i ≥ 1,

ak = 0 for all other k,

where C is a constant. So, the coe�cients ak decrease as (βK)k

(k!)2 and the series

is absolutely converging. Note that ak = Cbk, where {bk}k is the following �xed
sequence: 

bm = 1,

bm+2i = (βK)iΠi
j=1

1
2j(2j+2m+N−2)

for i ≥ 1,

bk = 0 for all other k.
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Our system for R then becomes
R1(r) = C

∑∞
i=0 bm+2ir

m+2i for r ≤ 1,

R2(r) = Ar−(m+N−2) for r ≥ 1,

C
∑∞

i=0 bm+2i − A = c1,

βC
∑∞

i=0(m+ 2i)bm+2i + A(m+N − 2) = c2

with A and C unknowns. We are interested in the value of |R′2(1)|:

|R′2(1)| = |A(N +m− 2)|

=

∣∣∣∣∣ c1(m+N − 2) + c2∑∞
i=0 bm+2i + β

∑∞
i=0(m+ 2i)bm+2i

β

∞∑
i=0

(m+ 2i)bm+2i − c2

∣∣∣∣∣ ∼ m.

Thus,

|∂2G(B1)[Ym,i, Ym,i]| = |ĉ1 + ĉ2A+ ĉ3A(N +m− 2)| ∼ m. (4.3.22)

Now recall that ϕ is such that |Ω| = |B1| and xΩ = 0. It means that

|B1| = |Ω| =
∫
∂B1

(1 + ϕ(x))N

N
dHN−1;

0 = xΩ =

∫
∂B1

y
(1 + ϕ(x))N+1

N + 1
dHN−1.

Hence, ∣∣∣∣∫
∂B1

ϕ(x)dHN−1

∣∣∣∣ =

∣∣∣∣∣
∫
∂B1

N∑
i=2

(
N

i

)
ϕ(x)i

N
dHN−1

∣∣∣∣∣
≤ C(N)

∫
∂B1

ϕ(x)2dHN−1 ≤ C(N)δ‖ϕ‖L2

and ∣∣∣∣∫
∂B1

xiϕ(x)dHN−1

∣∣∣∣ ≤ ∫
∂B1

N∑
j=2

(
N

j

) ∣∣∣∣ ϕ(x)j

N + 1

∣∣∣∣dHN−1 ≤ C(N)δ‖ϕ‖L2 .

Thus, for δ su�ciently small we have

a2
0 +

N∑
i=1

a2
1,i ≤ 2

∞∑
m=2

N(m,n)∑
i=1

a2
m,i,

which in turn implies
∂2G(B1)[ϕ, ϕ] ≥ −c‖ϕ‖2

H
1
2 (∂B1)

,

thanks to (4.3.22).
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Chapter 5

Quantitative isocapacitary inequality

Now, as we have already the result for nearly-spherical sets, we can apply Selection
Principle to the isocapacity inequality.

5.1 Another notion of asymmetry

As in [BDPV15], one of the key technical tools is to replace the Fraenkel asymmetry
with a smoother (and stronger) version inspired by the distance among sets �rst
used by Almgren, Taylor, and Wang in [ATW93] which resembles an L2 type norm.
Roughly speaking, while A(Ω) represents an L1 norm, α(Ω) represents an L2 norm,
see (iii) in Lemma 5.1.2 below and the discussion in [BDPV15, Introduction].

De�nition 5.1.1. Let Ω be an open set in RN . Then we de�ne the asymmetry α
in the following way:

(A)

αR(Ω) =

∫
Ω∆B1

∣∣1− |x|∣∣dx;

(B)

α(Ω) =

∫
Ω∆B1(xΩ)

∣∣1− |x− xΩ|
∣∣dx.

The next Lemma collects the main properties of α, its simple proof is identical
to the one of [BDPV15, Lemma 4.2] but we put it here for the reader's convenience.

Lemma 5.1.2. Let Ω ⊂ RN , then
(i) There exists a constant c = c(N) such that

(A)
αR(Ω) ≥ c|Ω∆B1|2

for any open set Ω ⊂ BR;

(B)
α(Ω) ≥ c|Ω∆B1(xΩ)|2

for any open set Ω.
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(ii) There exists a constant C = C(R) such that

|α∗(Ω1)− α∗(Ω2)| ≤ C|Ω1∆Ω2|

for any Ω1,Ω2 ⊂ BR. In particular, if 1Ωk → 1Ω in L1(BR) then α∗(Ωk) →
α∗(Ω).

(iii) There exist constants C = C(N), δ = δ(N) such that for every nearly-spherical
set (see De�nition 4.0.1 below) Ω with ‖φ‖∞ ≤ δ (and xΩ = 0 in the case of α)

α∗(Ω) ≤ C‖φ‖2
L2(∂B1).

Proof. First, we prove (i). We will prove the inequality for αR. For α one can
assume that xΩ = 0 and then proceed in the same way.

To that end, we use a simple rearranging argument. We notice that

αR(Ω) =

∫
Ω\B1

(|x| − 1)dx+

∫
B1\Ω

(1− |x|)dx. (5.1.1)

Here in both summands we integrate monotone function of the modulus.
We introduce two annular regions Tout and Tin of the volumes |Ω\B1| and |B1\Ω|:

Tout := {x : 1 ≤ |x| ≤ Rout}, Rout =

(
1 +
|Ω\B1|
|B1|

) 1
N

;

Tin := {x : Rin ≤ |x| ≤ 1}, Rin =

(
1− |B1\Ω|

|B1|

) 1
N

.

(5.1.2)

Now, by monotonicity,

αR(Ω) ≥
∫
Tout

(|x| − 1)dx+

∫
Tin

(1− |x|)dx

= ωn

(
RN+1
out − 1

N + 1
− RN

out − 1

N
+
RN+1
in − 1

N + 1
− RN

in − 1

N

)
≥ c|Ω∆B1|2.

(5.1.3)

Now we turn to the proof of (ii). Let us �rst prove the inequality for αR. We
observe that

αR(Ω) =

∫
B1

(1− |x|)dx+

∫
Ω

(|x| − 1)dx. (5.1.4)

Thus,

|αR(Ω1)− αR(Ω2)| =
∣∣∣∣∫

Ω1

(|x| − 1)dx−
∫

Ω2

(|x| − 1)dx

∣∣∣∣ ≤ ∫
Ω1∆Ω2

∣∣1− |x|∣∣dx.
(5.1.5)

Since both Ω1 and Ω2 lie inside BR,∫
Ω1∆Ω2

|1− |x||dx ≤ |Ω1∆Ω2|R. (5.1.6)
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As for α, notice that

α(Ω) =

∫
B1

(1− |x|)dx+

∫
Ω

(|x− xΩ| − 1)dx. (5.1.7)

Then

|αR(Ω1)− αR(Ω2)| =
∣∣∣∣∫

Ω1

(|x− xΩ1| − 1)dx−
∫

Ω2

(|x− xΩ2| − 1)dx

∣∣∣∣
≤
∣∣∣∣∫

Ω1

|x− xΩ1|dx−
∫

Ω2

|x− xΩ2|dx
∣∣∣∣+ |Ω1∆Ω2|

≤
∫

Ω1∩Ω2

|xΩ1 − xΩ2|dx+

∫
Ω1\Ω2

|x− xΩ1 |dx+

∫
Ω2\Ω1

|x− xΩ2|dx+ |Ω1∆Ω2|

≤ |Ω1 ∩ Ω2||xΩ1 − xΩ2|+ (2R + 1)|Ω1∆Ω2| ≤ C(R)|Ω1∆Ω2|.
(5.1.8)

Finally, we prove (iii). We prove the inequality for αR as we have αR = α by
assumption.

αR(Ω) =

∫
ϕ≥0

(1 + ϕ(x))N+1 − 1

N + 1
dHN−1 −

∫
ϕ≥0

(1 + ϕ(x))N − 1

N
dHN−1

+

∫
ϕ<0

(1 + ϕ(x))N+1 − 1

N + 1
dHN−1 −

∫
ϕ<0

(1 + ϕ(x))N − 1

N
dHN−1.

(5.1.9)

But for |t| ≤ 1
2
there exists a constant C = C(N) such that

(1 + t)N+1 − 1

N + 1
≤ t+ Ct2,

(1 + t)N − 1

N
≥ t+

1

C
t2.

This �nishes the proof.
�

5.2 Stability for bounded sets with small asymme-

try

We �rst want to prove the following theorem.

Theorem 5.2.1. There exist constants c = c(N,R), ε0 = ε0(N,R) such that for
any open set Ω ⊂ BR with |Ω| = |B1| and α∗(Ω) ≤ ε0 the following inequality holds:

cap∗(Ω)− cap∗(B1) ≥ cα∗(Ω).

We want to reduce our problem to nearly-spherical sets. To do that we argue by
contradiction. Assume that there exists a sequence of domains Ω̃j such that

|Ω̃j| = |B1|, α∗(Ω̃j) = εj → 0, cap∗(Ω̃j)− cap∗(B1) ≤ σ4εj (5.2.1)

for some σ small enough to be chosen later. We then prove the existence of a new
contradicting sequence made of smooth sets via a selection principle.
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Theorem 5.2.2 (Selection Principle). There exists σ̃ = σ̃(N,R) such that if one
has a contradicting sequence Ω̃j as the one described above in (5.2.1) with σ < σ̃,
then there exists a sequence of smooth open sets Uj such that

(i) |Uj| = |B1|,
(ii) ∂Uj → ∂B1 in Ck for every k,

(iii) lim supj→∞
cap∗(Uj)−cap∗(B1)

α∗(Ωj)
≤ Cσ for some C = C(N,R) constant,

(iv) for the case of the capacity in RN the barycenter of every Ωj is in the origin.

Proof of Theorem 5.2.1 assuming Selection Principle. Suppose Theorem 5.2.1 does
not hold. Then for any σ > 0 we can �nd a contradicting sequence Ω̃j as in (5.2.1).
We apply Selection Principle to Ω̃j to get a smooth contradicting sequence Uj.

By the properties of Ωj, we have that for j big enough Uj is a nearly-spherical
set. Thus, we can use Theorem 4.1.2 and get

c(N,R) ≤ lim sup
j→∞

cap∗(Uj)− cap∗(B1)

α∗(Ωj)
≤ C(N,R)σ.

But this cannot happen for σ small enough depending only on N and R �

The proof of Theorem 5.2.2 is based on constructing the new sequence of sets by
solving a variational problem. The existence of this new sequence is established in
the next section while its regularity properties are studied in Section 5.4.

5.3 Proof of Theorem 5.2.2: Existence and �rst prop-

erties

5.3.1 Getting rid of the volume constraint

The �rst step consists in getting rid of the volume constraint in the isocapacitary
inequality. Note that this has to be done locally since, by scaling, globally there
exists no Lagrange multiplier. Furthermore, to apply the regularity theory for free
boundary problems, it is crucial to introduce a monotone dependence on the volume.
To this end, let us set

fη(s) :=

{
− 1
η
(s− ωN), s ≤ ωN

−η(s− ωN), s ≥ ωN

and let us consider the new functional

C ∗η (Ω) = cap∗(Ω) + fη(|Ω|).

We now show that the above functional is uniquely minimized by balls. Note also
that fη satis�es

η(t− s) ≤ fη(s)− fη(t) ≤
(t− s)
η

for all 0 ≤ s ≤ t. (5.3.1)
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Lemma 5.3.1 (Relative capacity). There exists an η̂ = η̂(R) > 0 such that the only
minimizer of C R

η̂ in the class of sets contained in BR is B1, the unit ball centered at
the origin.

Moreover, there exists c = c(R) > 0 such that for any ball Br with 0 < r < R,
one has

C R
η̂ (Br)− C R

η̂ (B1) ≥ c|r − 1|. (5.3.2)

Lemma 5.3.2 (Absolute capacity). There exists an η̂ = η̂(R) > 0 such that the
only minimizer of Cη̂ in the class of sets contained in BR is a translate of the unit
unit ball B1.

Moreover, there exists c = c(R) > 0 such that for any ball Br with 0 < r < R,
one has

Cη̂(Br)− Cη̂(B1) ≥ c|r − 1|. (5.3.3)

Proof of Lemma 5.3.1. First of all, using symmetrization we get that any minimizer
of C R

η is a ball centered at zero. Thus, it is enough to show that for some η > 0

g(r) := C R
η (Br)

attains its only minimum at r = 1 on the interval (0, R). We recall that the (relative)
capacitary potential of Br in BR is given by

uR = min

{(
|x|−(N−2) −R−(N−2)

)
+

r−(N−2) −R−(N−2)
, 1

}

and thus

capR(Br) =
(N − 2)

r−(N−2) −R−(N−2)
,

hence

g(r) = capR(Br) + fη(ωNr
N) =

RN−2 − 1

(R
r
)N−2 − 1

capR(B1) + fη(ωNr
N).

For convenience let us denote

ϕ(r) := capR(Br) = c1(R)
RN−2 − 1

RN−2 − rN−2
rN−2,

and note that

ϕ′(r) = c1(R)(N − 2)

(
RN−2 − 1

RN−2 − rN−2
rN−3 +

RN−2 − 1

(RN−2 − rN−2)2
rN−3rN−2

)
.

Now we consider separately the two cases 0 < r ≤ 1 and 1 ≤ r ≤ R.
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• 0 < r ≤ 1

g′(r) = c2(R)

(
RN−2 − 1

RN−2 − rN−2
rN−3 +

RN−2 − 1

(RN−2 − rN−2)2
rN−3rN−2

)
−1

η
ωNNr

N−1.

For r ∈ (1/2, 1)

g′(r) ≤ c(R)− 1

η
ωNN

(
1

2

)N−1

.

If we take η < η(R) � 1, then g′(r) < −c3(R) for r ∈ (1
2
, 1) and thus g(r)

attains its minimum at r = 1 on that interval.

Moreover for r ∈ (0, 1/2)

g(r) =
RN−2 − 1

(R
r
)N−2 − 1

capR(B1) +
1

η

(
ωN
(
1− rN

))
≥ 1

η

(
ωN

(
1−

(
1

2

)N))
.

Since g(1) = capR(B1) = c(R) we can take η small enough depending only on
R to ensure that g(r) ≥ g(1) for all r ∈ [0, 1/2).

• 1 ≤ r < R

g′(r) = c(R)

(
RN−2 − 1

RN−2 − rN−2
rN−3 +

RN−2 − 1

(RN−2 − rN−2)2
rN−3rN−2

)
− ηωNNrN−1

≥ c(R)− ηωNNRN−1.

Taking η � 1 depending only on r we get g′(r) > c4(R) for r ∈ (1, R) and thus
g(r) attains its minimum at r = 1 also on this interval.

To prove the last claim just note that

lim
r→1−

g′(r) ≤ −c3 lim
r→1+

g′(r) ≥ c4.

�

Proof of Lemma 5.3.2. The proof works exactly as the one in the previous lemma,
just using the equality

cap(Br) = cap(B1)rN−2.

�

5.3.2 A penalized minimum problem

The sequence in Theorem 5.2.2 is obtained by solving the following minimum prob-
lem.

min {C ∗η̂,j(Ω) : Ω ⊂ BR}, (5.3.4)
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where

C ∗η̂,j(Ω) = C ∗η̂ (Ω)+
√
ε2
j + σ2(α∗(Ω)− εj)2 = cap∗(Ω)+fη̂(|Ω|)+

√
ε2
j + σ2(α∗(Ω)− εj)2.

We start proving the existence of minimizers. As in [BDPV15], in order to ensure
the continuity of the asymmetry term, one needs to construct a minimizing sequence
with equibounded perimeter. Recall also that a set is said to be quasi open if it is
the zero level set of a W 1,2 function.

Lemma 5.3.3. There exists σ0 = σ0(N,R) > 0 such that for every σ < σ0 the
minimum in (5.3.4) is attained by a quasi-open set Ω∗j . Moreover, perimeters of Ω∗j
are bounded independently on j.

Proof. We will focus on the capacity with respect to the ball. For the case of capacity
in RN one simply replaces W 1,2

0 (BR) by D1,2(RN).

Step 1: �nding minimizing sequence with bounded perimters. We consider
{Vk}k∈N � a minimizing sequence for C R

η̂,j, satisfying

C R
η̂,j(Vk) ≤ inf C R

η̂,j +
1

k
.

We denote by vk the capacitary potentials of Vk, so Vk = {x ∈ BR : vk = 1}. We
take as a variation the slightly enlarged set Ṽk:

Ṽk = {x ∈ BR : vk > 1− tk},
where tk = 1√

k
.

Note that the function ṽk = min(vk,1−tk)
1−tk

is in W 1,2
0 (BR) and vk = 1 on Ṽk, so we

can bound the capacity of Ṽk by
∫
BR
|∇ṽk|2dx. Since Vk is almost minimizing, we

write ∫
{vk<1}

|∇vk|2dx+ fη̂(|{vk = 1}|) +
√
ε2
j + σ2(α({vk = 1})− εj)2

≤
∫
{vk<1−tk}

∣∣∣∣∇( vk
1− tk

)∣∣∣∣2dx+ fη̂(|{vk ≥ 1− tk}|)

+
√
ε2
j + σ2(α({vk ≥ 1− tk})− εj)2 +

1

k
.

We use (5.3.1) and the fact that the function t 7→
√
ε2
j + σ2(t− εj)2 is 1 Lipschitz

to get∫
{1−tk<vk<1}

|∇vk|2dx+ η̂|{1− tk < vk < 1}|

≤ σ
(
|α({vk ≥ 1− tk} − α({vk = 1})|

)
+

1

k
+

∫
{vk<1−tk}

((
1

1− tk

)2

− 1

)
|∇vk|2dx

≤ C(R)σ|{1− tk < vk ≤ 1}|+ 1

k
+

((
1

1− tk

)2

− 1

)
capR(Vk)

≤ C(R)σ|{1− tk < vk ≤ 1}|+ 1

k
+ c(N,R)tk,
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where in the second inequality we used Lemma 5.1.2, (ii). Taking σ < η̂
2C(R)

, we
obtain ∫

{1−tk<vk<1}
|∇vk|2dx+

η̂

2
(|{1− tk < vk < 1}|) ≤ 1

k
+ c(N,R)tk.

We estimate the left-hand side from below, using the arithmetic-geometric mean
inequality, the Cauchy-Schwarz inequality, and the co-area formula.∫

{1−tk<vk<1}
|∇vk|2dx+

η̂

2
(|{1− tk < vk < 1}|)

≥ 2

(∫
1−tk<vk<1

|∇vk|2dx
) 1

2
(
η̂

2
(|{1− tk < vk < 1}|)

) 1
2

≥
√

2η̂

∫
1−tk<vk<1

|∇vk|dx =
√

2η̂

∫ 1

1−tk
P (vk > s)ds.

where P (E) denotes the De Giorgi perimeter of a set E. Hence, there exists a level
1− tk < sk < 1 such that for V̂k = {vk > sk}

P (V̂k) ≤
1

tk

∫ 1

1−tk
P ({vk > s})ds ≤ 1

tk
√

2η̂k
+ c(N,R) =

1√
2η̂k

+ c(N,R).

where in the last equality we have used that tk = 1√
k
. These V̂k will give us the

desired "good" minimizing sequence, indeed

C R
η̂,j(V̂k)

≤ C R
η̂,j(Vk) + fη̂(|{vk > sk}|)− fη̂(|{vk = 1}|) + Cσ|{1− sk < vk < 1}| ≤ C R

η̂,j(Vk),

where in the �rst inequality we have used that V̂k ⊂ Vk and in the second that,
thanks to our choice of σ,

fη̂(|{vk > sk}|)−fη̂(|{vk = 1}|)+Cσ|{1−sk < vk < 1} ≤ (Cσ−η̂)|{1−sk < vk < 1} ≤ 0.

Step 2: Existence of a minimizer. Since {V̂k}k is a sequence with equibounded
perimeter,s there exists a Borel set V̂∞ such that up to a (not relabelled) subsequence

1V̂k → 1V̂∞ in L1(BR) and a.e. in BR, P (V̂∞) ≤ C(N,R).

We want to show that V̂∞ is a minimizer for Cη,j. We set v̂k = min(vk,sk)
sk

and we

note that they are the capacitary potentials of V̂k. Moreover the sequence {v̂k}k is
bounded in W 1,2

0 (BR). Thus, there exists a function v̂ ∈ W 1,2
0 (BR) such that up to

a (not relabelled) subsequence

v̂k → v̂ strongly in L2(BR) and a.e. in BR.
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Let us de�ne V̂ = {x : v̂ = 1}, we want to show that V̂ is a minimizer. First, note
that

1V̂ (x) ≥ lim sup 1V̂k(x) = 1V̂∞(x) for a.e. x ∈ BR,

hence |V̂∞ \ V̂ | = 0. Moreover, by the lower semicontinuity of Dirichlet integral, the
monotonicity of fη̂ and the continuity of α with respect to the L1 convergence, we
have

inf C R
η̂,j = lim

k

∫
|∇v̂k|2 + fη̂(|V̂k|) +

√
ε2
j + σ2(α(V̂k)− εj)2

≥ capR(V̂ ) + fη̂(|V̂∞|) +
√
ε2
j + σ2(α(V̂∞)− εj)2. ≥ capR(V̂ ) + fη̂(|V̂ |)

(5.3.5)
Hence

capR(V̂ ) + fη̂(|V̂∞|) +
√
ε2
j + σ2(α(V̂∞)− εj)2 ≤ inf C R

η̂,j(Ω)

≤ capR(V̂ ) + fη̂(|V̂ |) +
√
ε2
j + σ2(α(V̂ )− εj)2.

Using Lemma 5.1.2 (ii) we get

fη̂(|V̂∞|)− fη̂(|V̂ |) ≤ Cσ|V̂∆V̂∞| = Cσ|V̂ \ V̂∞|.

Since |V̂ | ≥ |V̂∞|, (5.3.1) and our choice of σ yield

η̂|V̂ \V̂∞| ≤ fη̂(|V̂∞|)− fη̂(|V̂ |) ≤ Cσ|V̂ \V̂∞| ≤
η̂

2
|V̂ \V̂∞|,

from which we conclude that |V̂∆V̂∞| = 0 and thus, by (5.3.5) that V̂ is the desired
minimizer. �

5.3.3 First properties of the minimizers

Let us conclude by establishing some properties of the minimizers of (5.3.4).

Lemma 5.3.4. Let {Ωj} be a sequence of minimizers for (5.3.4). Then the following
properties hold:

(i) |α∗(Ωj)− εj| ≤ 3σεj;

(ii)
∣∣|Ωj| − |B1|

∣∣ ≤ Cσ4εj;

(iii) (A) for the capacity in RN up to translations Ωj → B1 in L1,

(B) for the relative capacity Ωj → B1 in L1;

(iv) 0 ≤ C ∗η̂ (Ωj)− C ∗η̂ (B1) ≤ σ4εj.

Proof. Recall that the sequence {Ωj} was obtained by a sequence {Ω̃j} satisying
1. |Ω̃j| = |B1|,
2. α∗(Ω̃j) = εj,
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3. cap∗(Ω̃j)− cap∗(B1) ≤ σ4εj.

We now use {Ω̃j} as comparison domains for the functionals C ∗η̂,j to get

C ∗η̂ (Ωj) + εj ≤ C ∗η̂,j(Ωj) ≤ C ∗η̂,j(Ω̃j) = C ∗η̂ (Ω̃j) + εj ≤ C ∗η̂ (B1) + εj(1 + σ4), (5.3.6)

implying that

C ∗η̂ (Ωj)− C ∗η̂ (B1) ≤ εjσ
4,

which proves (iv). Note that we de�ned fη̂ in such a way that C ∗η̂ (Ωj) ≥ C ∗η̂ (B1).
Thus, using (5.3.6) we also deduce that√

ε2
j + σ2(α∗(Ωj)− εj)2 ≤ εj(1 + σ4),

which gives (i). To estimate the volume of Ωj, we use the classical isocapacitary
inequality and properties of fη̂ and (5.3.2), (5.3.3). Indeed, let Bj be the ball
centered in the origin such that |Bj| = |Ωj|.Then

σ4εj ≥ C ∗η̂ (Ωj)− C ∗η̂ (B1) ≥ C ∗η̂ (Bj)− C ∗η̂ (B1) ≥ c(R)
∣∣|Ωj| − |B1|

∣∣,
where in the last inequality we have used (5.3.2), (5.3.3). This proves (ii). To prove
(ii) we recall that the sets Ωj have equibounded perimeter. Hence, the sequence
{Ωj}j is precompact in L1(BR). Since the asymmetry is continuous with respect to
L1 convergence any limit set has zero asymmetry. The only set with zero asymmetry
is the unit ball (or a translated unit ball in the case of the absolute), proving (iii).
�

5.4 Proof of Theorem 5.2.2: Regularity

In this section, we show that the sequence of minimizers of (5.3.4) converges smoothly
to the unit ball. This will be done by relying on the regularity theory for free bound-
ary problems established in [AC81].

5.4.1 Linear growth away from the free boundary

Let uj be the capacitary potential for Ωj, a minimizer of (5.3.4). Let us set vj :=
1 − uj, so that Ωj = {vj = 0}, vj = 1 on ∂BR, following [AC81] we are going to
show that

vj(x) ∼ dist(x,Ωj).

where the implicit constant depends only on R. The above estimate is obtained by
suitable comparison estimates. In order to be able to perform them with constants
which depend only on R, we need to know that {uj = 1} is uniformly far from ∂BR.
This will be achieved by �rst establishing (uniform in j) Hölder continuity of uj.
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Hölder continuity

The proof of Hölder continuity is quite standard and it is based on establishing
a decay estimate for the integral oscillation of uj. Since, thanks to the minimizing
property, uj is close to the harmonic function in Br(x0)∩BR with the same boundary
value, we start by recalling the decay of the harmonic functions both in the interior
and at the boundary. The following is well known, see for instance [GM12, Propo-
sition 5.8].

Lemma 5.4.1. Suppose w ∈ W 1,2(Ω) is harmonic, x0 ∈ Ω. Then there exists a
constant c = c(N) such that for any balls Br1(x0) ⊂ Br2(x0) b Ω

−
∫
Br1 (x0)

(
w − −

∫
Br1 (x0)

w

)2

≤ c

(
r1

r2

)2

−
∫
Br2 (x0)

(
w − −

∫
Br2 (x0)

w

)2

. (5.4.1)

Next lemma studies the decay at the boundary, the result is well known. Since
we have not been able to �nd a precise reference for this statement, we report its
simple proof.

Lemma 5.4.2. Let Ω be an open set such that 0 ∈ ∂Ω and let w ∈ W 1,2(Br) be
harmonic in Ω∩Br, w ≡ 0 on Br \Ω. Assume that there exists δ > 0 such that for
ρ ≤ r

|Ωc ∩Bρ|
|Bρ|

≥ δ.

Then there exist a constant c = c(δ) and an exponent γ = γ(δ) > 0 such that for
any 0 < r1 < r2 < r we have

−
∫
Br1

w2 ≤ c

(
r1

r2

)γ
−
∫
Br2

w2.

Remark 5.4.3. Note that as w is harmonic in Ω ∩ Br and 0 on Br \ Ω, w2 is
subharmonic in Br, thus its means over balls increase with the radius. In particular,

sup
Br

w2 ≤ c(N) −
∫
B3r

w2. (5.4.2)

Proof of Lemma 5.4.2. For convenience, we assume that r > 1 (we can reduce to
this case by scaling). First, we note that it is enough to show the result for radii
with the ratio equal to a positive power of 1

4
. Indeed, take k ∈ Z+ such that

1
4k+1 ≤ r1

r2
< 1

4k
. Then

−
∫
Br1

w2 ≤ C4−γk −
∫
B
r14k

w2 ≤ C4−γk −
∫
Br2

w2 ≤ C4γ
(
r1

r2

)−γ
−
∫
Br2

w2.

We work with powers of 1
4
. We start by showing

sup
B 1

4

w ≤ (1− c) sup
B1

w. (5.4.3)
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For any ε > 0 there exists some x0 ∈ B 1
4
such that supB 1

4

w ≤ w(x0) + ε, so we can

write

sup
B 1

4

w − ε ≤ w(x0) ≤ −
∫
B 3

4
(x0)

w ≤
|Ω ∩B 3

4
(x0)|

|B 3
4
(x0)|

sup
B1

w

=

(
1−
|Ωc ∩B 3

4
(x0)|

|B 3
4
(x0)|

)
sup
B1

w ≤

(
1−
|Ωc ∩B 1

4
|

|B 3
4
|

)
sup
B1

w

≤

(
1− δ

|B 1
4
|

|B 3
4
|

)
sup
B1

w,

which proves (5.4.3) since ε is arbitrary. Using induction and scaling we can extend
this result to all powers of 1

4
. Indeed w̃(x) = w(x/4) satis�es the hypothesis of the

theorem. Hence,

sup
B 1

16

w = sup
B 1

4

w̃ ≤ (1− c) sup
B1

w̃ = (1− c) sup
B 1

4

w ≤ (1− c)2 sup
B1

w,

and thus
sup
B 1

4k

w ≤ (1− c)k sup
B1

w.

In the same way
sup
B 1

4k
r

w ≤ (1− c)k sup
Br

w.

Now

−
∫
B 1

4k

w2 ≤ (sup
B 1

4k

w)2 ≤ (1− c)2(k−1)(sup
B 1

4

w)2

≤ (1− c)2(k−1)

−∫
B 3

4
(x0)

w2

 ≤ (1− c)2(k−1)

(
c′ −
∫
B1

w2

)
,

where we have used (5.4.2). We get from powers of 1
4
to other radii again by scaling.

This concludes the proof with γ = − log4(1− c). �

Corollary 5.4.4. Let w be as in the statement of Lemma 5.4.2, then

−
∫
Br1

(
w − −

∫
Br1

w

)2

≤ C

(
r1

r2

)γ
−
∫
Br2

(
w − −

∫
Br2

w

)2

for any 0 < r1 < r2 < r with C a constant depending only on δ.

Proof. The proof follows from Lemma 5.4.2 and the simple observation that for a
function w vanishing on a �xed fraction of Bρ, the L

2 norm and the variance are
comparable. Namely there exists a constant c = c(δ) such that

1

c

∫
Bρ

(
w − −

∫
Bρ

w

)2

≤
∫
Bρ

w2 ≤ c

∫
Bρ

(
w − −

∫
Bρ

w

)2

.
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Indeed, the �rst inequality is true for every w with c = 1. For the second one note
that ∫

Bρ

(
w − −

∫
Bρ

w

)2

=

∫
Bρ

w2 − |Bρ|

(
−
∫
Bρ

w

)2

.

Hence we need to estimate
(
−
∫
Bρ
w
)2

in terms of
∫
Bρ
w2. Since w is non-zero only

inside Ω, using Hölder inequality, we obtain(
−
∫
Bρ

w

)2

≤
(
|Ω ∩Bρ|
|Bρ|

)
−
∫
Bρ

w2 ≤ (1− δ) −
∫
Bρ

w2,

hence ∫
Bρ

(
w − −

∫
Bρ

w

)2

≥ δ

∫
Bρ

w2,

concluding the proof. �

To prove Hölder continuity of uj we will use several times the following compar-
ison estimates.

Lemma 5.4.5. Let uj be the capacitary potential of a minimizer for (5.3.4). Let
A ⊂ BR be an open set with Lipschitz boundary and let w ∈ W 1,2(RN) coincide with
uj on the boundary of A in the sense of traces.

Then∫
A

|∇uj|2dx−
∫
A

|∇w|2dx ≤
(

1

η̂
+ Cσ

) ∣∣A ∩ ({u = 1}∆{w = 1})
∣∣.

Moreover, if uj ≤ w ≤ 1 in A, then∫
A

|∇uj|2dx+
η̂

2

∣∣A ∩ ({u = 1}∆{w = 1})
∣∣ ≤ ∫

A

|∇w|2dx,

provided σ ≤ σ(R).

Proof. We prove the result for the relative capacity. The case of the capacity in RN

can be treated in the same way. Since uj is �xed we drop the subscript j. Consider
ũ de�ned as {

ũ = w in A

ũ = u else.
.

Take Ω̃ = {ũ = 1} as a comparison domain. Since Ω is minimizing, we can write∫
BR

|∇u|2dx+ fη̂(Ω) +
√
ε2
j + σ2(αR(Ω)− εj)2 = C R

η̂,j(Ω)

≤ C R
η̂,j(Ω̃) ≤

∫
BR

|∇ũ|2dx+ fη̂(Ω̃) +
√
ε2
j + σ2(α(Ω̃)− εj)2.
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Hence, by Lemma 5.1.2, (ii) and (5.3.1).∫
A

|∇u|2dx−
∫
A

|∇w|2dx ≤ |fη̂(Ω)− fη̂(Ω̃)|+ Cσ|Ω∆Ω̃| ≤ (
1

η̂
+ Cσ)|Ω∆Ω̃|.

To prove the second inequality we observe that u ≤ w ≤ 1 implies {u = 1} ⊂ {ũ =
1}, i.e. Ω ⊂ Ω̃. Hence, by (5.3.1):∫
A

|∇u|2dx−
∫
A

|∇w|2dx ≤ −fη̂(Ω) + fη̂(Ω̃) + Cσ|Ω∆Ω̃| ≤ −η̂|Ω̃ \ Ω|+ Cσ|Ω̃ \ Ω|,

from which the inequality follows choosing σ small enough. �

Remark 5.4.6. Note that if w is harmonic in A, then∫
A

|∇u|2dx−
∫
A

|∇w|2dx =

∫
A

|∇(u− w)|2dx,

meaning that the �rst inequality from the lemma becomes∫
A

|∇(u− w)|2dx ≤
(

1

η̂
+ Cσ

) ∣∣A ∩ {u = 1}∆{w = 1}
∣∣. (5.4.4)

Let us also recall the following technical result

Lemma 5.4.7 ( [Lemma 5.13 in [GM12]). Let φ : R+ → R
+ be a non-decreasing

function satisfying

φ(ρ) ≤ A
[( ρ
R

)α
+ ε
]
φ(R) +BRβ,

for some A,α, β > 0, with α > β and for all 0 < ρ ≤ R ≤ R0, where R0 > 0 is
given. Then there exist constants ε0 = ε0(A,α, β) and c = c(A,α, β) such that if
ε ≤ ε0, we have

φ(ρ) ≤ c

[
φ(R)

Rβ
+B

]
ρβ

for all 0 ≤ ρ ≤ R ≤ R0.

Lemma 5.4.8. There exists α ∈ (0, 1/2) such that every minimizer of (5.3.4) stais-
�es uj ∈ C0,α(BR). Moreover, the Hölder norm is bounded by a constant independent
on j.

Proof. Let us extend uj by 0 outside of BR. As usual, we drop the subscript j. By
Camapanato's criterion it is enough to show that

φ(r) :=

∫
Br(x0)

(
u− −

∫
Br(x0)

u

)2

≤ Cr2α

for all r small enough (say less that 1/2).
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Step 1: estimates on the boundary. Let x0 ∈ ∂BR. Let w be the harmonic
extension of u in Br′(x0) ∩BR . By Corollary 5.4.4 we know that∫

Br(x0)

(
w − −

∫
Br(x0)

w

)2

≤ C
( r
r′

)N+γ
∫
Br′ (x0)

(
w − −

∫
Br′ (x0)

w

)2

for some γ > 0. Let g := u− w. Then∫
Br(x0)

(
u− −

∫
Br(x0)

u

)2

≤ 2

∫
Br(x0)

(
w(x)− −

∫
Br(x0)

w

)2

+ 2

∫
Br(x0)

(
g − −

∫
Br(x0)

g

)2

≤ 2C
( r
r′

)N+γ
∫
Br′ (x0)

(
w − −

∫
Br(x0)

w

)2

+ 2

∫
Br′ (x0)

g2

≤ C
( r
r′

)N+γ
∫
Br′ (x0)

(
u− −

∫
Br(x0)

u

)2

+ C

∫
Br′ (x0)

g2.

To estimate
∫
Br′ (x0)

g2 we recall that g ∈ W 1,2
0 (Br′(x0)) and vanishes outsideBr′(x0)∩

BR, hence by Poincaré's inequality and (5.4.4)∫
Br′ (x0)

g2 ≤ C(r′)2

∫
Br′ (x0)∩BR

|∇g|2 ≤ C(r′)N+2.

Combining the last two inequalities, we get

φ(r) ≤ c
( r
r′

)N+γ

φ(r′) + C(r′)N+2.

Using Lemma 5.4.7 we obtain

φ(r) ≤ c

(( r
r′

)N+γ

φ(r′) + CrN+γ

)
for any r < r′ < 1. In particular,

φ(r) ≤ c
(
‖u‖2

L2(RN ) + C
)
rN+γ.

Step 2: estimates at the interior. Assume that x0 ∈ BR, r < r′ < dist(x0, ∂BR),
so that Br(x0) ⊂ Br′(x0) ⊂ BR. Then one can proceed in the same way as in the
previous step using Lemma 5.4.1 instead of Corollary 5.4.4. Hence

φ(r) ≤ C

(( r
r′

)N+γ

φ(r′) + CrN+γ

)
for r < r′ < dist(x0, ∂BR) and, in particular,

φ(r) ≤ c

((
1

dist(x0, ∂BR)

)N+γ

‖u‖2
L2(RN ) + C

)
rN+γ. (5.4.5)

Step 3: global estimates. We now combine the previous steps, distinguishing
several cases:
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• dist(x0, ∂BR) > 1/2. By Step 2

φ(r) ≤ C
(
‖u‖2

L2(RN ) + C
)
rN+γ.

• r ≤ ρ := dist(x0, ∂BR) ≤ 1/2. Let y0 = R x0

|x0| be the radial projection of x0 on
∂BR. Then, using Step 2 and Step 1, we have

φ(r) ≤ C

((
r

ρ

)N+γ

φ(ρ) + CrN+γ

)

= C

(r
ρ

)N+γ ∫
Bρ(x0)

(
u− −

∫
Bρ(x0)

u

)2

+ CrN+γ


≤ C

(r
ρ

)N+γ ∫
B2ρ(y0)

(
u− −

∫
B2ρ(y0)

u

)2

+ CrN+γ


≤ C

((
r

ρ

)N+γ

(2ρ)N+γ

∫
B1(y0)

(
u− −

∫
B1(y0)

u

)2

+ CrN+γ

)
≤ C

(
‖u‖2

L2(RN ) + C
)
rN+γ.

• ρ := dist(x0, ∂BR) ≤ r ≤ 1/2. Again we set y0 to be the radial projection of
x0 onto ∂BR. We use Step 1 and get

φ(r) =

∫
Br(x0)

(
u− −

∫
Br(x0)

u

)2

≤
∫
B2r(y0)

(
u− −

∫
B2r(y0)

u

)2

≤ C

(
rN+γ

∫
B1(y0)

(
u− −

∫
B1(y0)

u

)2

+ CrN+γ

)
≤ C

(
‖u‖2

L2(RN ) + C
)
rN+γ.

In conclusion,

φ(r) ≤ C
(
‖u‖2

L2(RN ) + C
)
rN+γ,

which by Campanato criterion implies that u ∈ C
γ
2 . Note furthermore that the

dependence on j is realized only by the L2 norm of uj which is uniformly bounded

by
√
|BR|. �

Lipschitz continuity and density estimates on the boundary

We now prove two lemmas similar to those in Section 3 of [AC81]. These are
obtained by adding or removing a small ball from an optimizer of (5.3.4). Since
our competitors are constrained to lie in BR removing a ball is not a problem. On
the other hand adding might lead to a non admissible competitor. For the case of
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the relative capacity, we use the Hölder estimate of the previous section. Indeed it
implies that there exists ρ0 = ρ0(R) > 0 such that

Ωj ⊂ BR−ρ0 . (5.4.6)

Lemma 5.4.9. For κ < 1 there is a constant c = c(N, κ,R) such that if uj is a
capacitary potential for a minimizer of (5.3.4) and vj = 1− uj satis�es

−
∫
∂Br(x0)

vj ≤ cr (5.4.7)

for some x0 ∈ BR, then vj = 0 in Bκr(x0). In the case of the relative capacity we
assume r ≤ ρ0 where ρ0 is as in (5.4.6).

Proof. We drop the subscript j for simplicity. We �rst check that Bκr(x0) ⊂ BR.
By our restriction on r this is clear in the case of the relative capacity. Let us show
that this is the case also for the absolute capacity provided we choose c small enough
(depending only on R and N , κ). To prove this we use that v cannot be too small
outside of BR. More precisely, by comparison principle we know that

v(x) ≥ vBR(x) = 1− RN−2

|x|N−2
,

where vBR is the corresponding function for BR. Suppose that Bκr(x0)\BR 6= ∅.
Then the part of ∂Br(x0)\BR with the distance at least 1−κ

2
r from the boundary of

the ball BR has measure at least c(κ)rN−1. Then

−
∫
∂Br(x0)

v ≥ c(κ)

(
1− RN−2(

R + 1−κ
2
r
)N−2

)
≥ c(N, κ,R)r,

in contradiction with (5.4.7) if c is small enough depending on κ,N,R.
Now we turn to the proof of the lemma for both cases. Since x0 is �xed we

simply write Br for Br(x0). The idea is to take as a variation a domain, de�ned
by a function coinciding with v everywhere outside B√κr and being zero inside Bκr.
More precisely, de�ne w in B√κr as the solution of

∆w = 0 in B√κr\Bκr

w = 0 in Bκr

w = v on ∂B√κr

,

where v = supB√κr v. Note that since v is subharmonic, v ≤ c(N, κ) −
∫
∂Br

v. More-

over, one easily estimates ∣∣∣∂w
∂ν

∣∣∣ ≤ C(N, κ)
v

r
on ∂Bκr. (5.4.8)
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Using the second inequality in Lemma 5.4.5 with A = B√κr and max(u, 1 − w) =
1−min(v, w) in the place of w, we get∫

B√κr

|∇v|2dx+
η̂

2
|B√κr ∩ {v > 0, w = 0}| ≤

∫
B√κr

|∇min(v, w)|2dx.

Using that |a|2 + |b|2 ≥ 2a · b, we obtain∫
Bκr

(
|∇v|2 +

η̂

2
1{v>0}

)
dx ≤

∫
B√κr\Bκr

(
|∇min(v, w)|2 − |∇v|2

)
dx

≤ 2

∫
(B√κr\Bκr)∩{v>w}

(
|∇w|2 −∇v · ∇w

)
dx = −2

∫
B√κr\Bκr

∇max(v − w, 0)∇wdx

= 2

∫
∂Bκr

v
∂w

∂ν
dHN−1 ≤ c(N, κ)

v

r

∫
∂Bκr

vdHN−1.

where we have used (5.4.8). We will now bound
∫
∂Bκr

vdHN−1 from above by a

constant times the left-hand side. Since v
r
can be made as small as we wish, this

will conclude the proof. In order to do that we use �rst the trace inequality, then
AM-GM to get∫

∂Bκr

vdHN−1 ≤ c(N, κ)

(
1

r

∫
Bκr

vdx+

∫
Bκr

|∇v|dx
)

≤ c(N, κ)

(
v

r

2

η̂

∫
Bκr

η̂

2
1{v>0}dx+

1

2

∫
Bκr

(
|∇v|2 + 1{v>0}

)
dx

)
≤ c(N, κ,R)

∫
Bκr

(
|∇v|2 +

η̂

2
1{v>0}

)
dx.

�

Lemma 5.4.10. There exists M = M(N,R) such that if uj is a minimizer for
(5.3.4) and vj = 1− uj satis�es

−
∫
∂Br(x0)

vjdHN−1 ≥Mr,

then vj > 0 in Br(x0).

Proof. Let us drop the subscript j as usual. As a comparison domain here we
consider Ω\Br(x0), note that it is a subset of BR.More precisely, we de�ne w as the
solution of {

∆w = 0 in Br(x0)

w = v on RN \Br(x0).

We use Lemma 5.4.5 and Remark 5.4.6 with A = Br, 1− w as w to deduce∫
Br(x0)

|∇(v − w)|2dx ≤
(

1

η̂
+ Cσ

)
|{v = 0} ∩Br(x0)|. (5.4.9)

We now estimate |{v = 0} ∩Br| by the left-hand side. This can be done by arguing
as in [AC81, Lemma 3.2]. Here we present a slightly di�erent proof 1. First we

1We warmly thank Jonas Hirsch for suggesting this proof.
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change coordinates so that x0 = 0. Then by the representation formula

w(x) ≥ c(N)
r − |x|
r

−
∫
∂Br

v ≥ c(N)(r − |x|)M. (5.4.10)

If we now apply Hardy inequality,∫
Br

g2

(r − |x|)2
≤ C(N)

∫
Br

|∇g|2 g ∈ W 1,2
0 (Br),

to the function g = v − w and we take into account (5.4.10) and (5.4.9), we get

c(N)M2|{v = 0} ∩Br| ≤
∫
{v=0}∩Br

w2

(r − |x|)2
≤
∫
Br

(w − v)2

(r − |x|)2

≤ c(N)

∫
Br

|∇(v − w)|2 ≤ C(N,R)|{v = 0} ∩Br|,

which is impossible if M is large enough depending in N,R unless v > 0 almost
everywhere in Br. �

As in Section 3 of [AC81] these two lemmas imply Lipschitz continuity of min-
imizers and density estimates on the boundary of minimizing domains. Note that
we use here Lemma 5.4.8 as we need to apply the lemmas for the balls of all radii
less or equal to some ρ0, see (5.4.6).

Lemma 5.4.11. Let vj be as above, Ωj = {vj = 0}. Then Ωj is open and there
exist constants C = C(N,R), ρ0 = ρ0(N,R) > 0 such that

(i) for every x ∈ BR
1

C
dist(x,Ωj) ≤ vj ≤ C dist(x,Ωj);

(ii) vj are equi-Lipschitz;

(iii) for every x ∈ ∂Ωj and r ≤ ρ0

1

C
≤ |Ωj ∩Br(x)|

|Br(x)|
≤
(

1− 1

C

)
.

Applying [AC81, Theorem 4.5] to vj = (1− uj) we also have the following

Lemma 5.4.12. Let uj be as above, then there exists a Borel function quj such that

∆uj = qujHN−1 ∂∗Ωj. (5.4.11)

Moreover, 0 < c ≤ −quj ≤ C, c = c(N,R), C = C(N,R) and HN−1(∂Ωj\∂∗Ωj) = 0
.

Since Ωj converge to B1 in L1 by Lemma 5.3.4, the density estimates also give
us the following convergence of boundaries.
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Lemma 5.4.13. Let Ωj be minimizers of (5.3.4). Then:

(A) For the capacity with respect to the ball BR

∂Ωj −−−→
j→∞

∂B1,

in the Kuratowski sense.

(B) For the capacity in RN every limit point of Ωj with respect to L1 convergence is
the unit ball centered at some x∞ ∈ BR. Moreover, the convergence holds also
in the Kuratowski sense.

Corollary 5.4.14. In the setting of Lemma 5.4.13, for every δ > 0 there exists jδ
such that for j ≥ jδ

(A) B1−δ ⊂ Ωj ⊂ B1+δ in the case of the relative capacity;

(B) B1−δ(xj) ⊂ Ωj ⊂ B1+δ(xj) for some xj ∈ BR in the case of the capacity in RN .

5.4.2 Higher regularity of the free boundary

In order to address the higher regularity of ∂Ωj, we need to prove that quj is smooth.
This will be done by using the Euler-Lagrange equations for our minimizing problem.
We de�ned Ωj in such a way that the following minimizing property holds

(A) ∫
BR

|∇uj|2dx+ fη̂(|{uj = 1}|) +
√
ε2
j + σ2(αR({uj = 1})− εj)2

≤
∫
BR

|∇u|2dx+ fη̂(|{u = 1}|) +
√
ε2
j + σ2(αR({u = 1})− εj)2

(5.4.12)

for any u ∈ W 1,2
0 (BR) such that 0 ≤ u ≤ 1.

(B) ∫
RN

|∇uj|2dx+ fη̂(|{uj = 1}|) +
√
ε2
j + σ2(α({uj = 1})− εj)2

≤
∫
RN

|∇u|2dx+ fη̂(|{u = 1}|) +
√
ε2
j + σ2(α({u = 1})− εj)2

(5.4.13)

for any u ∈ W 1,2(RN) such that 0 ≤ u ≤ 1, {u = 1} ⊂ BR.

To write Euler-Lagrange equations for uj, we need to have (5.4.12) or (5.4.13))respectively
for uj ◦Φ where Φ is a di�eomorphism of RN close to the identity. Note that to make
sure that {uj ◦Φ = 1} is contained in BR one needs to know that dist(uj, ∂Br) > 0.
This follows from Corollary 5.4.14, up translate Ωj in the case of the absolute capac-
ity (note that in this case the problem is invariant by translation). More precisely
we will get the following optimality condition
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(A)

q2
uj
− σ2(αR(Ωj)− εj)√

ε2
j + σ2(αR(Ωj)− εj)2

|x| = Λj;

(B)

q2
uj
− σ2(α(Ωj)− εj)√

ε2
j + σ2(α(Ωj)− εj)2

(
|x− xΩj | −

(
−
∫

Ωj

y − xΩj

|y − xΩj |
dy

)
· x

)
= Λj

for some constant Λj > 0. These equations are an immediate consequence of the
following lemma whose proof is almost the same as [BDPV15, Lemma 4.15] (which
in turn is based on [AAC86]). For this reason we only highlight the most relevant
changes, referring the reader to [BDPV15, Lemma 4.15] for more details.

Lemma 5.4.15. There exists j0 such that for any j ≥ j0 and any two points x1 and
x2 in the reduced boundary of Ωj the following equality holds:

(A)

q2
uj

(x1)− σ2(αR(Ωj)− εj)√
ε2
j + σ2(αR(Ωj)− εj)2

|x1| = q2
uj

(x2)− σ2(αR(Ωj)− εj)√
ε2
j + σ2(αR(Ωj)− εj)2

|x2|;

(B)

q2
uj

(x1)− σ2(α(Ωj)− εj)√
ε2
j + σ2(α(Ωj)− εj)2

(
|x1 − xΩj | −

(
−
∫

Ωj

y − xΩj

|y − xΩj |
dy

)
· x1

)

= q2
uj

(x2)− σ2(α(Ωj)− εj)√
ε2
j + σ2(α(Ωj)− εj)2

(
|x2 − xΩj | −

(
−
∫

Ωj

y − xΩj

|y − xΩj |
dy

)
· x2

)
.

Proof. We argue by contradiction. Assume there exist x1, x2 ∈ ∂∗{uj = 1} such
that

(A)

q2
uj

(x1)− σ2(αR(Ωj)− εj)√
ε2
j + σ2(αR(Ωj)− εj)2

|x1| < q2
uj

(x2)− σ2(αR(Ωj)− εj)√
ε2
j + σ2(αR(Ωj)− εj)2

|x2|;

(5.4.14)

(B)

q2
uj

(x1)− σ2(α(Ωj)− εj)√
ε2
j + σ2(α(Ωj)− εj)2

(
|x1 − xΩj | −

(
−
∫

Ωj

y − xΩj

|y − xΩj |
dy

)
· x1

)

< q2
uj

(x2)− σ2(α(Ωj)− εj)√
ε2
j + σ2(α(Ωj)− εj)2

(
|x2 − xΩj | −

(
−
∫

Ωj

y − xΩj

|y − xΩj |
dy

)
· x2

)
.

(5.4.15)
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Using this inequalities, we are going to construct a variation contradicting (5.4.12).
We take a smooth radial symmetric function φ(x) = φ(|x|) supported in B1 and
de�ne the following di�eomorphism for small τ and ρ:

Φρ
τ (x) =


x+ τρφ(|x−x1

ρ
|)ν(x1), x ∈ Bρ(x1),

x− τρφ(|x−x2

ρ
|)ν(x2), x ∈ Bρ(x2),

x, otherwise.

We de�ne the function
uρτ := u ◦ (Φρ

τ )
−1

and we de�ne a competitor domain Ωρ
τ as the domain with uρτ for capacitary poten-

tial, i.e.
Ωρ
τ := {uρτ = 1}.

Now we are going to show that for τ and ρ small enough C ∗η̂ (Ωρ
τ ) < C ∗η̂ (Ω). To

do that, we �rst compute the variation of all the terms involved in C ∗η̂ .

Volume. By arguing as in [BDPV15, Lemma 4.15] one gets

|Ωρ
τ | − |Ω| = τρN

(∫
{y·ν(x1)=0}∩B1

φ (|y|)−
∫
{y·ν(x2)=0}∩B1

φ (|y|)
)

+ o(τ)ρN + oτ (ρ
N)

= o(τ)ρN + oτ (ρ
N),

where oτ (ρ
N)ρ−N goes to zero as ρ→ 0 and o(τ) is independent on ρ.

Barycenter.(for the case of the capacity in R
N). Assume that that xΩ = 0, as

in [BDPV15, Lemma 4.15] one gets,

xΩρτ = −ρNτ x1 − x2

|Ω|

(∫
{y1=0}∩B1

φ(|y|)
)

+ ρNo(τ) + oτ (ρ
N).

Asymmetry. Again by the very same computations as in [BDPV15, Lemma 4.15]
one gets

αR(Ωρ
τ )− αR(Ω) = −ρNτ

(∫
{y1=0}∩B1

φ(|y|)
)

(|x1| − |x2|) + o(τ)ρN + oτ (ρ
N).

In the case of asymmetry α(Ω) we get an additional term:

α(Ωρ
τ )− α(Ω) = −ρNτ

(∫
{y1=0}∩B1

φ(|y|)
)(
|x1| − |x2|+

(
−
∫

Ω

y

|y|
dy

)
· (x1 − x2)

)
+o(τ)ρN + oτ (ρ

N).
.

Dirichlet energy. Again one can argue as in [BDPV15, Lemma 4.15] to get

cap∗(Ω
ρ
τ )−cap∗(Ω) ≤ τρN

(
|q(x1)|2 − |q(x2)|2

) ∫
B1∩{y1=0}

φ(|y|)dy+o(τ)ρN +oτ (ρ
N).

Combining the above estimates one gets
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(A) (∫
B1∩{y1=0}

φ(|y|)dy
)−1 C R

η̂,j(Ω
ρ
τ )− C R

η̂,j(Ω)

ρN

= τ

|q(x1)|2 − |q(x2)|2 − σ2(αR(Ω)− εj)√
ε2
j + σ2(αR(Ω)− εj)2

(|x1| − |x2|)

+ o(τ) + oτ (1);

(B) (∫
B1∩{y1=0}

φ(|y|)dy
)−1 Cη̂,j(Ω

ρ
τ )− Cη̂,j(Ω)

ρN

= τ

(
|q(x1)|2 − |q(x2)|2

− σ2(α(Ω)− εj)√
ε2
j + σ2(α(Ω)− εj)2

(
|x1| − |x2|+

(
−
∫

Ω

y

|y|
dy

)
· (x1 − x2)

))
+ o(τ) + oτ (1).

According to (5.4.14) and (5.4.15) the quantity in parentheses is strictly negative.
Thus, we get a contradiction with the minimality of Ω for ρ and τ small enough. �

Lemma 5.4.16 (Smoothness of qu). There exist constants δ = δ(N,R) > 0, j0 =
j0(N,R), σ0 = σ0(N,R) > 0 such that for every j ≥ j0, σ ≤ σ0 the functions quj
belong to C∞(Nδ(∂Ωj)).

Moreover, for every k there exists a constant C = C(k,N,R) such that

‖quj‖Ck(Nδ(∂Ωj)) ≤ C

for every j ≥ j0.

Proof. We would like to write an explicit formula for quj using Euler-Lagrange equa-
tions, namely

(A)

quj = −

 σ2(αR(Ωj)− εj)√
ε2
j + σ2(αR(Ωj)− εj)2

|x|+ Λj

 1
2

; (5.4.16)

(B)

quj = −

 σ2(α(Ωj)− εj)√
ε2
j + σ2(α(Ωj)− εj)2

(
|x− xΩj | −

(
−
∫

Ωj

y − xΩj

|y − xΩj |
dy

)
· x

)
+ Λj

 1
2

.

(5.4.17)
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To do that, we need to show that the quantity in the parenthesis is bounded away
from zero. Indeed, quj is bounded from above and below independently of j and

(A) ∣∣∣∣∣∣ σ2(αR(Ωj)− εj)√
ε2
j + σ2(αR(Ωj)− εj)2

|x|

∣∣∣∣∣∣ ≤ C(N,R)σ; (5.4.18)

(B) ∣∣∣∣∣∣ σ2(α(Ωj)− εj)√
ε2
j + σ2(α(Ωj)− εj)2

(
|x− xΩj | −

(
−
∫

Ωj

y − xΩj

|y − xΩj |
dy

)
· x

)∣∣∣∣∣∣ ≤ C(N,R)σ.

(5.4.19)

Then it follows from the Euler-Lagrange equations that also Λj is bounded from
above and below independently of j. Thus, for σ small enough we can write the
above-mentioned explicit formula for quj and get the conclusion of the lemma. �

Now we are ready to apply the results of [AC81]. Indeed thanks to Lemma
5.4.15, vj = (1− uj) is a weak solution of the free boundary problem First, we need
to recall the de�nition of �atness for the free boundary, see [AC81, De�nition 7.1]
(here it is applied to u = (1− v)).

De�nition 5.4.17. Let µ−, µ+ ∈ (0, 1]. A weak solution u of (5.4.11) is said to be
of class F (µ−, µ+,∞) in Bρ(x0) in a direction ν ∈ SN−1 if x0 ∈ ∂{u = 1} and{

u(x) = 1 for (x− x0) · ν ≤ −µ−ρ,
1− u(x) ≥ qu(x0)((x− x0) · ν − µ+ρ) for (x− x0) · ν ≥ µ+ρ,

We are going to use that �at free boundaries are smooth (again we apply [AC81,
Theorem 8.1] to v = (1− u))

Theorem 5.4.18 (Theorem 8.1 in [AC81]). Let u be a weak solution of (5.4.11))
and assume that qu is Lipschitz continuous. There are constants γ, µ0, κ, C such that
if u is of class F (µ, 1,∞) in B4ρ(x0) in some direction ν ∈ SN−1 with µ ≤ µ0 and
ρ ≤ κµ2, then there exists a C1,γ function f : RN−1 → R with ‖f‖C1,γ ≤ Cµ such
that

∂{u = 1} ∩Bρ(x0) = (x0 + graphν f) ∩Bρ(x0), (5.4.20)

where graphν f = {x ∈ RN : x · ν = f(x− x · ν)ν)}. Moreover if qu ∈ Ck,γ in some
neighborhood of {uj = 1}, then f ∈ Ck+1,γ and ‖f‖Ck+1,γ ≤ C(N,R, ‖qu‖Ck,γ ).

We are now ready to prove Theorem 5.2.2, cp. [BDPV15, Proposition 4.4].

Proof of Theorem 5.2.2. We de�ne Ωj as minimizers of (5.3.4). The desired se-
quence of Selection Principle will be properly rescaled {Ωj}. We need to show that
{Ωj} converges smoothly to the ball B1. Indeed one then de�ne

Uj = λj(Ωj − x∗),
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where λj =
(
|B1|
|Ωj |

)1/n

, x∗ = 0 in the case of the relative capacity and x∗ = xΩj in the

case of the absolute capacity. Lemma 5.3.4 then implies all the desired properties
of Uj, compare with [BDPV15, Proof of Proposition 4.4].

Let µ0, κ be as in Theorem 5.4.18 and µ < µ0 to be �xed later. Let x be some
point on the boundary of B1. As ∂B1 is smooth, it lies inside a narrow strip in the
neighborhood of x. More precisely, there exists ρ0 = ρ0(µ) ≤ κµ2 such that for every
ρ < ρ0 and every x ∈ ∂B1

∂B1 ∩B5ρ(x) ⊂ {x : |(x− x) · νx| ≤ µρ}.

We know that ∂Ωj are converging to ∂B1 in the sense of Kuratowski. Thus,
there exists a point x0 ∈ ∂Ωj ∩Bµρ0(x) such that

∂Ωj ∩B4ρ0(x0) ⊂ {x : |(x− x0) · νx| ≤ 4µρ0}.

So, uj is of class F (µ, 1,∞) in B4ρ0(x0) with respect to the direction νx and by
Theorem 5.4.18, ∂Ωj ∩Bρ0(x0) is the graph of a smooth function with respect to νx.
More precisely, for µ small enough there exists a family of smooth functions gxj with
uniformly bounded Ck norms such that

∂Ωj ∩Bρ0(x) = {x+ gxj (x)x : x ∈ ∂B1} ∩Bρ0(x).

By a covering argument this gives a family of smooth functions gj with uniformly
bounded Ck norms such that

∂Ωj = {x+ gj(x)x : x ∈ ∂B1}.

By Ascoli-Arzelà and convergence to ∂B1 in the sense of Kuratowski, we get that
gj → 0 in Ck−1(∂B1), hence the smooth convergence of ∂Ωj. �

5.5 Reduction to bounded sets

To complete the proof of Theorem 1.1.5 one needs to show that in the case of the
full capacity one can just consider sets with uniformly bounded diameter. To this
end let us introduce the following

De�nition 5.5.1. Let Ω be an open set in RN with |Ω| = |B1|. Then we de�ne the
de�cit of Ω as the di�erence between its capacity and the capacity of the unit ball:

D(Ω) = cap(Ω)− cap(B1).

Here is the key lemma for reducing Theorem 1.1.5 to Theorem 5.2.1.

Lemma 5.5.2. There exist constants C = C(N), δ = δ(N) > 0 and d = d(N) such
that for any Ω ⊂ R

N open with |Ω| = |B1| and D(Ω) ≤ δ, we can �nd a new set Ω̃
enjoying the following properties
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1. diam(Ω̃) ≤ d,

2. |Ω̃| = |B1|,
3. D(Ω̃) ≤ CD(Ω),

4. A(Ω̃) ≥ A(Ω)− CD(Ω).

We are going to de�ne Ω̃ as a suitable dilation of Ω∩BS for some large S. Hence,
we �rst show the following estimates on the capacity of Ω ∩BS.

Lemma 5.5.3. Let S ′ > S. Then there exists a constant c = c(S ′) such that for
any open set Ω ⊂ RN with |Ω| = |B1| the following inequalities hold:

cap(B1)

(
1− |Ω \BS|

|B1|

)N−2
N

≤ cap(Ω ∩BS) ≤ cap(Ω)− c
(

1− S

S ′

)2

|Ω \BS′|
N−2
N .

Proof. The �rst inequality is a direct consequence of the classical isocapacitary in-
equality. To prove the second one we are going to use the estimates for the capacitary
potential of BS for which the exact formula can be written. Denote by uΩ and uS
the capacitary potentials of Ω and Ω ∩BS respectively. We �rst compute

cap(Ω ∩BS) = cap(Ω) +

∫
RN

|∇uS|2 − |∇uΩ|2

= cap(Ω)−
∫

(Ω∩BS)c
|∇(uΩ − uS)|2 + 2

∫
(Ω∩BS)c

∇uS · ∇(uS − uΩ)

= cap(Ω)−
∫

(Ω∩BS)c
|∇(uΩ − uS)|2 − 2

∫
(Ω∩BS)c

(∆uS)(uS − uΩ)

+ 2

∫
∂(Ω∩BS)

(uS − uΩ)∇uS · νdHN−1

= cap(Ω)−
∫

(Ω∩BS)c
|∇(uΩ − uS)|2

since uS = uΩ = 1 on ∂(Ω∩BS). We would like to show that
∫

(Ω∩BS)c
|∇(uΩ−uS)|2

cannot be too small. To this end let us set vΩ = 1 − uΩ and similarly for vS. By
Sobolev's embedding we get∫

(Ω∩BS)c
|∇(uΩ − uS)|2 =

∫
(Ω∩BS)c

|∇(vΩ − vS)|2

≥ c(N)

(∫
(Ω∩BS)c

|vΩ − vS|2
∗
) 2

2∗

≥ c

(∫
Ω\BS

|vS|2
∗
) 2

2∗

,

where 2∗ is the Sobolev exponent and in the last inequality we used that vΩ ≡ 0 on
Ω. Let us also set

zS =

(
1− SN−2

|x|N−2

)
+

.
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By the maximum principle, vS ≥ zS, hence∫
Ω\BS

|vS|2
∗ ≥

∫
Ω\BS

|zS|2
∗

≥
∫

Ω\BS′
|zS|2

∗ ≥

(
1−

(
S

S ′

)N−2
)2∗

|Ω \BS′ |.

Hence

cap(Ω ∩BS) ≤ cap(Ω)− c(N)

(
1−

(
S

S ′

)N−2
)2

|Ω \BS′ |
N−2
N

≤ cap(Ω)− c
(

1− S

S ′

)2

|Ω \BS′|
N−2
N ,

concluding the proof. �

We can now prove Lemma 5.5.2.

Proof of Lemma 5.5.2. Let us assume without loss of generality that the ball achiev-
ing the asymmetry of Ω is B1. As was already mentioned, we are going to show that
there exists an Ω̃ of the form λ(Ω∩BS) for suitable S and λ satisfying all the desired
properties. Let us set

bk :=
|Ω\B2−2−k |
|B1|

≤ 1.

Note that by Theorem 1.1.7 we can assume that b1 ≤ 2A(Ω) is as small as we wish
(independently on Ω up to choose δ su�ciently small). Lemma 5.5.3 gives

cap(Ω)− c
(

2−(k+1)

2− 2−(k+1)

)2

b
N−2
N

k+1 ≥ cap(B1)(1− bk)
N−2
N ≥ cap(B1)− cap(B1)bk,

which implies

cbk+1 ≤
(
4N/(N−2)

)k
(D(Ω) + Cbk)

N
N−2 . (5.5.1)

We now claim that there exists k̄ such that

bk̄ ≤ D(Ω).

Indeed, otherwise by (5.5.1) we would get

bk+1 ≤ C
(
4N/(N−2)

)k
(D(Ω) + Cbk)

N
N−2 ≤

(
4N/(N−2)

)k
C ′b

N
N−2

k ≤Mkb
N
N−2

k

for all k ∈ N, where M = M(N). Iterating the last inequality, we obtain

bk+1 ≤M
N−2

2
k(Mb1)( N

N−2
)k −−−→

k→∞
0

if b1 < min(1,M−2), which by Theorem 1.1.7 we can assume up to choosing δ =
δ(N)� 1.
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We de�ne Ω̃ as a properly rescaled intersection of Ω with a ball. Let k̄ be such
that bk̄ ≤ D(Ω)

Ω̃ :=

(
|B1|

|Ω ∩BR|

) 1
N

(Ω ∩BR) = (1− bk̄)−
1
N (Ω ∩BS),

where S := 2 − 2−k̄ ≤ 2. Note that |Ω̃| = |B1|. We now check all the remaining
properties:

- Bound on the diameter :

diam(Ω̃) ≤ 2 · 2(1−D(Ω))−
1
N ≤ 4(1− δ)−

1
N ≤ 4.

up to choose δ = δ(N)� 1.

- Bound on the de�cit :

D(Ω̃) = cap(Ω̃)− cap(B1) = cap(Ω ∩BS)(1− bK̄)−
N−2
N − cap(B1)

≤ cap(Ω)(1− bk̄)−
N−2
N − cap(B1)

≤ cap(Ω)− cap(B1) +
2(N − 2) cap(Ω)

N
bk̄ ≤ C(N)D(Ω).

since bk̄ ≤ D(Ω)� 1 and, in particular, cap(Ω) ≤ 2 cap(B1).

- Bound on the asymmetry : Let r := (1−bk̄)−1 ∈ (1, 2), that is r is such that Ω̃ =
rN(Ω∩BS) with S = 2− 2−k̄ ≤ 2. Let x0 be such that B1(x0) is a minimizing
ball for A(Ω̃). Then, recalling that bk̄ = |B1|−1|Ω \BS| ≤ C(N)D(Ω),

|B1|A(Ω) ≤ |Ω∆B1

(x0

r

)
| ≤ |Ω \BS|+

∣∣∣(Ω ∩BS)∆B1

(x0

r

)∣∣∣
≤ CD(Ω) +

∣∣∣(Ω ∩BS)∆B 1
r

(x0

r

)∣∣∣
+
∣∣∣B 1

r

(x0

r

)
∆B1

(x0

r

)∣∣∣
≤ CD(Ω) +

|B1|
rN
A(Ω̃) + |B1|

(
1− 1

rN

)
≤ CD(Ω) + |B1|A(Ω̃) + C(N)bk̄

≤ CD(Ω) + |B1|A(Ω̃).

�

5.6 Proof of Theorem 1.1.5

In order to reduce it to Theorem 5.2.1, we need to start with a set which is already
close to a ball. In the case of the absolute capacity, thanks to Theorem 1.1.7, this
can be achieved by assuming the de�cit su�ciently small (the quantitative inequality
being trivial in the other regime). The next lemma contains the same �qualitative�
result in the case of the relative capacity.
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Lemma 5.6.1. For all ε > 0 there exists δ = δ(ε, R) > 0 such that if Ω ⊂ BR is an
open set with |Ω| = 1 and

capR(Ω) ≤ capR(B1) + δ

then
αR(Ω) ≤ ε.

Proof. We argue by contradiction. Suppose there exists an ε0 > 0 and a sequence
of open sets Ωj ⊂ BR with |Ωj| = |B1| such that αR(Ωj) ≥ ε0 but

capR(B1) ≤ capR(Ωj) ≤ capR(B1) + 1/j.

We denote by uj ∈ W 1,2
0 (BR) the capacitary potential of Ωj. The above inequality

grants that ∫
BR

|∇uj|2dx→ capR(B1).

Thus, up to a not-relabelled subsequence, there exists a function u inW 1,2
0 (BR) such

that uj ⇀ u in W 1,2
0 (BR), uj → u in L2(BR) and almost everywhere in BR. We

de�ne Ω as {u = 1}. From the lower semi-continuity of Dirichlet integral we have
that

capR(Ω) ≤
∫
BR

|∇u|2dx ≤ lim inf

∫
BR

|∇uj|2dx = capR(B1).

On the other hand, we have 1Ω ≥ lim sup 1Ωj , meaning that |Ωj \ Ω| → 0 and
|Ω| ≥ |Ωj| = |B1|. The isocapacitary inequality then implies that Ω = B1. In
particular, |Ωj| = |Ω| for all j and

|Ω \ Ωj| = |Ωj \ Ω| → 0,

and thus 1Ωj → 1Ω = 1B1 in L1(BR). Hence by Lemma 5.1.2, (ii), αR(Ωj) → 0, a
contradiction. �

We have now all the ingredients to prove Theorem 1.1.5.

Proof of Theorem 1.1.5. We will consider separately the cases of the absolute and
relative capacity.

Absolute capacity. First note that if D(Ω) ≥ δ0 then, since A(Ω) ≥ 2,

D(Ω) ≥ 4
δ0

4
≥ δ0

4
A(Ω)2.

Hence we can assume that D(Ω) is as small as we wish as long as the smallness
depends only on N . We now δ0 smaller than the constant δ in Lemma 5.5.2 and,
assuming that D(Ω) ≤ δ0, we use Lemma 5.5.2 to �nd a set Ω̃ with diam(Ω̃) ≤ d =
d(N) and satisfying all the properties there. In particular, up to a translation we
can assume that Ω̃ ⊂ Bd. Up to choosing δ0 smaller we can apply Theorem 1.1.7
and Lemma 5.1.2 (ii) to ensure that α(Ω̃) ≤ ε0 where ε0 = ε0(N, d) = ε0(N) is the
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constant appearing in the statement of Theorem 5.2.1. This, together with Lemma
5.1.2, (i), grants that

D(Ω̃) ≥ c(N)α(Ω̃) ≥ c(N)A(Ω̃)2.

Hence, by Lemma 5.5.2 and assuming that A(Ω) ≥ CD(Ω) (since otherwise there
is nothing to prove),

D(Ω) ≥ cD(Ω̃) ≥ cA(Ω̃)2 ≥ cA(Ω̃)2 ≥ cA(Ω)2 − CD(Ω)2

from which the conclusion easily follows since D(Ω) ≤ δ0 � 1.

Relative capacity. Since αR(Ω) ≤ C(R,N) by arguing as in the previous case, we
can assume that capR(Ω) − capR(B1) ≤ δ1(N,R) � 1. By Lemma 5.6.1 we can
assume that αR(Ω) ≤ ε0 where ε0 = ε0(N,R) is the constant in Theorem 5.2.1.
Hence

capR(Ω)− capR(B1) ≥ c(N,R)αR(Ω) ≥ c(N,R)|Ω∆B1|2.

�
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Chapter 6

Quantitative isocapacitary

inequality: case of the general p

The �rst steps in the proof of quantitative isocapacitary inequality in the case of
general p repeat those for the case p = 2. We go through them brie�y indicating
the di�erences.

6.1 Stability for bounded sets with small asymme-

try

Our aim is to prove the following theorem, and then reduce to the general case. Note
that also here instead of Fraenkel asymmetry we are using another notion de�ned
in Section 5.1.

Theorem 6.1.1. There exist constants c = c(N, p,R), ε0 = ε0(N, p,R) such that
for any open set Ω ⊂ BR with |Ω| = |B1| and α(Ω) ≤ ε0 the following inequality
holds:

capp(Ω)− capp(B1) ≥ c α(Ω).

To prove Theorem 6.1.1 we are going to argue by contradiction. Suppose that
the theorem doesn't hold. Then there exists a sequence of open sets Ω̃j ⊂ BR such
that

|Ω̃j| = |B1|, α(Ω̃j) = εj → 0,
capp(Ω̃j)− capp(B1)

εj
≤ σ4 (6.1.1)

for some small σ to be chosen later. We then perturb the sequence Ω̃j so that it
converges to B1 in a smooth way. More precisely, we are going to show the following.

Theorem 6.1.2 (Selection Principle). There exists σ̃ = σ̃(N, p,R) such that if one
has a contradicting sequence Ω̃j as the one described above in (6.1.1) with σ < σ̃,
then there exists a sequence of smooth open sets Uj such that

(i) |Uj| = |B1|,
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(ii) ∂Uj → ∂B1 in Ck for every k,

(iii) lim supj→∞
capp(Uj)−capp(B1)

α(Ωj)
≤ Cσ for some C = C(N, p,R) constant,

(iv) the barycenter of every Ωj is in the origin.

6.2 Proof of Theorem 6.1.2: Existence and �rst prop-

erties

6.2.1 Getting rid of the volume constraint

The �rst step consists in getting rid of the volume constraint in the isocapacitary
inequality. We again use the following function

fη(s) :=

{
− 1
η
(s− ωN), s ≤ ωN

−η(s− ωN), s ≥ ωN

and consider the new functional

Cη(Ω) = capp(Ω) + fη(|Ω|).

Remember that fη satis�es

η(t− s) ≤ fη(s)− fη(t) ≤
(t− s)
η

for all 0 ≤ s ≤ t.

Analogously to Lemma 5.3.2, we have the following.

Lemma 6.2.1. There exists an η̂ = η̂(N, p,R) > 0 such that the only minimizer of
Cη̂ in the class of sets contained in BR is a translate of the unit unit ball B1.

Moreover, there exists c = c(N, p,R) > 0 such that for any ball Br with 0 < r <
R, one has

Cη̂(Br)− Cη̂(B1) ≥ c|r − 1|.

Proof. The proof is similar to the proofs of Lemma 5.3.1 and Lemma 5.3.2. The
computation can be repeated almost verbatim, the only di�erence being scaling of
capacity:

capp(Br) = rN−p cap(B1).

�

6.2.2 A penalized minimum problem

The sequence in Theorem 6.1.2 is obtained by solving the following minimum prob-
lem.

min {C p
η̂,j(Ω) : Ω ⊂ BR}, (6.2.1)

93



where

C p
η̂,j(Ω) = C p

η̂ (Ω)+
√
ε2
j + σ2(α(Ω)− εj)2 = capp(Ω)+fη̂(|Ω|)+

√
ε2
j + σ2(α(Ω)− εj)2.

As in the case p = 2, we construct a minimizing sequence with equibounded
perimeter. Recall also that a set is said to be p-quasi-open if it is the zero level set
of a W 1,p function.

Lemma 6.2.2. There exists σ0 = σ0(N, p,R) > 0 such that for every σ < σ0 the
minimum in (6.2.1) is attained by a p-quasi-open set Ωj. Moreover, perimeters of
Ωj are bounded independently on j.

Proof. The proof is identical to the proof of Lemma 5.3.3 in case of absolute capacity
up to changing 2 to p. �

6.2.3 First properties of the minimizers

We �nish the section by stating some properties of minimizers.

Lemma 6.2.3. Let {Ωj} be a sequence of minimizers for (6.2.1). Then the following
properties hold:

(i) |α(Ωj)− εj| ≤ 3σεj;

(ii)
∣∣|Ωj| − |B1|

∣∣ ≤ Cσ4εj;

(iii) up to translations Ωj → B1 in L1,

(iv) 0 ≤ Cη̂(Ωj)− Cη̂(B1) ≤ σ4εj.

Proof. The lemma follows easily from Lemma 6.2.1. To prove (iii) we need to recall
that the sets Ωj have bounded perimeter. For more details see the proof of Lemma
5.3.4. �

6.3 Proof of Theorem 6.1.2: Regularity

In this section, we show that the sequence of minimizers of (6.2.1) converges smoothly
to the unit ball. This will be done by relying on the regularity theory for free bound-
ary problems established in [DP05].

6.3.1 Linear growth away from the free boundary

Let uj be the capacitary potential for Ωj, a minimizer of (6.2.1). Let us also intro-
duce vj := 1 − uj, so that Ωj = {vj = 0}. Following [DP05] we are going to show
that

vj(x) ∼ dist(x,Ωj).

where the implicit constant depends only on R. The above estimate is obtained by
suitable comparison estimates. We will need to have some compactness properties,
so we �rst prove Hölder continuity, also with the constant depending only on R.
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Hölder continuity

The proof is based on establishing a decay estimate for the integral oscillation of uj
and it is almost identical to the case of 2-capacity.

We are going to use the following growth result for p-harmonic functions. The
proof can be found, for example, in [Giu03, Theorem 7.7].

Lemma 6.3.1. Suppose w ∈ W 1,2(Ω) is p-harmonic, x0 ∈ Ω. Then there exists a
constant c = c(N, p), β > 0 such that for any balls Br1(x0) ⊂ Br2(x0) b Ω

−
∫
Br1 (x0)

|∇w|p ≤ c

(
r1

r2

)pβ−p
−
∫
Br2 (x0)

|∇w|p.

Remark 6.3.2. In [Giu03] the result is proven for the functions in De Giorgi class.
One can prove that in the case of p-harmonic functions the inequality holds for
β = 1, but we are not going to need that.

To prove Hölder continuity of uj we will use several times the following compar-
ison estimates.

Lemma 6.3.3. Let uj be the capacitary potential of a minimizer for (6.2.1). Let
A ⊂ BR be an open set with Lipschitz boundary and let w ∈ W 1,p(RN) coincide with
uj on the boundary of A in the sense of traces.

Then∫
A

|∇uj|pdx−
∫
A

|∇w|pdx ≤
(

1

η̂
+ Cσ

) ∣∣A ∩ ({u = 1}∆{w = 1})
∣∣.

Moreover, if uj ≤ w ≤ 1 in A, then∫
A

|∇uj|pdx+
η̂

2

∣∣A ∩ ({u = 1}∆{w = 1})
∣∣ ≤ ∫

A

|∇w|pdx,

provided σ ≤ σ(R).

Proof. The proof is the same as the proof of Lemma 5.4.5, modulo changing expo-
nents from 2 to p. The idea is to consider ũ de�ned as{

ũ = w in A

ũ = u else

and take Ω̃ = {ũ = 1} as a comparison domain. �

Remark 6.3.4. Note that if w is p-harmonic in A, then by Lemma B.0.2

• if p ≥ 2, we have∫
A

|∇u|pdx−
∫
A

|∇w|pdx ≥ c

∫
A

|∇(u− w)|pdx;
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• if 1 < p < 2, then∫
A

|∇u|pdx−
∫
A

|∇w|pdx ≥ c

∫
A

|∇(u− w)|2
(
|∇w|2 + |∇(u− w)|2

) p−2
2 dx.

Hence the �rst inequality from the lemma becomes

• for p ≥ 2∫
A

|∇(u− w)|pdx ≤ C(p)

(
1

η̂
+ Cσ

) ∣∣A ∩ ({u = 1}∆{w = 1})
∣∣; (6.3.1)

• for 1 < p < 2 ∫
A

|∇(u− w)|2
(
|∇w|2 + |∇(u− w)|2

) p−2
2 dx

≤ C(p)

(
1

η̂
+ Cσ

) ∣∣A ∩ ({u = 1}∆{w = 1})
∣∣. (6.3.2)

Lemma 6.3.5. There exists α ∈ (0, 1/2) such that every minimizer of (6.2.1) satis-
�es uj ∈ C0,α(BR). Moreover, the Hölder norm is bounded by a constant independent
on j.

Proof. The proof is similar to the proof of Lemma 5.4.8. As usual, we drop the
subscript j. By Campanato's criterion it is enough to show that∫

Br(x0)

∣∣∣u− −∫
Br(x0)

u
∣∣∣p ≤ CrN+2α

for all r small enough (say less that 1/2). We are going to show instead that

φ(r) :=

∫
Br(x0)

|∇u|p ≤ CrN+2α−p

which yields the previous inequality by Poincaré.
Let x0 ∈ BR. Let w be the p-harmonic extension of u in Br′(x0). By Lemma 6.3.1
we know that ∫

Br(x0)

|∇w|p ≤ C
( r
r′

)N+pβ−p
∫
Br′ (x0)

|∇w|p.

Let g := u− w. Then∫
Br(x0)

|∇u|pdx ≤ C

∫
Br(x0)

|∇w|pdx+ C

∫
Br(x0)

|∇g|p

≤ C
( r
r′

)N+pβ−p
∫
Br′ (x0)

|∇w|pdx+ C

∫
Br′ (x0)

|∇g|p.

We want to show the following bound:∫
Br′ (x0)

|∇g|p ≤ Cε(r
′)N + Cε

∫
Br′ (x0)

|∇w|p (6.3.3)
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for ε < ε0 = ε0(N, p). By (6.3.1) it is immediate for p ≥ 2 (even without the second
summand on the right hand side). For 1 < p < 2 we use Young inequality to get∫
Br′ (x0)

|∇g|p ≤ Cε

∫
Br′ (x0)

|∇g|2
(
|∇w|2 + |∇g|2

)(p−2)/2
+ ε

∫
Br′ (x0)

(
|∇w|2 + |∇g|2

)p/2
≤ Cε(r

′)N + Cε

∫
Br′ (x0)

(|∇w|p + |∇g|p),

yielding (6.3.3) for ε small enough. Note that in the last inequality we used (6.3.2).
So we have∫

Br(x0)

|∇u|pdx ≤ C

(( r
r′

)N+pβ−p
+ ε

)∫
Br′ (x0)

|∇w|pdx+ Cε(r
′)N

≤ C

(( r
r′

)N+pβ−p
+ ε

)∫
Br′ (x0)

|∇u|pdx+ Cε(r
′)N

+ C

(( r
r′

)N+pβ−p
+ ε

)∫
Br′ (x0)

|∇g|pdx

≤ C

(( r
r′

)N+pβ−p
+ ε

)∫
Br′ (x0)

|∇u|pdx+ Cε(r
′)N ,

which gives us

φ(r) ≤ c

(( r
r′

)N+pβ−p
+ ε

)
φ(r′) + Cε(r

′)N .

Using Lemma A.0.2 we obtain

φ(r) ≤ c

(( r
r′

)N+pβ−p
φ(r′) + CrN

)
for any r < r′ < 1. In particular,

φ(r) ≤ c
(
‖u‖p

Lp(RN )
+ C

)
rN+pβ−p.

�

Lipschitz continuity and density estimates on the boundary

The following lemma is an analogue of [DP05, Lemma 3.2] and it will give us uniform
Lipschitz continuity.

Lemma 6.3.6. There exists M = M(N, p,R) such that if uj is a minimizer for
(6.2.1) and vj = 1− uj satis�es vj(x0) = 0, then

sup
Br/4(x0)

vj ≤Mr.
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Proof. Step 1. We argue by contradiction and get a sequence vjk , Brk(yk) ⊂ BR

such that vjk(yk) = 0, supBrk/4(yk) vjk ≥ krk. We now consider blow-ups around yk,

that is, we de�ne

ṽk(x) :=
vjk(yk + rkx)

rk
.

Note that ṽk minimizes∫
RN

|∇v|pdx+ r−nk fη̂(r
N
k {v = 0}) + r−nk

√
ε2
jk

+ σ2(α(Φk({v = 0}))− εjk)2

among functions such that Φk({v = 0}) ⊂ BR, where Φk(x) = yk+rkx. Additionally,
we have

ṽk(0) = 0, sup
B1/4

ṽk ≥ k.

We de�ne a function
dk(x) := dist (x, {ṽk = 0})

and a set

Vk :=

{
x ∈ B : dk(x) ≤ 1− |x|

3

}
.

The following properties hold for Vk:

• B1/4 ⊂ Vk. This is due to the fact that ṽk(0) = 0 and thus dk(x) ≤ |x|.
• mk := supx∈Vk (1− |x|)ṽk(x) ≥ 3k

4
. This follows from the previous property.

Since ṽk is continuous and (1− |x|)ṽk(x) = 0 on ∂B, mk is obtained at some point
xk ∈ Vk. We notice that the following holds for xk:

ṽk(xk) =
mk

1− |xk|
≥ mk ≥

3k

4
; δk := dk(xk) ≤

1− |xk|
3

.

We now take projections of xk onto {ṽk = 0}, that is, we consider a sequence zk
such that zk ∈ {ṽk = 0} ∩ B, |zk − xk| = δk. Note that B2δk(zk) ⊂ B. Moreover,
Bδk/2(zk) ⊂ Vk since for any x ∈ Bδk/2(zk) we have

1− |x| ≥ 1− |xk| − |xk − x| ≥ 1− |xk| −
3

2
δk ≥

1− |xk|
2

.

Now let us show that supBδk/4
ṽk ∼ ṽk(xk). Indeed, for the upper bound it is enough

to notice that

sup
Bδk/2(zk)

ṽk ≤ ṽk(xk)(1− |xk|) sup
Bδk/2(zk)

1

1− |x|
≤ 2ṽk(xk).

On the other hand, since Bδk(xk) ⊂ {ṽk > 0}, ṽk is p-harmonic in Bδk(xk) and thus,
by Harnack inequality (see, for example, [Lin06, Theorem 2.20]), we get

sup
Bδk/4(zk)

ṽk ≥ inf
B4δk/5

(xk)
ṽk ≥ c0 sup

B4δk/5
(xk)

ṽk − C ≥
c0

2
ṽk(xk),
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where the last inequality holds for k big enough.
Step 2. We now consider blow-ups around zk. We de�ne

v̂k(x) :=
ṽk(zk + δk

2
x)

ṽk(xk)
.

We note that
sup
B
v̂k ≤ 2, sup

B1/2

v̂k ≥ c0/2, v̂k(0) = 0

and v̂k is a minimizer of∫
RN

|∇v|pdx+ (δk/2)p−n ṽk(xk)
−pr−nk fη̂((δk/2)NrNk {v = 0})+

(δk/2)p−n ṽk(xk)
−pr−nk

√
ε2
jk

+ σ2(α(Ψk({v = 0}))− εjk)2

(6.3.4)

among functions such that Ψk({v = 0}) ⊂ BR, where Ψk(x) = yk + rkzk + rkδkx
2

.
We introduce wk - a p-harmonic continuation of v̂k in B3/4:{

div(|wk|p−2∇wk) = 0 in B3/4,

wk = v̂k in B
c
3/4.

By maximum principle (see, for example, [Lin06, Corollary 2.21]) wk > 0 in B3/4

and thus
{v̂k = 0}∆{wk = 0} = {v̂k = 0} ∩B3/4.

So now, remembering that v̂k is a minimizer for (6.3.4) and using wk as a comparison
function we obtain ∫

B3/4

|∇v̂k|p dx ≤
∫
B3/4

|∇wk|p dx+
C

kp
.

From this we can infer the convergence of vk − wk to zero. In order to do that, we
de�ne

vsk = sv̂k + (1− s)wk.

Now, we write

C

kp
≥
∫
B3/4

|∇v̂k|p dx−
∫
B3/4

|∇wk|p dx = p

∫ 1

0

1

s
ds

∫
B3/4

|∇vsk|p−2∇vsk · ∇(vsk − wk) dx

= p

∫ 1

0

1

s
ds

∫
B3/4

(
|∇vsk|p−2∇vsk − |∇wk|p−2∇wk

)
· ∇(vsk − wk) dx.

We want to show that the convergence of vk − wk is strong. We use Lemma B.0.1
for that. We need to consider two cases. For p ≥ 2 by the inequality (B.0.1) we get∫

B3/4

|∇v̂k −∇wk|p dx ≤
C

kp
,
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yielding the strong convergence of v̂k−wk to zero in W 1,p(B3/4) as k →∞. To deal
with the case 1 < p < 2, we observe that v̂k is bounded in D1,p(B3/4). We infer
that wk is bounded in D1,p too and hence, by the inequality (B.0.2) we also have
the strong convergence of v̂k − wk to zero in W 1,p(B3/4) as k →∞.

We recall now that v̂k is equibounded in C0,α(B3/4) and hence, up to a non-
relabelled subsequence we have that v̂k converges to some continuous function v∞
locally uniformly and weakly in W 1,p. This means that also wk converges to v∞
weakly in W 1,p. Elliptic regularity for wk tell us that wk is locally bounded in
C1,β(B3/4) and so up to a subsequence wk converges to v∞ strongly in W 1,p. But
then v∞ ≥ 0 is p-harmonic with v∞(0) = 0, supB1/2

v∞ ≥ c0/2. This contradicts the
maximum principle. �

The following lemma is an analogue of [DP05, Lemma 4.2] and the proof is almost
identical.

Lemma 6.3.7 (non-degeneracy). For κ < 1, γ > p − 1 there exists a constant
cnd = cnd(N, κ, γ,R) such that if uj is a minimizer for (6.2.1) and vj = 1 − uj
satis�es (

−
∫
∂Br(x0)

vγj

) 1
γ

≤ cr, (6.3.5)

then vj = 0 in Bκr(x0).

Proof. We will omit the subscript j for convenience and write v instead of vj. None
of the bounds will depend on j.

First, we want to show that if c is small enough (depending only on N ,κ,γ, and
R), then the inequality(6.3.5) yields Bκr ⊂ BR. The idea is that v is su�ciently big
outside of BR. Indeed, by maximum principle

v(x) ≥ 1− uBR(x) = 1− R
N−p
p−1

|x|
N−p
p−1

. (6.3.6)

If Bκr(x0) \BR 6= ∅, then |Br(x0) \BR+ 1−κ
2
r| ≥ c(κ)|Br| and, using (6.3.6), we get(

−
∫
∂Br(x0)

vγj

) 1
γ

≥ c(κ)

(
1− R

N−p
p−1

|R + 1−κ
2
r|

N−p
p−1

)
≥ c(κ,N,R)r,

contradicting (6.3.5) for cnd small enough.
Now we de�ne

ε :=
1√
κr

sup
B√κr

v ≤ C
1

r

(
−
∫
∂Br(x0)

vγ
) 1

γ

≤ C cnd,

where we used Harnack inequality for p-subharmonic functions (see [Tru67, Theorem
1.3]). We set ϕ(x) = ϕ(|x|) to be the solution of

∆pϕ = 0 in B√κr \Bκr,

ϕ = 0 on ∂Bκr,

ϕ = 1 on ∂B√κr,
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de�ned as 0 in Bκr. Now we de�ne

v′ := ε
√
κrϕ.

Note that v′ ≥ v on ∂B√κr. Finally, we de�ne

w := min(v, v′) in B√κr, w := v in Bc√
κr,

and we use w as a comparison function in (6.2.1). We notice that {w = 0} ⊃ {v = 0}
and so from minimality of v we conclude∫

B√κr

|∇v|p dx+
η̂

2
|{w = 0} \ {v = 0}| ≤

∫
B√κr

|∇w|p dx =

∫
B√κr\Bκr

|∇w|p dx.

Now we use the de�nition of w, positivity of v′ in B√κr \Bκr, and convexity of t→ tp

to get ∫
Bκr

|∇v|p dx+
η̂

2
|Bκr ∩ {v > 0}| ≤

∫
B√κr\Bκr

(|∇w|p − |∇v|p) dx

≤ p

∫
B√κr\Bκr

|∇w|p−2∇w · ∇(w − v) dx = p

∫
∂Bκr

|∇v′|p−2v∇v′ · ν.

From the de�nition of v′ we have

|∇v′| ≤ C
ε
√
κr

κr −
√
κr
≤ Cε.

So we have ∫
Bκr

|∇v|p dx+
η̂

2
|Bκr ∩ {v > 0}| ≤ Cεp−1

∫
∂Bκr

v.

On the other hand, by trace inequality and Young inequality, and remembering the
de�nition of ε, we can get∫

∂Bκr

v ≤ C

(
1

r

∫
Bκr

v dx+

∫
Bκr

|∇v| dx
)

≤ C

(√
κε|Bκr ∩ {v > 0}|+ 1

p

∫
Bκr

|∇v|p dx+
p− 1

p
|Bκr ∩ {v > 0}|

)
≤ C(1 + ε)

(∫
Bκr

|∇v|p dx+ |Bκr ∩ {v > 0}|
)
.

Bringing it all together, we get∫
Bκr

|∇v|p dx+
η̂

2
|Bκr ∩ {v > 0}| ≤ Cεp−1(1+ε)

(∫
Bκr

|∇v|p dx+ |Bκr ∩ {v > 0}|
)
.

It remains to choose c from the statement of the lemma small enough for Cεp−1(1+ε)
to be smaller that min{1

2
, η̂

4
}.

�

As in Section 4 of [DP05] these two lemmas imply Lipschitz continuity of mini-
mizers and density estimates on the boundary of minimizing domains.
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Lemma 6.3.8. Let vj be as above, Ωj = {vj = 0}. Then Ωj is open and there exist
constants C = C(N, p,R), ρ0 = ρ0(N, p,R) > 0 such that

(i) for every x ∈ BR

1

C
dist(x,Ωj) ≤ vj ≤ C dist(x,Ωj);

(ii) vj are equi-Lipschitz;

(iii) for every x ∈ ∂Ωj and r ≤ ρ0

1

C
≤ |Ωj ∩Br(x)|

|Br(x)|
≤
(

1− 1

C

)
.

Applying [DP05, Theorem 5.1] to vj (for more details on the proof see [AC81,
Theorem 4.5]) we also have the following

Lemma 6.3.9. Let vj be as above, then there exists a Borel function quj such that

div(|∇vj|p−2∇vj) = qvjHN−1 ∂∗Ωj. (6.3.7)

Moreover, 0 < c ≤ −qvj ≤ C, c = c(N, p,R), C = C(N, p,R) andHN−1(∂Ωj\∂∗Ωj) =
0.

Since Ωj converge to B1 in L1 by Lemma 6.2.3, the density estimates also give
us the following convergence of boundaries.

Lemma 6.3.10. Let Ωj be minimizers of (6.2.1). Then every limit point of Ωj with
respect to L1 convergence is the unit ball centered at some x∞ ∈ BR. Moreover, the
convergence holds also in the Kuratowski sense.

Corollary 6.3.11. In the setting of Lemma 6.3.10, for every δ > 0 there exists jδ
such that for j ≥ jδ

B1−δ(xj) ⊂ Ωj ⊂ B1+δ(xj)

for some xj ∈ BR.

6.3.2 Higher regularity of the free boundary

In order to address the higher regularity of ∂Ωj, we need to prove that qvj is smooth.
This will be done by using the Euler-Lagrange equations for our minimizing problem.
We de�ned Ωj in such a way that the following minimizing property holds∫

RN

|∇vj|pdx+ fη̂(|{vj = 0}|) +
√
ε2
j + σ2(α({vj = 0})− εj)2

≤
∫
RN

|∇v|pdx+ fη̂(|{v = 0}|) +
√
ε2
j + σ2(α({v = 0})− εj)2

(6.3.8)

for any v ∈ W 1,2(RN) such that 0 ≤ v ≤ 1, {v = 0} ⊂ BR.
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To write Euler-Lagrange equations for vj, we need to have (6.3.8) for vj ◦ Φ
where Φ is a di�eomorphism of RN close to the identity. Note that to make sure
that {vj◦Φ = 0} is contained in BR one needs to know that dist({vj = 0}, ∂BR) > 0.
This follows from Corollary 6.3.11, up to translating Ωj. More precisely we will get
the following optimality condition

(p− 1)qpvj −
σ2(α(Ωj)− εj)√

ε2
j + σ2(α(Ωj)− εj)2

(
|x− xΩj | −

(
−
∫

Ωj

y − xΩj

|y − xΩj |
dy

)
· x

)
= Λj

for some constant Λj > 0. As in the case p = 2, these equations are an immediate
consequence of the following lemma which is analogous to Lemma 5.4.15.

Lemma 6.3.12. There exists j0 such that for any j ≥ j0 and any two points x1 and
x2 in the reduced boundary of Ωj the following equality holds:

(p− 1)qpvj(x1)− σ2(α(Ωj)− εj)√
ε2
j + σ2(α(Ωj)− εj)2

(
|x1 − xΩj | −

(
−
∫

Ωj

y − xΩj

|y − xΩj |
dy

)
· x1

)

= (p− 1)qpvj(x2)− σ2(α(Ωj)− εj)√
ε2
j + σ2(α(Ωj)− εj)2

(
|x2 − xΩj | −

(
−
∫

Ωj

y − xΩj

|y − xΩj |
dy

)
· x2

)
.

Proof. The proof repeats the proof of Lemma 5.4.15. The only computation which
is di�erent is the perturbation of p-capacity. One can argue as in the proof of [FZ16,
Lemma 3.19] to get

capp(Ω
ρ
τ )− capp(Ω) ≤ τρN(p− 1) (|q(x1)|p − |q(x2)|p)

∫
B1∩{y1=0}

φ(|y|)dy

+o(τ)ρN + oτ (ρ
N),

where Ωρ
τ is de�ned as in the proof of Lemma 5.4.15. �

Lemma 6.3.13 (Smoothness of qv). There exist constants δ = δ(N, p,R) > 0,
j0 = j0(N, p,R), σ0 = σ0(N, p,R) > 0 such that for every j ≥ j0, σ ≤ σ0 the
functions qvj belong to C

∞(Nδ(∂Ωj)).
Moreover, for every k there exists a constant C = C(k,N, p, R) such that

‖qvj‖Ck(Nδ(∂Ωj)) ≤ C

for every j ≥ j0.

Proof. The proof is identical to the proof of Lemma 5.4.16 since we have a similar
Euler-Lagrange equation for q. �
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Now we want to apply the results of [DP05]. We can't apply them directly, since
the equation there is slightly di�erent. More precisely, in [DP05] the authors are
considering solutions of the equation

div
(
|∇u|p−2∇u

)
= HN−1 ∂{u > 0},

whereas vj satis�es

div
(
|∇vj|p−2∇vj

)
= qvjHN−1 ∂{vj > 0}.

However, since qvj is smooth, the proof works in exactly the same way (see also
Appendix of [FZ16] for the same result for a slightly di�erent equation, the proof
becomes more involved in that case). The idea is that �atness improves in smaller
balls if the free boundary is su�ciently �at in some ball.

First, we need to recall the de�nition of �atness for the free boundary, see [AC81,
De�nition 7.1] (here it is applied to v).

De�nition 6.3.14. Let µ−, µ+ ∈ (0, 1]. A weak solution u of (6.3.7) is said to be
of class F (µ−, µ+,∞) in Bρ(x0) in a direction ν ∈ SN−1 if x0 ∈ ∂{v = 0} and{

v(x) = 0 for (x− x0) · ν ≤ −µ−ρ,
v(x) ≥ qv(x0)((x− x0) · ν − µ+ρ) for (x− x0) · ν ≥ µ+ρ.

We are going to use that �at free boundaries are smooth. The following theorem
is a slight generalization of [DP05, Theorem 9.1] and we omit the proof since it is
almost identical.

Theorem 6.3.15. Let u be a weak solution of (6.3.7) and assume that qv is Lipschitz
continuous. There are constants γ, µ0, κ, C such that if v is of class F (µ, 1,∞) in
B4ρ(x0) in some direction ν ∈ SN−1 with µ ≤ µ0 and ρ ≤ κµ2, then there exists a
C1,γ function f : RN−1 → R with ‖f‖C1,γ ≤ Cµ such that

∂{v = 0} ∩Bρ(x0) = (x0 + graphν f) ∩Bρ(x0), (6.3.9)

where graphν f = {x ∈ RN : x · ν = f(x− x · ν)ν)}.
Moreover if qv ∈ Ck,γ in some neighborhood of {uj = 1}, then f ∈ Ck+1,γ and

‖f‖Ck+1,γ ≤ C(N,R, ‖qv‖Ck,γ ).

Proof of Theorem 6.1.2. The proof goes exactly as the proof of Theorem 5.2.2 using
Lemma 6.2.3 and Theorem 6.3.15. �

6.4 Reduction to bounded sets

To complete the proof of Theorem 1.1.8 one needs to show that one can consider only
sets with uniformly bounded diameter. To this end let us introduce the following.
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De�nition 6.4.1. Let Ω be an open set in RN with |Ω| = |B1|. Then we de�ne the
de�cit of Ω as the di�erence between its p-capacity and the p-capacity of the unit
ball:

D(Ω) = capp(Ω)− capp(B1).

Here is the key lemma for reducing Theorem 1.1.8 to Theorem 6.1.1.

Lemma 6.4.2. There exist constants C = C(N, p), δ = δ(N, p) > 0 and d = d(N, p)
such that for any Ω ⊂ R

N open with |Ω| = |B1| and D(Ω) ≤ δ, we can �nd a new
set Ω̃ enjoying the following properties

1. diam(Ω̃) ≤ d,

2. |Ω̃| = |B1|,

3. D(Ω̃) ≤ CD(Ω),

4. A(Ω̃) ≥ A(Ω)− CD(Ω).

We are going to de�ne Ω̃ as a suitable dilation of Ω∩BS for some large S. Hence,
we �rst show the following estimates on the p-capacity of Ω ∩BS.

Lemma 6.4.3. Let S ′ > S. Then there exists a constant c = c(S ′, N, p) such that
for any open set Ω ⊂ RN with |Ω| = |B1| the following inequalities hold:

capp(B1)

(
1− |Ω \BS|

|B1|

)N−p
N

≤ capp(Ω∩BS) ≤ cap(Ω)− c
(

1− S

S ′

)p
|Ω \BS′|

N−p
N .

Proof. The �rst inequality is a direct consequence of the classical isocapacitary in-
equality. To prove the second one we are going to use the estimates for the capacitary
potential of BS for which the exact formula can be written. Denote by uΩ and uS
the capacitary potentials of Ω and Ω ∩BS respectively. We �rst write

capp(Ω∩BS) = capp(Ω)+

∫
RN

|∇uS|p − |∇uΩ|p = capp(Ω)−
∫

(Ω∩BS)c
(|∇uΩ|p − |∇uS|p).

Let us show that ∫
(Ω∩BS)c

|∇uΩ|p − |∇uS|p ≥ c(p)

∫
Ω\BS

|∇uS|p.

To that end we need to consider two cases. For both we will be using an inequality
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of Lemma B.0.2. For p ≥ 2 we have∫
(Ω∩BS)c

|∇uΩ|p − |∇uS|p ≥ c(p)

∫
(Ω∩BS)c

|∇(uΩ − uS)|p

+ p

∫
(Ω∩BS)c

|∇uS|p−2∇uS · ∇(uΩ − uS)

= c(p)

∫
(Ω∩BS)c

|∇(uΩ − uS)|p − p
∫

(Ω∩BS)c
div(|∇uS|p−2∇uS)(uΩ − uS)

+ p

∫
∂(Ω∩BS)

(uΩ − uS)∇uS · νdHN−1

= c(p)

∫
(Ω∩BS)c

|∇(uΩ − uS)|p ≥ c(p)

∫
Ω\BS

|∇(uΩ − uS)|p

= c(p)

∫
Ω\BS

|∇uS|p

As for the case 1 < p < 2, we have∫
(Ω∩BS)c

|∇uΩ|p − |∇uS|p ≥ c(p)

∫
(Ω∩BS)c

(
|∇uΩ|2 + |∇uS|2

) p−2
2 |∇(uΩ − uS)|2

+p

∫
(Ω∩BS)c

|∇uS|p−2∇uS · ∇(uΩ − uS)

= c(p)

∫
(Ω∩BS)c

(
|∇uΩ|2 + |∇uS|2

) p−2
2 |∇(uΩ − uS)|2

≥ c(p)

∫
Ω\BS

(
|∇uΩ|2 + |∇uS|2

) p−2
2 |∇(uΩ − uS)|2

= c(p)

∫
Ω\BS

|∇uS|p,

where in the last equality we used that uΩ ≡ 1 in Ω. We would like to show that∫
Ω\BS

|∇uS|p cannot be too small. To this end let us set vS = 1− uS. By Sobolev's
embedding we get∫

Ω\BS
|∇uS|p =

∫
Ω\BS

|∇vS|p ≥ c(N)

(∫
Ω\BS

|vS|p
∗
) p

p∗

,

where p∗ is the Sobolev exponent. Let us denote by zS the capacitary potential of
BS:

zS =

(
1− S

N−p
p−1

|x|
N−p
p−1

)
+

.

By the maximum principle, vS ≥ zS, hence∫
Ω\BS

|vS|p
∗ ≥

∫
Ω\BS

|zS|p
∗

≥
∫

Ω\BS′
|zS|p

∗ ≥

(
1−

(
S

S ′

)N−p
p−1

)p∗

|Ω \BS′|.
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Hence

capp(Ω ∩BS) ≤ capp(Ω)− c(N)

(
1−

(
S

S ′

)N−p
p−1

)p

|Ω \BS′ |
N−p
N

≤ capp(Ω)− c
(

1− S

S ′

)p
|Ω \BS′ |

N−p
N ,

concluding the proof. �

We can now prove Lemma 6.4.2.

Proof of Lemma 6.4.2. The proof is almost identical to the proof of Lemma 5.5.2,
using Lemma 6.4.3 in the place of Lemma 5.5.3. �

6.5 Proof of Theorem 1.1.8

In order to reduce it to Theorem 6.1.1, we need to start with a set which is already
close to a ball. Thanks to Theorem 1.1.7, this can be achieved by assuming the de�cit
su�ciently small (the quantitative inequality being trivial in the other regime).

We have now all the ingredients to prove Theorem 1.1.8.

Proof of Theorem 1.1.8. The proof is identical to the proof of Theorem 1.1.9 using
Lemma 6.4.2 and Theorem 6.1.1 in place of Lemma 5.5.2 and Theorem 5.2.1. �
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Chapter 7

Liquid drops

In this chapter we apply Selection Principle to prove Theorem 1.1.9.

7.1 Preliminary results

In this section we collect some results obtained in [DPHV19] which will be useful in
the proof of regularity.

Convention 7.1.1 (Universal constants). Let A > 0 be a positive constant. We
say that

• the parameters β,K,Q with β ≥ 1 are controlled by A if

β +K +
1

K
+Q ≤ A;

• a constant is universal if it depends only on the dimension N and on A.

Note that in particular universal constants do not depend on the size of the
container where the minimization problem is set.

In the following theorem we collect some properties of minimizers. For the proofs
we refer the reader to [DPHV19].

Theorem 7.1.2. Let E ⊂ RN be a set of �nite measure. Then

(i) there exists a unique pair (uE, ρE) ∈ A(E) minimizing Gβ,K(E). Moreover,

uE +KρE = Gβ,K(E) in E,

and

0 ≤ uE ≤ Gβ,K(E), 0 ≤ KρE ≤ Gβ,K(E)1E.

In particular, ρE ∈ Lp for all p ∈ [1,∞] with

‖ρE‖p ≤ C(N, β,K, 1/|E|).
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(ii) (Euler-Lagrange equation) If E is a minimizer of (Pβ,K,Q,R), then∫
∂∗E

divEη dHN−1 +Q2

∫
RN

aE

(
|∇uE|2divη − 2∇uE · ∇η∇uE) dx

−Q2K

∫
RN

ρ2
Edivη dx = 0

for all η ∈ C1
c (BR;RN) with

∫
E

divη dx = 0.

(iii) (Compactness) Let Kh, Qh ∈ R, βh ≥ 1 and Rh ≥ 1 be such that

Kh → K > 0 , βh → β ≥ 1 , Rh → R ≥ 1 , Qh → Q ≥ 0,

when h→∞. For every h ∈ N let Eh be a minimizer of (Pβh,Kh,Qh,Rh).
Then, up to a non relabelled subsequence, there exists a set of �nite perimeter
E such that

lim
h→∞
|E∆Eh| = 0.

Moreover, E is a minimizer of (Pβ,K,Q,R) and

Fβ,K,Q(E) = lim
h→∞
Fβh,Kh,Qh(Eh), lim

h→∞
P (Eh) = P (E).

Let A > 0. For the following properties we require that β,K and Q are controlled
by A.

(iv) (Boundedness of the normalized Dirichlet) There exists a universal constant
Ce > 0 such that, if E is a minimizer of (Pβ,K,Q,R), then for all x ∈ BR,

Q2DE(x, r) =
Q2

rN−1

∫
Br(x)

|∇u|2 dx ≤ Ce.

(v) (Density estimates) There exist universal constants Co, Ci > 0 and r̄ > 0 such
that, if E is a minimizer of (Pβ,K,Q,R), then1

1

Ci

rN−1 ≤ P (E,Br(x)) ≤ Cor
N−1 for all x ∈ ∂E and r ∈ (0, r̄),

and
1

Ci

≤ |Br(x) ∩ E|
|Br(x)|

≤ Co for all x ∈ E and r ∈ (0, r̄).

(vi) (Excess improvement) There exists a universal constant Cdec > 0 such that for
all λ ∈ (0, 1/4) there exists εdec = εdec(N,A, λ) > 0 satisfying the following: if
E is a minimizer of (Pβ,K,Q,R) and

x ∈ ∂E, r +Q2DE(x, r) + eE(x, r) ≤ εdec,

1Here and in the sequel we will always work with the representative of E such that

∂E =

{
x :
|Br(x) \ E|
|Br(x)|

· |Br(x) ∩ E|
|Br(x)|

> 0 for all r > 0

}
,

see [Mag12, Proposition 12.19].
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then

Q2DE(x, λr) + eE(x, λr) ≤ Cdecλ
(
eE(x, r) +Q2DE(x, r) + r

)
.

(vii) (Decay of the Dirichlet energy) There exists a universal constant Cdir > 0 such
that for all λ ∈ (0, 1/2) there exists εdir = εdir(N,A, λ) satisfying the following:
if E is a minimizer of (Pβ,K,Q,R), x ∈ ∂E and

r + eE(x, r, eN) ≤ εdir,

then

DE(x, λr) ≤ Cdirλ
(
DE(x, r) + r

)
.

Proof. The proofs of (i), (ii), (iii), (iv), (v), (vi) and (vii) can be found respectively
in [DPHV19, Proposition 2.1, Corollary 3.3, Proposition 5.1, Lemma 6.5, Proposition
6.4, Proposition 6.6, Theorem 7.1, Proposition 7.6]. �

We state now the ε-regularity theorem.

Theorem 7.1.3 ( [DPHV19, Theorem 1.2]). Given N ≥ 3, A > 0 and ϑ ∈ (0, 1/2),
there exists εreg = εreg(N,A, ϑ) > 0 such that if E is minimizer of (Pβ,K,Q,R) with
Q+ β +K + 1

K
≤ A, x ∈ ∂E and

r + eE(x, r) +Q2DE(x, r) ≤ εreg,

then E ∩ C(x, r/2) coincides with the epi-graph of a C1,ϑ function. In particular,
∂E ∩ C(x, r/2) is a C1,ϑ (N − 1)-dimensional manifold.

7.2 Closeness to the ball

In this section we deduce the L∞-closeness of minimizers to the unitary ball in the
small charge regime. Let us start with the following proposition.

Proposition 7.2.1 (L1-closeness to the ball). Let {Qh}h∈N be a sequence in R such
that Qh > 0 and Qh → 0 when h → ∞. Let {Eh}h∈N be a sequence of minimizers
of (Pβ,K,Qh,R). Then, up to translations, Eh → B1 in L1 and P (Eh)→ P (B1) when
h→∞.

Proof. By the quantitative isoperimetric inequality, [FMP08, Theorem 1.1], for every
h ∈ N there exists a point xh ∈ RN such that

|Eh∆B1(xh)|2 ≤ C (P (Eh)− P (B1))

for some constant C = C(N) > 0 which depends only on n. By translating each set
Eh we can assume without loss of generality that the following inequality holds:

|Eh∆B1|2 ≤ C (P (Eh)− P (B1)) . (7.2.1)
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By the minimality of Eh we have

Fβ,K,Qh,R (Eh) = P (Eh) +Q2
h Gβ,K(Eh)

≤ P (B1) +Q2
h Gβ,K(B1) = Fβ,K,Qh,R (B1) , ∀h ∈ N.

Hence, (7.2.1) yields

|Eh∆B1|2 ≤ C (P (Eh)− P (B1)) ≤ C Q2
h Gβ,K(B1) ∀h ∈ N,

for some constant C = C(N) > 0 which depends only on the dimension n.
Then Qh → 0 implies Eh → B1 in L1 and P (Eh)→ P (B1) when h→∞. �

Thanks to the density estimates (see Theorem 7.1.2 (v)), we can improve the
convergence of Proposition 7.2.1.

Proposition 7.2.2 (L∞-closeness to the ball). Let {Qh}h∈N be a sequence such that
Qh > 0 and Qh → 0 when h → ∞. Let {Eh}h∈N be a sequence of minimizers of
(Pβ,K,Qh,R). Then, up to translations, Eh → B1 and ∂Eh → ∂B1 in the Kuratowski
sense.

7.3 Higher regularity

In this section we improve Theorem 7.1.3. To be more precise, we deduce the partial
C2,ϑ regularity of minimizers. The �rst step is to obtain better regularity for a couple
(u, ρ) ∈ A(E), where E ⊂ R

N is a minimizer of the problem (Pβ,K,Q,R): we prove
that u is C1,η-regular up to the boundary of E.

Lemma 7.3.1. Given a minimizer E of (Pβ,K,Q,R), let (u, ρ) ∈ A(E) be the min-
imizing pair of Gβ,K(E). Assume that ∂E ∩ C(x0, r) is a C1,ϑ-manifold. Then for
every γ ∈ (0, 1) there exist 0 < r̄ ≤ r and C > 0 such that the following inequality
holds true

Q2

∫
Br̃(x0)

|∇u|2 dx ≤ C r̃N−γ

for every r̃ ≤ r̄.

Proof. Fix γ ∈ (0, 1). Choose λ ∈ (0, 1/4) such that

(1 + Cdec)λ ≤ λ1−γ,

where Cdec is as in Theorem 7.1.2 (vi). Let s = s(λ) < 1
2
be such that

Cdir(Ce + 1) s(λ) ≤ εdec(λ)

2
, (7.3.1)

where εdec , Cdir and Ce are as in Theorem 7.1.3 and Theorem 7.1.2 (vii), (iv). De�ne

ε(λ) := min

{
sN−1 εdec(λ)

2
, εdir(λ)

}
.
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Since ∂E∩C(x0, r) is regular, we can take a radius 0 < r̄ < min
(
r, 1, 1

Q2

)
such that

r̄ + eE(x0, r̄) ≤ ε(λ).

Then, thanks to the de�nition of ε(λ), Theorem 7.1.2 (vii), (iv), and (7.3.1) we have

Q2DE(x0, sr̄) ≤ Cdirs (Q2DE(x0, r̄) +Q2r̄) ≤ Cdir(Ce + 1)s ≤ εdec(λ)

2
. (7.3.2)

Furthermore, notice that

sr̄ + eE(x0, sr̄) ≤ r̄ +
1

sN−1
eE(x0, r̄) ≤

εdec(λ)

2
. (7.3.3)

Combining (7.3.2) and (7.3.3), we have

sr̄ +Q2DE(x0, sr̄) + eE(x0, sr̄) ≤ εdec(λ).

The hypothesis of Theorem 7.1.2 (vi) is satis�ed, hence (recall that λsr̄ ≤ εdec(λ))

Q2DE(x0, λsr̄) + eE(x0, λsr̄) + λsr̄ ≤ λ1−γ (eE(x0, sr̄) +Q2DE(x0, sr̄) + sr̄
)

≤ λ1−γεdec(λ) ≤ εdec(λ).

Exploiting again Theorem 7.1.2, we obtain

Q2DE(x0, λ
2sr̄) + eE(x0, λ

2sr̄) + λ2sr̄ ≤ λ(1−γ)
(
eE(x0, λsr̄) +Q2DE(x0, λsr̄) + λsr̄

)
≤ λ2(1−γ)

(
eE(x0, sr̄) +Q2DE(x0, sr̄) + sr̄

)
≤ λ2(1−γ)εdec(λ) ≤ εdec(λ).

Iterating this argument k times, we conclude that

Q2DE(x0, λ
ksr̄) + eE(x0, λ

ksr̄) + λksr̄ ≤ λk(1−γ)εdec(λ), ∀k ∈ N.

In particular, the inequality above yields

Q2DE(x0, λ
ksr̄) ≤ λk(1−γ)εdec(λ), ∀k ∈ N.

Therefore,

Q2

∫
B
λksr̄

(x0)

|∇u|2 dx ≤ C (λksr̄)(N−γ), ∀k ∈ N

for some constant C > 0. Now if we take any r̃ ≤ λsr̄, there exists an integer k > 0
such that λk+1sr̄ < r̃ ≤ λksr̄, hence

Q2

∫
Br̃(x0)

|∇u|2 dx ≤ Q2

∫
B
λksr̄

(x0)

|∇u|2 dx ≤ C (λksr̄)(N−γ) ≤ C

λN−γ
r̃(N−γ).

�
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Proposition 7.3.2. Let E be a minimizer of (Pβ,K,Q,R), let (u, ρ) ∈ A(E) be the
minimizing pair of Gβ,K(E), x0 ∈ ∂E, and f ∈ C1,ϑ(D(x′0, r)). Suppose that Q ≤ 1
and

E ∩C(x0, r) = {x = (x′, xN) ∈ D(x′0, r)× R : xN < f(x′)} ∩C(x0, r),

for some 0 < r ≤ min{r̄, 1}, where r̄ is as in Lemma 7.3.1. Then there exist
α = α(ϑ) ∈ (0, 1) and a constant C = C(N, β, ϑ, ‖ρ‖∞) > 0 such that

Q2

∫
Bλr(x0)

|TEu−[TEu]x0,λr|2 dx ≤ C Q2λN+2α

∫
Br(x0)

|TEu−[TEu]x0,r|2 dx+C rN+α.

(7.3.4)

Proof. Without loss of generality assume 0 ∈ ∂E, x0 = 0. Let λ ∈ (0, 1/2) be given
and let v be the solution of{

−div(aH∇v) = ρ in Br/2

v = u on ∂Br/2

where H is the half-space {x = (x′, xN) : xN < 0}. In particular, w = v − u ∈
W 1,2

0 (Br/2) and
− div(aH∇w) = −div ((aE − aH)∇u) . (7.3.5)

Since [TEg]s minimizes the functional m 7→
∫
Bs
|TEg −m|2 dx, we have∫

Bλr

|TEu− [TEu]λr|2 dx ≤
∫
Bλr

|TEu− [THu]λr|2 dx

≤ 2

(∫
Bλr

|THu− [THu]λr|2 dx+

∫
Bλr

|TEu− THu|2 dx
)
.

(7.3.6)

We want now to estimate the �rst term in the right hand side of (7.3.6). Notice
that, since u = v − w, by linearity of TH we have

|THu− [THu]λr|2 ≤ 2
(
|THv − [THv]λr|2 + |THw − [THw]λr|2

)
.

Hence, integrating the above inequality on Bλr we obtain∫
Bλr

|THu− [THu]λr|2 dx ≤ 2

(∫
Bλr

|THv − [THv]λr|2 dx+

∫
Bλr

|THw − [THw]λr|2 dx
)

≤ 2

(∫
Bλr

|THv − [THv]λr|2 dx+

∫
Bλr

|THw|2 dx
)

≤ C

(∫
Bλr

|∇w|2 dx+

∫
Bλr

|THv − [THv]λr|2 dx
)
.

(7.3.7)

To estimate the second term in the right hand side of (7.3.6), recall the Notation
2.0.2

∂ν⊥Eu = ∇u− (∇u · νE) νE and ∂e⊥Nu = ∇u− (∇u · eN).
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Hence,

|TEu− THu| = |(∇u · νE) νE − (∇u · eN) eN | ≤ 2|∇u| |νE − eN |.

Therefore, ∫
Bλr

|TEu− THu|2 dx ≤ 4

∫
Bλr

|∇u|2 |νE − eN |2 dx. (7.3.8)

Combining (7.3.6), (7.3.7) and (7.3.8) we obtain∫
Bλr

|TEu− [TEu]λr|2 dx ≤ C

∫
Bλr

|THv − [THv]λr|2 dx

+ C

∫
Br/2

|∇w|2 dx+ C

∫
Bλr

|∇u|2 |νE − eN |2 dx.

By Lemma A.0.3 we have∫
Bλr

|THv − [THv]λr|2 dx ≤ C λN+2γ

∫
Br/2

|THv − [THv]r/2|2 dx+ C rN+1. (7.3.9)

By arguing as above one can easily see that∫
Br/2

|THv − [THv]r/2|2 dx ≤ C

∫
Br/2

|TEu− [TEu]r/2|2 dx

+ C

∫
Br/2

|∇w|2 dx+ C

∫
Br/2

|∇u|2 |νE − eN |2 dx.

Hence,∫
Bλr

|TEu− [TEu]λr|2 dx ≤ C λN+2γ

∫
Br/2

|TEu− [TEu]r/2|2 dx

+ C

∫
Br/2

|∇u|2 |νE − eN |2 dx+ C

∫
Br/2

|∇w|2 dx.

(7.3.10)

We need to estimate the last two terms in the right hand side of the above inequality.
Since E is parametrised by f ∈ C1,ϑ(Dr) in the cylinder C(x0, r), there exists a
constant C > 0 such that

|(E∆H) ∩Br|
|Br|

≤ C rϑ. (7.3.11)

By testing (7.3.5) with w we deduce∫
Br/2

|∇w|2 dx ≤
∫
Br/2

aH |∇w|2 dx =

∫
Br/2

(aE − aH)∇u · ∇w dx. (7.3.12)

By applying Hölder inequality in (7.3.12) we obtain∫
Br/2

|∇w|2 dx ≤
∫
Br/2

(aE − aH)2 |∇u|2 dx ≤ C(β)

∫
(E∆H)∩Br/2

|∇u|2 dx. (7.3.13)
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By the higher integrability [DPHV19, Lemma 6.1], there exists p > 1 such that(
1

|Br/2|

∫
Br/2

|∇u|2p dx

) 1
p

≤ C
1

|Br|

∫
Br

|∇u|2 dx+ C rN+2 ‖ρ‖2
∞. (7.3.14)

Hence by exploiting Hölder inequality, (7.3.11), and (7.3.14) we have

∫
(E∆H)∩Br/2

|∇u|2 dx ≤
∣∣(E∆H) ∩Br/2

∣∣1− 1
p

(∫
Br/2

|∇u|2p dx

) 1
p

≤ C |Br|
(
|(E∆H) ∩Br|

|Br|

)1− 1
p

(
1

|Br/2|

∫
Br/2

|∇u|2p dx

) 1
p

≤ C rϑ (1− 1
p)
{∫

Br

|∇u|2 dx+ rN+2 ‖ρ‖2
∞

}
.

(7.3.15)
Therefore, (7.3.13) together with (7.3.15) (recall r < 1) yield∫

Br/2

|∇w|2 dx ≤ C

{
rϑ(1− 1

p)
∫
Br

|∇u|2 + rN+2‖ρ‖2
∞

}
. (7.3.16)

On the other hand, by Lemma 7.3.1 we have

Q2

∫
Bs

|∇u|2 dx ≤ C sN−γ ∀ s < r̄. (7.3.17)

Hence, combining (7.3.16) and (7.3.17), we obtain

Q2

∫
Br

|∇w|2 dx ≤ C
{
rϑ(1− 1

p)+n−γ + rN+2‖ρ‖2
∞

}
.

Finally, we estimate the second term in (7.3.10). Notice that∫
Br/2

|∇u|2 |νE − eN |2 dx =

∫
Br/2

|∇u(x′, xN)|2 |νE(x′, xN)− eN |2 dx

=

∫
Br/2

|∇u|2 |νE(x′, f(x′))− eN |2 dx.

Since
√

1 + t ≤ 1 + t
2
for every t > 0,

|νE(x′, f(x′))− eN |2 = 2− 2√
1 + |∇f(x′)|2

≤ 2

(√
1 + |∇f(x′)|2 − 1√

1 + |∇f(x′)|2

)
≤ |∇f(x′)|2.

(7.3.18)
Thanks to (7.3.17) and (7.3.18), and using that ∇f is ϑ-Hölder, we deduce

Q2

∫
Br/2

|∇u|2 |νE − eN |2 dx ≤ C rN+2ϑ−γ. (7.3.19)
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Let
α := min {γ, ϑ (1− 1/p)− γ, 2ϑ− γ} .

Therefore, by multiplying (7.3.10) and (7.3.16) with Q2 and by recalling that Q < 1
we have that (7.3.19) implies (7.3.4). �

We are now ready to prove that u is regular up to the boundary. Recall that
u+ = u1E and u− = u1Ec .

Theorem 7.3.3. Let E be a minimizer of (Pβ,K,Q,R), let (u, ρ) ∈ A(E) be the
minimizing pair of Gβ,K(E) and f ∈ C1,ϑ(D(x′0, r)). Suppose Q ≤ 1 and

E ∩C(x0, r) = {x = (x′, xN) ∈ D(x′0, r)× R : xN < f(x′)} ∩C(x0, r)

for some 0 < r ≤ min{r̄, 1}, where r̄ is as in Lemma 7.3.1. Then there exists
η = η(ϑ) ∈ (0, 1) such that u+ ∈ C1,η(E∩Cr/2(x0)) and u− ∈ C1,η(E

c∩Cr/2(x0)).
Furthermore, let A > 0 and let β,K,Q be controlled by A and R ≥ 1. Then there
exists a universal constant C = C(N,A) > 0 such that

‖Qu+‖C1,η(E∩Cr/2(x0)) ≤ C and ‖Qu−‖C1,η(E
c∩Cr/2(x0)) ≤ C. (7.3.20)

Proof. Let uQ := Qu. By Proposition 7.3.2 there exists C = C(N, β, γ, ‖ρ‖∞) > 0
such that∫
Bλr(x0)

|TEuQ− [TEuQ]x0,λr|2 dx ≤ CλN+2α

∫
Br(x0)

|TEuQ− [TEuQ]x0,r|2 dx+C rN+α,

(7.3.21)
where α ∈ (0, 1) is as in Proposition 7.3.2. Therefore, Lemma A.0.2 implies that
there exists a universal constant C = C(N,A) > 0 such that

1

|Br|

∫
Br(x0)

|TEuQ − [TEuQ]x,r|2 dy ≤ C
( r
R

)2η

, ∀Br(x0) ⊂ BR. (7.3.22)

for some η = η(ϑ) ∈ (0, 1). Hence, by Lemma A.0.1, recalling the de�nition of TE,
we get uQ1E ∈ C1,η(E ∩Cr/2(x0)) and uQ1Ec ∈ C1,η(E

c∩Cr/2(x0)) and (7.3.20). �

In the next proposition we rewrite the Euler-Lagrange equation (see Theorem 7.1.2
(ii)) in a more convenient form by exploiting the regularity of ∂E.

Proposition 7.3.4 (Euler-Lagrange equation). Let E be a minimizer for (Pβ,K,Q,R)
and (u, ρ) ∈ A(E). Assume that f ∈ C1,ϑ(D(x′0, r)) and

E ∩C(x0, r) = {x = (x′, xN) ∈ D(x′0, r)× R : xN < f(x′)} ∩C(x0, r).

Then there exists a constant C > 0 such that

−div

(
∇f(x′)√

1 + |∇f(x′)|2

)
= Q2

(
β|∇u+|2 − |∇u−|2 −K ρ2

)
(x′, f(x′))

+Q2
(
β∂Nu

+∇u+ − ∂Nu−∇u−
)

(x′, f(x′)) · (−∇f(x′), 1) + C

(7.3.23)

for almost every point x′ ∈ D(x′0, r).
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Proof. Let E ⊂ RN be a minimizer of (Pβ,K,Q,R) and let (u, ρ) ∈ A(E).
Notice that E ∩C(x0, r) is an open set of RN . Moreover, by an approximation

argument, we can integrate over E ∩C(x0, r) the following identity,

|∇u+|2 div η = div(|∇u+|2η)−∇|∇u+|2 · η
= div(|∇u+|2η) + 2 div(∇u+∇u+ · η)− 2∆u+∇u+ · η + 2∇u+ · ∇η∇u+

for every η ∈ C∞c (C(x0, r),R
N). Therefore,∫

E∩C(x0,r)

(
|∇u+|2 div η − 2∇u+ · ∇η∇u+

)
dx =

∫
E∩C(x0,r)

div(|∇u+|2η) dx

+

∫
E∩C(x0,r)

2 div(∇u+∇u+ · η) dx−
∫
E∩C(x0,r)

2∆u+∇u+ · η dx.

(7.3.24)

On the other hand, since (u, ρ) ∈ A(E), we have

−β∆u+ = ρ in D′(E ∩C(x0, r)).

Moreover, by Theorem 7.1.2 (ii) we deduce

∇u+ = −K∇ρ in E ∩C(x0, r).

Then, by multiplying equation (7.3.24) by β, we have∫
E∩C(x0,r)

β
(
|∇u+|2 div η − 2∇u+ · ∇η∇u+

)
dx =

∫
E∩C(x0,r)

β div(|∇u+|2η) dx

+

∫
E∩C(x0,r)

2β div(∇u+∇u+ · η) dx−K
∫
E∩C(x0,r)

2ρ∇ρ · η dx.

(7.3.25)

Integrating by parts the �rst and the second term in the right hand side of (7.3.25),
we can write∫
E∩C(x0,r)

β
(
|∇u+|2 div η − 2∇u+ · ∇η∇u+

)
dx =

∫
∂E∩C(x0,r)

β|∇u+|2η · νE dHN−1

+

∫
∂E∩C(x0,r)

2β (∇u+ · η)(∇u+ · νE) dHN−1 −K
∫
E∩C(x0,r)

2ρ∇ρ · η dx.

(7.3.26)

By arguing similarly as above, one can also prove∫
Ec∩C(x0,r)

(
|∇u−|2 div η − 2∇u− · ∇η∇u−

)
dx =

∫
Ec∩C(x0,r)

div(|∇u−|2η) dx

−
∫
Ec∩C(x0,r)

2 div(∇u−∇u− · η) dx.

(7.3.27)
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Integrating by parts the right hand side of (7.3.27), we can write∫
Ec∩C(x0,r)

(
|∇u−|2 div η − 2∇u− · ∇η∇u−

)
dx = −

∫
∂E∩C(x0,r)

|∇u−|2η · νE dHN−1

+

∫
∂E∩C(x0,r)

2 (∇u− · η) (∇u− · νE) dHN−1.

(7.3.28)

Therefore, combining (7.3.26) and (7.3.28), we get∫
RN

aE
(
divη |∇u|2 − 2∇u · ∇η∇u

)
dx =

∫
∂E

(
β|∇u+|2 − |∇u−|2

)
η · νE dHN−1

+

∫
∂E∩C(x0,r)

2
(
β (∇u+ · η)(∇u+ · νE)− (∇u− · η) (∇u− · νE)

)
dHN−1

−K
∫
E∩C(x0,r)

2ρ∇ρ · η dx.

(7.3.29)

Notice that the following identity holds true

K

∫
RN

ρ2divη = K

∫
E∩C(x0,r)

div(ρ2η) dx−K
∫
E∩C(x0,r)

2ρ∇ρ · η dx

= K

∫
∂E∩C(x0,r)

ρ2η · νE dHN−1 −K
∫
E∩C(x0,r)

2ρ∇ρ · η dx.

(7.3.30)

Combining the Euler-Lagrange equation of Theorem 7.1.2 (ii), (7.3.29) and (7.3.30),
we �nd∫

∂E

divEη dHN−1 = Q2

∫
∂E

(
β|∇u+|2 − |∇u−|2 −K ρ2

)
η · νE dHN−1

+Q2 2

∫
∂E

β(η · ∇u+) (∇u+ · νE)− (η · ∇u−) (∇u− · νE) dHN−1

(7.3.31)

for every η ∈ C1
c (Br(x0),RN) with

∫
E

div η dx = 0.
Now we are ready to prove (7.3.23). The tangential divergence of η on ∂E is

divEη := divη −
N∑

i,j=1

(νE)i (νE)j ∂jηi on ∂E, (7.3.32)

where νE : ∂E → S
N−1 is the normal vector to ∂E:

νE :=
1√

1 + |∇f |2
(−∇f, 1).
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Let η := (0, . . . , 0, ηN), then by (7.3.32) we have

divEη := ∂NηN +
1

1 + |∇f |2

{
N∑
j=1

∂jηN ∂jf − ∂NηN

}
on ∂E. (7.3.33)

Choose ηN(x) := ϕ(px) s(xN), where ϕ ∈ C1
c (D(x0, r)) and s : (−1, 1) → R

N is
such that s(t) = 1 for every |t| ≤ ‖f‖∞. Since now ηN does not depend on the
n-component on ∂E, we have

η · νE =
ϕ(px)√
1 + |∇f |2

on ∂E ∩C(x0, r), (7.3.34)

and the above equation (7.3.33) reads as

divEη :=
1

1 + |∇f |2
∇ϕ · ∇f on ∂E ∩C(x0, r). (7.3.35)

Moreover,∫
E

divη dx =

∫
∂E

(η · νE) dHN−1 =

∫
∂E∩C(x0,r)

ηN(νE · eN) dHN−1

=

∫
∂E∩C(x0,r)

ϕ(px)s(f(x)) (νE · eN) dHN−1

=

∫
∂E∩C(x0,r)

ϕ(px)√
1 + |∇f(px)|

dHN−1 =

∫
p(∂E∩C(x0,r))

ϕdx = 0.

This implies that η is admissible in (7.3.31). Hence by using η as a test function in
(7.3.31), by combining (7.3.34) and (7.3.35), the claim of the proposition follows. �

Corollary 7.3.5. Let E be a minimizer for (Pβ,K,Q,R) and (u, ρ) ∈ A(E). Assume
that f ∈ C1,ϑ(D(x′0, r)) and

E ∩C(x0, r) = {x = (x′, xN) ∈ D(x′0, r)× R : xN < f(x′)} ∩C(x0, r).

Then there exists a function M such that the matrix ∇M(∇f) is uniformly elliptic
and a Hölder continuous function G such that

−div (∇M(∇f)∇∂if) = ∂iG a.e. on ∂E ∩C(x0, r/2)

for every i = 1, . . . , n.

Proof. Exploiting Proposition 7.3.4, we have

− div

(
∇f(x′)√

1 + |∇f(x′)|2

)
= G(x′, f(x′)) for a.e. x′ ∈ D(x′0, r/2), (7.3.36)
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where

G(x′, f(x′)) = Q2
(
β|∇u+|2 − |∇u−|2 −K ρ2

)
(x′, f(x′))

+Q2
(
β∂Nu

+∇u+ − ∂Nu−∇u−
)

(x′, f(x′)) · (−∇f(x′), 1) + C

for x′ ∈ D(x′0, r/2). Hence, (7.3.36) is equivalent to

− div (M(∇f)) = G a.e. on ∂E ∩C(x0, r/2), (7.3.37)

where

M(ξ) :=
ξ√

1 + |ξ|2
, ∀ξ ∈ RN .

By [Mag12, Theorem 27.1] we can take the derivatives of (7.3.37). Then,

−div (∇M(∇f)∇∂if) = ∂iG a.e. on ∂E ∩C(x0, r/2)

for every i = 1, . . . , n. Notice that

∇M(ξ) =
1√

1 + |ξ|2

(
Id− ξ ⊗ ξ

1 + |ξ|2

)
∀ξ ∈ RN ,

meaning that the matrix ∇M(∇f) is uniformly elliptic, more precisely

|η|2 ≥ ∇M(∇f)η · η ≥ (1 + ‖∇f‖∞)−3/2 |η|2 ∀η ∈ RN .

It follows from Theorem 7.3.3 that G is Hölder continuous. By the de�nition of M
and by the regularity of f we also have that ∇M(∇f) is Hölder continuous. �

We prove now the partial C2,ϑ-regularity of minimizers.

Theorem 7.3.6 (C2,ϑ-regularity). Given N ≥ 3, A > 0 and ϑ ∈ (0, 1/2), there
exists εreg = εreg(N,A, ϑ) > 0 such that if E is minimizer of (Pβ,K,Q,R), Q + β +
K + 1

K
≤ A, x0 ∈ ∂E, and

r + eE(x0, r) +Q2DE(x0, r) ≤ εreg,

then E ∩C(x0, r/2) coincides with the epi-graph of a C2,ϑ-function f .
In particular, we have that ∂E∩C(x0, r/2) is a C2,ϑ (N−1)-dimensional manifold

and
[f ]C2,ϑ(D(x′0,r/2)) ≤ C (N,A, r, ϑ) . (7.3.38)

Proof. Choose εreg as in Theorem 7.1.3. Then there exists f ∈ C1,ϑ(D(x′0, r/2)) such
that

E ∩C(x0, r/2) = {x = (x′, xN) ∈ D(x′0, r/2)× R : xN < f(x′)} .

By Corollary 7.3.5 we have

−div (∇M(∇f)∇∂if) = ∂iG a.e. on ∂E ∩C(x0, r/2)
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for every i = 1, . . . , n, with ∇M(∇f) uniformly elliptic and G - Hölder continuous.
We also have that ∇M(∇f) is Hölder continuous. Hence the following Schauder
estimates hold in this case

[∇∂if ]C0,ϑ(D(x′0,r/2)) ≤ C {‖∂if‖L2(D(x′0,r/2)) + [G]C0,η(D(x′0,r/2))} ∀i = 1, . . . , n,

for some constant C depending on r. In particular, f is C2,ϑ and

[f ]C2,ϑ(D(x′0,r/2)) ≤ C {‖∇f‖L2(D(x′0,r/2)) + [G]C0,η(C(x0,r/2))}.

By the de�nition of G, recalling (7.3.20) and Theorem 7.1.2 (i), using Poincaré in-
equality and since f is Lipschitz, one can easily see that there exists C = C(N,A, ϑ, r) > 0
such that

[G]C0,ϑ(C(x0,r/2)) ≤ C(N,A, ϑ, r).

By the Lipschitz approximation theorem it follows that

1

rN−1

∫
D(x′0,r/2)

|∇f |2 dz ≤ CL eE(x0, r) ≤ CL εreg, (7.3.39)

which implies (7.3.38). �

Remark 7.3.7. A minimizer EQ of the problem (Pβ,K,Q,R) satis�es the hypothesis
of Theorems 7.3.6 and 7.4.3 whenever Q > 0 is small enough. Indeed, assume
x0 ∈ ∂B1. Then, by the regularity of ∂B1, there exists a radius r = r(N) > 0 such
that

r + eB1(x0, 2r) ≤
εreg
2
, (7.3.40)

where εreg is as in Theorem 7.4.3. On the other hand, by Proposition 7.2.2 we have
that EQ converges to B1 in the Kuratowski sense when Q→ 0. Hence, by properties
of the excess function, eEQ(x0, 2r) → eB1(x0, 2r) when Q → 0. By Theorem 7.1.2
(iii) we also have Q2DEQ(x0, 2r)→ 0 when Q→ 0. Therefore,

r + eEQ(x0, 2r) +Q2DEQ(x0, 2r) ≤ εreg, (7.3.41)

when Q > 0 is small enough.

7.4 Smooth regularity

In this section, by a bootstrap argument, we obtain the smooth partial regularity
of minimizers. Since this result is not necessary for the proof of the main theorem,
the reader may skip it unless interested.

Improving the regularity from C2,η to C∞ is easier then from C1,η to C2,η, because
we can straighten the boundary in a nice way once it is C2. More precisely, we have
the following lemma.
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Lemma 7.4.1. Let k ∈ N, k ≥ 2 and f is Ck,ϑ(D). There exists ε > 0 such that if

‖f‖C2,ϑ(D) ≤ ε and f(0) = 0,

then there exists a di�eomorphism Φ ∈ Ck−1,ϑ, Φ : C1−ε → C1−ε, such that

Φ(Γf ∩C1−ε) = {x = (x′, xN) ∈ D1−ε × R : xN = 0},

where Γf is the graph of f . Moreover,(
∇Φ(Φ−1(x)) (∇Φ(Φ−1(x)))T

)
jN

= 0 ∀j 6= n;(
∇Φ(Φ−1(x)) (∇Φ(Φ−1(x)))T

)
NN
6= 0.

(7.4.1)

Proof. De�ne

Ψ(x′, xN) := (x′, f(x′)) + xN
(−∇f(x′), 1)√
1 + |∇f(x′)|2

∀x = (x′, xN) ∈ C1−ε,

then Φ := Ψ−1 is the desired di�eomorphism. �

Lemma 7.4.2. Let k be a positive integer and let f be a Ck+1,ϑ-Hölder continuous
function de�ned on D(x0, r) such that ‖f‖Ck+1,ϑ ≤ ε for some ε > 0 and

E ∩C(x0, r) = {x = (x′, xN) ∈ D(x′0, r)× R : xN < f(x′)} ∩C(x0, r).

Suppose v is a solution of

− div(aE∇v) = h in D′ (Br(x0)) , aE := 1Ec + β 1E,

with h+ and h− Ck,η-Hölder continuous respectively on E∩C(x0, r) and Ec∩C(x0, r),
where h+ = h 1E, h

− = h 1Ec. Then v
+, v− are Ck+1,η-Hölder continuous respectively

on E ∩C(x0, r) and Ec ∩C(x0, r).
Moreover,

‖v1‖Ck+1,η(E
c∩C(x0,r))

≤ C and ‖vβ‖Ck+1,η(E∩C(x0,r))
≤ C (7.4.2)

for some constant C ≥ 0 which depends on the Ck,η- Hölder norms of h+ and h−

and on the Ck+1,ϑ norm of f .

Proof. Assume x0 = 0. Let H :=
{
x ∈ RN : xN = x · eN ≤ 0

}
be the half space in

R
N . By Lemma 7.4.1, we can assume that

Γf ∩Cr = ∂H ∩Cr,

where Γf ∩Cr/2 := {(x′, f(x′)) : x′ ∈ Dr}, f(0) = 0 and that v solves the following
equation

− div(aHA∇v) = h, (7.4.3)
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where by (7.4.1), A is a Ck−1,ϑ-continuous elliptic matrix such that AjN = 0 for
every j 6= N , ANN 6= 0.

We continue the proof by induction on k. For clarity, we do the detailed com-
putations for the case k = 1 and we explain how the formulas look like for bigger
k.

Case k = 1. By taking the derivatives with respect to the tangential coordinates
j 6= n of (7.4.3) we deduce

−div
(
aHA∇∂jv

)
= ∂jh+ div

(
∂j(aHA)∇v

)
= div(h ej + ∂j(aHA)∇v) in D′(RN).

(7.4.4)

Notice that aH is constant along tangential directions and that (aH A)+, (aH A)−

have coe�cients respectively in C0,η(H
c ∩Cr) and C

0,η(H ∩ Cr). Furthermore,

(h ej + ∂j(aHA)∇v)+ ∈ C0,η(H
c ∩Cr) and (h ej + ∂j(aHA)∇v)− ∈ C0,η(H ∩Cr).

Hence, exploiting Lemma A.0.4 we deduce

∂jv
+ ∈ C1,η(H ∩Cr) and ∂jv

− ∈ C1,η(Hc ∩Cr) ∀j 6= n. (7.4.5)

Furthermore, by (7.4.3) we have

−
N∑

i,j=1

{aH Aij∂ijv + ∂i(aH Aij)∂jv} = h.

Thanks to the form of the matrix A we obtain

− aH ANN∂NNv =
∑
i,j 6=N

{aH Aij∂ijv + ∂i(aH Aij) ∂jv}+ h. (7.4.6)

Since the right hand side of the previous equation is Hölder continuous, we have

∂NNv
+ ∈ C0,η(H

c ∩Cr) and ∂NNv
− ∈ C0,η(H ∩Cr).

Moreover, (7.4.5) implies

∂Njv
+ ∈ C0,η(H

c ∩Cr) and ∂Njv
− ∈ C0,η(H ∩Cr)

for every j 6= n. Therefore,

v+ ∈ C2,η(H
c ∩Cr) and v− ∈ C2,η(H

c ∩Cr).

By Lemma A.0.4 we deduce also that

‖∇v+‖C1,η(H∩Cr) and ‖∇v−‖C1,η(Hc∩Cr)

are bounded by a constant which depends on the Hölder norms of ∇h+, ∇h−, the
coe�cients of (aHA)+ and (aHA)−.
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General k. As in the case k = 1, we start by taking the derivatives of (7.4.3)
with respect to the tangential coordinates j 6= n. We get an equation similar to
(7.4.4):

−div
(
aHA∇∂i1,i2,...,ikv

)
= div

(
∂i2,...,ikh ei1 +

∑
∂j1,j2,...,jl(aHA)∇

(
∂{i1,i2,...,ik}\{j1,j2,...,jl}v

))
in D′(RN). This gives us

∂i1,i2,...,ikv
+ ∈ C1,η(H ∩Cr) and ∂i1,i2,...,ikv

− ∈ C1,η(Hc ∩Cr) (7.4.7)

for all i1 6= n, i2 6= n, . . . , ik 6= n.
By (7.4.7)

∂i1,i2,...,ik,nv
+ ∈ C0,η(H ∩Cr) and ∂i1,i2,...,ik,nv

− ∈ C0,η(Hc ∩Cr)

for all i1 6= n, i2 6= n, . . . , ik 6= n, and thus, taking derivatives of (7.4.6) in tangential
directions, we get

∂i1,i2,...,ik−1,n,nv
+ ∈ C0,η(H ∩Cr) and ∂i1,i2,...,ik−1,n,nv

− ∈ C0,η(Hc ∩Cr).

Induction on the number of normal directions yields

v+ ∈ Ck+1,η(H
c ∩Cr) and v− ∈ Ck+1,η(H

c ∩Cr).

�

Theorem 7.4.3 (C∞-regularity). Given N ≥ 3 and A > 0, there exists εreg =
εreg(N,A) > 0 such that if E is minimizer of (Pβ,K,Q,R) with Q + β + K + 1

K
≤ A,

x0 ∈ ∂E, and
r + eE(x0, r) +Q2DE(x0, r) ≤ εreg,

then E ∩C(x0, r/2) coincides with the epi-graph of a C∞-function f . In particular,
we have that ∂E ∩C(x0, r/2) is a C∞ (N − 1)-dimensional manifold. Moreover, for
every ϑ ∈ (0, 1

2
) there exists a constant C(N,A, k, r, ϑ) > 0 such that

[f ]Ck,ϑ(D(x′0,r/2)) ≤ C(N,A, k, r, ϑ) (7.4.8)

for every k ∈ N.

Proof. If we choose εreg as in Theorem 7.3.6, then there exists f ∈ C2,ϑ(D(x′0, r/2))
such that

E ∩C(x0, r/2) = {x = (x′, xN) ∈ D(x′0, r/2)× R : xN < f(x′)} .

By Corollary 7.3.5 we have

− div (∇M(∇f)∇∂if) = ∂iG a.e. on ∂E ∩C(x0, r/2) (7.4.9)

for every i = 1, . . . , n, with ∇M(∇f) uniformly elliptic and Hölder continuous and
G - Hölder continuous.
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Now we argue by induction on k. The induction step is divided into two parts:
Claim 1:

f is Ck-Hölder continuous =⇒ u+, u− are Ck-Hölder continuous respectively on

E ∩C(x0, r/2) and Ec ∩C(x0, r/2).

Moreover, there exists a universal constant C = C(N,A) > 0 and ϑ ∈ (0, 1
2
) such

that

‖Qu+‖Ck,ϑ(E∩C(x0,r/2)) ≤ C and ‖Qu−‖Ck,ϑ(Ec∩C(x0,r/2)) ≤ C. (7.4.10)

Claim 2:

f is Ck-Hölder continuous =⇒ f is Ck+1-Hölder continuous.

To proof Claim 1, we apply Lemma (7.4.2) to v = Qu and h = Qρ. By (7.3.20)
the norms

‖Q∇u+‖C0,ϑ(H∩Cr/2) and ‖Q∇u−‖C0,ϑ(Hc∩Cr/2)

and bounded by a universal constant. That gives us (7.4.10).
As for Claim 2, notice that by the de�nition of M , since f is Ck-Hölder contin-

uous, we have that ∇M(∇f) in (7.4.9) is Ck−1-Hölder continuous. By Claim 1 we
deduce that G is Ck−1-Hölder continuous with its norm uniformly bounded. Then,
using Schauder estimates for (7.4.9), we get that f is Ck+1-Hölder continuous.

�

7.5 Proof of Theorem 1.1.9

Finally, we are ready to prove that the only minimizers of F are balls if the charge
Q is small enough.

Proof of Theorem 1.1.9. Argue by contradiction. Suppose there exists a sequence
of minimizers Eh corresponding to Qh → 0 such that Eh are not balls. Translate the
sets Eh if needed so that their barycenters are at the origin. Arguing in a similar
way to the proof of Theorem 5.2.2 (using Proposition 7.2.2 instead of Lemma 5.3.4
and Theorem 7.3.6 instead of Theorem 5.4.18) we have that starting from a certain
h the sets are nearly-spherical parametrized by ϕh with ‖ϕh‖C2,ϑ(∂B1) < δ, where δ
is the one of Theorem 4.3.14.

Now we apply Theorem 4.3.14 to see that F(Eh) > F (B1) for h big enough,
contradicting the minimality of Eh. �

We can now prove Corollary 1.1.10, which follows from Theorem 1.1.9 and prop-
erties of minimizers established in [DPHV19].

Proof of Corollary 1.1.10. Let Q0 be the one of Theorem 1.1.9. Let E be an open
set such that |E| = |B1|. Let us show that F(E) ≥ F(B1). If E is bounded, then
F(Eh) ≥ F (B1) by Theorem 1.1.9. Assume now that E is unbounded.
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We can assume that E is of �nite perimeter, since otherwise F(E) =∞. Then,
by [Mag12, Remark 13.12], there exists a sequence Rh →∞ such that E∩BRh → E
in L1, P (E ∩BRh)→ P (E). Rescale the sets so that their volumes are the same as
the one of the ball, i.e.

Ωh = αh (E ∩BRh) with αh =

(
|B1|

|E ∩BRh|

)1/N

.

Note that since |E| = |B1|, αh → 1, so also for Ωh we have |Ωh∆E| → 0, P (Ωh)→
P (E). Now, by the continuity of the functional G in L1 (see [DPHV19, Proposition
2.6]), we get

F (Ωh) = P (Ωh) + G(Ωh)→ P (E) + G(E) = F(E). (7.5.1)

On the other hand, Ωh ⊂ αhBRh , so it is bounded and hence, by Theorem 1.1.9,

F(Ωh) ≥ F(B1) for every h.

Combining the last inequality with (7.5.1), we get F(E) ≥ F(B1). Thus, the
in�mum in the problem (Pβ,K,Q) is achieved on balls.

Let us show that the only minimizers are the balls. Let E be a minimizer for
(Pβ,K,Q). If E is bounded, then by Theorem 1.1.9 it should be a ball of radius 1.
We now explain why E cannot be unbounded. Indeed, suppose the contrary holds.
Then there we can �nd a sequence of points xk such that xk ∈ E, |xk − xj| ≥ 1 for
k 6= j (for example, we can de�ne xk := E\Bmax{|x1|,|x2|,...,|xk−1|}+1). Now, by density
estimates for minimizers (Theorem 7.1.2 (v)), we have

|Br(x) ∩ E|
|Br|

≥ 1

C
for x ∈ E, r ∈ (0, r). (7.5.2)

Note that even though Theorem 7.1.2 (v) deals with minimizers of (Pβ,K,Q,R), the
constants C and r do not depend on R, so it applies in our case. It remains to use
(7.5.2) for x = xk and r = min(1/2r, 1/2) to see that

|E| ≥
∞∑
k=1

|Br(xk) ∩ E| ≥
∞∑
k=1

|Br|
C

=∞,

which contradicts the fact that |E| = |B1|. Thus, E is bounded and it is a ball of
radius 1. �
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Appendix A

Some regularity results

Here we collect some of the results we are using in Chapters 5, 6, and 7.

Lemma A.0.1 (Campanato's lemma, [AFP00, Theorem 7.51]). Let p ≥ 1 and
g ∈ Lp(B2R(x0)). Assume that there exist σ ∈ (0, 1) and A > 0 such that for every
x ∈ BR(x0)

1

|Br|

∫
Br(x)

|g(y)− [g]x,r|p dy ≤ Ap
( r
R

)pσ
, ∀Br(x) ⊂ BR(x0). (A.0.1)

Then there exists a constant C = C(N, p, σ) such that g is σ-Hölder continuous in
BR(x0) with a constant C A

Rσ
and

max
x∈BR(x0)

|g(x)| ≤ CA+ |[g]x0,R| .

Lemma A.0.2 ( [AFP00, Lemma 7.54]). Let 0 < q < p, s > 0. Suppose that
h : (0, a) → [0,+∞) is an increasing function such that

h(r) ≤ c1

( r
R

)p
(h(R) +Rs) + c2R

q for every 0 < r < R,

where c1 and c2 are positive constants. Then there exists c = c(p, q, s, c1, c2) > 0
such that

h(r) ≤ c
{( r

R

)q
h(R) + rq

}
for every 0 < r < R.

Lemma A.0.3 ( [AFP00, Theorem 7.53]). Let v be a solution of

−div(aH∇v) = ρH in D′ (B1(x0)) ,

where ρH ∈ L∞ (B1(x0)) and

H := {y ∈ RN : (y − x0) · eN ≤ 0}, aH = β1H + 1Hc .

Then there exist γ ∈ (0, 1) and a constant C0 = C0(N, β, ‖ρH‖∞) > 0 such that∫
Bλr(x0)

|THv − [THv]x0,λr|2 dx ≤ C0λ
N+2γ

∫
Br(x0)

|THv − [THv]x0,r|2 dx+ C0 r
N+1,
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for all λ ∈ (0, 1) small enough. Note that

THv :=
(
∂1v, . . . , ∂N−1v, (1 + (β − 1)1H)∂Nv

)
.

By arguing similarly to the proof of Theorem 7.53 in [AFP00], we can show the
following lemma.

Lemma A.0.4. Let H ⊂ RN be the half space. Let v ∈ W 1,2(B1) be a solution of

− div(A∇v) = divG in D′ (B1) , (A.0.2)

where
G+ := G1H ∈ C0,α(H), G− := G1Hc ∈ C0,α(Hc),

A is an elliptic matrix and A+ = A1H , A
− = A1Hc have coe�cients respectively in

C0,α(Br ∩H) and C0,α(B1 ∩Hc). Then

v+ := v 1H ∈ C1,α(B1/2 ∩H), v− := v 1Hc ∈ C1,α(B1/2 ∩Hc).

Moreover, there exists a constant C = C (‖G±‖C0,α , ‖A±‖C0,α) > 0 such that

[∇v+]C0,α(H∩B1/2) ≤ C and [∇v−]C0,α(Hc∩B1/2) ≤ C. (A.0.3)

Proof. Fix x0 ∈ B1/2, and let r be such that Br(x0) ⊂ B1. We denote by a+ and
a− the averages of A in Br(x0) ∩H and Br(x0) ∩Hc respectively. In an analogous
way we de�ne g+ and g− as the averages of G in Br(x0) ∩H and Br(x0) ∩Hc. For
x ∈ Br(x0) we set

A :=

{
a+ if xN > 0

a− if xN < 0
and G :=

{
g+ if xN > 0

g− if xN < 0
.

By the assumptions of the lemma,

|A(x)− A(x)| ≤ crα and |G(x)−G(x)| ≤ crα. (A.0.4)

Let w be the solution of {
− div(A∇w) = divG in Br,

w = v on ∂Br(x0).

Note that the last equation can be rewritten as

− div(a+∇w+) = 0 in H ∩Br(x0),

− div(a−∇w−) = 0 in Hc ∩Br(x0),

w+ = w− on ∂H ∩Br(x0),

a+∇w+ · eN − a−∇w− · eN = g+ · eN − g− · eN on ∂H ∩Br(x0),

w = v on ∂Br(x0),

(A.0.5)
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where w+ := w 1H∩Br(x0), w
− := w 1Hc∩Br(x0). For a function u set

Dcu(x) =
N∑
i=1

Ai,N∇iu(x) +G · eN ; (A.0.6)

Dcu(x) =
N∑
i=1

Ai,N∇iu(x) +G · eN . (A.0.7)

The reason for such a de�nition is that Dcv and Dcw have no jumps on the boundary
thanks to the transmission condition in (A.0.5). We are going to estimate the decay
of Dτw and Dcw, which will lead to Hölder continuity of Dτv and Dcv, yielding the
desired estimate on ∇v.

Step 1: tangential derivatives of w. Since both A and G are constant along
the tangential directions, the classical di�erence quotient method (see, for example,
[GM12, Section 4.3]) gives us that Dτw ∈ W 1,2

loc (Br(x0)) and div(A∇(Dτw)) = 0 in
Br(x0). Hence, Caccioppoli's inequality holds:∫

Bρ(x)

|∇(Dτw)|2dy ≤ Cρ−2

∫
B2ρ(x)

|Dτw − (Dτw)x,2ρ|2dy (A.0.8)

for all balls B2ρ(x) ⊂ Br(x0) and by De Giorgi's regularity theorem, Dτw is Hölder-
continuous and, thus, if Bρ′(x) ⊂ Br(x0),∫

Bρ(x)

|Dτw − (Dτw)x,ρ|2dy ≤ c

(
ρ

ρ′

)N+2γ ∫
Bρ′ (x)

|Dτw − (Dτw)x,ρ′|2dy (A.0.9)

for any ρ ∈ (0, ρ′/2) and

max
Bρ′/2(x)

|Dτw|2 ≤
C

(ρ′)N

∫
Bρ′ (x)

|Dτw|2dy. (A.0.10)

Step 2: regularity of Dcw. First let us show that the distributional gradient of
Dcw is given by the gradient of Dc on the upper half ball plus the one on the lower,
i.e. that there is no contribution on the hyperplane. For that, we need to check that∫

Br(x0)

Dcw divϕdx =

∫
Br(x0)+

∇Dcw · ϕdx+

∫
Br(x0)−

∇Dcw · ϕdx

for any ϕ ∈ C∞c (Br(x0);RN). Indeed, if we perform integration by parts on the left
hand side, we get∫
Br(x0)

Dcw divϕdx =

∫
Br(x0)+

∇Dcw · ϕdx+

∫
Br(x0)−

∇Dcw · ϕdx

+

∫
∂H∩Br(x0)

(
N∑
i=1

a+
i,n∇iw(x) + g+ · eN −

N∑
i=1

a−i,n∇iw(x)− g− · eN

)
(ϕ · eN) dHN−1
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for any ϕ ∈ C∞c (Br(x0);RN) and the last term vanishes thanks to the transmission
condition in (A.0.5). Thus, the distributional gradient of Dcw coincides with the
point-wise one.

Since Dτ (Dcw) = Dc(Dτw) − G · eN , the tangential derivatives of Dcw are in
L2
loc. As for the normal derivative, by the de�nition (A.0.6)∣∣∣∣∂Dcw

∂ν
(x)

∣∣∣∣ ≤ C|∇Dτw|+ 2‖G‖L∞ .

It implies ∣∣∇Dcw(x)
∣∣ ≤ C

(
|∇Dτw|+ ‖G‖L∞

)
.

and thus Dcw is in W 1,2
loc . Now, using Poincaré's inequality and (A.0.8), we have∫

Bρ(x)

∣∣Dcw − (Dcw)x,ρ
∣∣2dy ≤ Cρ2

∫
Bρ(x)

∣∣∇(Dcw)
∣∣2dy

≤ Cρ2

∫
Bρ(x)

|∇(Dτw)|2dy + CρN+2 ≤ C

∫
B2ρ(x)

|Dτw − (Dτw)x,2ρ|2dy + CρN+2

for any B2ρ(x) ⊂ Br(x0). Remembering (A.0.9), we obtain∫
Bρ(x)

∣∣Dcw − (Dcw)x,ρ
∣∣2dy ≤ C

(ρ
r

)N+2γ
∫
Br/2(x)

∣∣Dτw − (Dτw)x,r/2
∣∣2dy + CρN+2

≤ C
(ρ
r

)N+2γ
∫
Br(x0)

|Dτw|2dy + CρN+2

(A.0.11)

for any x ∈ Br/4(x0), ρ ≤ r/4. Hence, by Lemma A.0.1, Dcw is Hölder-continuous
and

max
Br/4(x0)

∣∣Dcw
∣∣2 ≤ C

rN

∫
Br(x0)

∣∣Dcw
∣∣2dy + C. (A.0.12)

Step 3: compairing v and w. Subtracting the equation for w from the equation
for v we get∫

Br(x0)

Ai,j(y)

(
∂v

∂yi
− ∂w

∂yi

)
∂ϕ

∂yj
dy =

∫
Br(x0)

(
Ai,j(y)− Ai,j(y)

) ∂v
∂yi

∂ϕ

∂yj
dy

+

∫
Br(x0)

(
Gi −Gi

) ∂ϕ
∂yi

dy

(A.0.13)

for any ϕ ∈ W 1,2
0 (Br(x0)). We test (A.0.13) with ϕ = v − w to get∫
Br(x0)

|∇v −∇w|2dy ≤ Cr2α

∫
Br(x0)

|∇v|2dy + CrN+2α,

which in turn gives us∫
Bρ(x0)

|∇v|2dy ≤ 2

∫
Bρ(x0)

|∇w|2dy + 2

∫
Bρ(x0)

|∇v −∇w|2dy

≤ 2ωNρ
N sup
Br/4(x0)

|∇w|2 + Cr2α

∫
Br(x0)

|∇v|2dy + CrN+2α
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for ρ ≤ r/4. Recalling (A.0.10) and (A.0.12), we obtain∫
Bρ(x0)

|∇v|2dy ≤ C
(ρ
r

)N ∫
Br(x0)

|∇w|2dy + CρN + Cr2α

∫
Br(x0)

|∇v|2dy + CrN+2α

≤ C
(ρ
r

)N ∫
Br(x0)

|∇v|2dy + Cr2α

∫
Br(x0)

|∇v|2dy + CrN .

Now we can apply Lemma A.0.2 and get there exists r0 > 0 such that for ρ < r/4 <
r0 ∫

Bρ(x0)

|∇v|2dy ≤ C
(ρ
r

)N−α ∫
Br(x0)

|∇v|2dy + CρN−α.

In particular, for ρ < r0 we have∫
Bρ(x0)

|∇v|2dy ≤ CρN−α, (A.0.14)

where C = C (‖G+‖C0,α , ‖G−‖C0,α , ‖A+‖C0,α , ‖A−‖C0,α). Note that the L2 norm of
∇v in B1 is bounded by some constant depending only on L∞ norms of A and G,
as can be seen by testing the equation (A.0.2) with v.

Step 4: Hölder-continuity of ∇v. We show local Hölder continuity of Dcv and
Dτv, Hölder-continuity of ∇v in B1/2 ∩H and in B1/2 ∩Hc follows immediately.

Take ρ < r0, where r0 is from the previous step. Let d be any real number. Using
the de�nitions (A.0.6) and (A.0.7), inequalities (A.0.4), and inequality (A.0.14), we
get ∫

Bρ(x0)

|Dcv − d|2dy ≤ 2

∫
Bρ(x0)

|Dcv − d|2dy + Cr2α

∫
Bρ(x0)

|∇v|2dy

≤ 4

∫
Bρ(x0)

|Dcw − d|2dy + CrN+α

and hence, using (A.0.11) we have for ρ < r/4, r < r0∫
Bρ(x0)

|Dcv − (Dcv)x0,ρ|2dy ≤
∫
Bρ(x0)

|Dcv − (Dcw)x0,ρ|2dy

≤ 4

∫
Bρ(x0)

|Dcw − (Dcw)x0,ρ|2dy + CrN+α ≤ C
(ρ
r

)N+2γ
∫
Br(x0)

|Dτw|2dy + CrN+α.

(A.0.15)

Similarly, using (A.0.9) instead of (A.0.11), we get∫
Bρ(x0)

|Dτv − (Dτv)x0,ρ|2dy ≤ C
(ρ
r

)N+2γ
∫
Br(x0)

|Dτw|2dy + CrN+α. (A.0.16)

Applying Lemma A.0.2 to (A.0.15) and (A.0.16), we deduce that Dcv and Dτv are
Hölder by Lemma A.0.1.

�
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Appendix B

Inequalities for powers

Lemma B.0.1 ( [FZ16, Lemma 2.3]). Let p > 1. There exists c(p) ≥ 0 such that if
κ ≥ 0 and ξ, η ∈ RN then((

κ2 + |ξ|2
) p−2

2 ξ −
(
κ2 + |η|2

) p−2
2 η
)
· (ξ − η) ≥ c

(
κ2 + |ξ|2 + |η|2

) p−2
2 |ξ − η|2.

Moreover, there exists another constant C(p) ≥ 0 such that if Ω ⊂ R
N is an open

set and for u, v ∈ W 1,p(Ω) and 0 ≤ s ≤ 1, we set us(x) = su(x) + (1− s)v(x), then
the following two inequalities hold:

• for p ≥ 2∫
Ω

|∇u−∇v|p ≤ C

∫ 1

0

1

s
ds

∫
Ω

(
|∇us|p−2∇us − |∇v|p−2∇v

)
· ∇(us − v);

(B.0.1)

• for 1 < p < 2∫
Ω

|∇u−∇v|p ≤ C

(∫ 1

0

1

s
ds

∫
Ω

(
|∇us|p−2∇us − |∇v|p−2∇v

)
· ∇(us − v)

) p
2

·

·
(∫

Ω

(|∇u|+ |∇v|)p
)1− p

2

.

(B.0.2)

Lemma B.0.2. Let x, y ∈ RN , p ∈ (1,∞). Then the following inequalities hold:

• if p ≥ 2, then

|y|p ≥ |x|p + p|x|p−2x · (y − x) + c|y − x|p

for some c = c(p) > 0;

• if 1 < p < 2, then

|y|p ≥ |x|p + p|x|p−2x · (y − x) + c|y − x|2
(
|x|2 + |y − x|2

) p−2
2

for some c = c(p) > 0.
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Proof. Consider a function f : RN → R de�ned as f(x) = |x|p. Writing Taylor
expansion for f we get

|y|p = |x|p + p|x|p−2x · (y − x) +

∫ 1

0

(1− t)D2f(x+ t(y − x))(y − x) · (y − x) dt.

If p = 2, we thus have

|y|2 = |x|2 + 2x · (y − x) +
1

2
|y − x|2,

which gives us a desired inequality. We shall consider p 6= 2 from now on.
For p 6= 2 the Hessian D2f(x) looks as follows:

D2f(x) = p|x|p−2Id+ p(p− 2)|x|p−4A,

where Ai,j = xixj. We notice that

0 ≤ Aξ · ξ ≤ |x|2|ξ|2 for any vector ξ ∈ RN ,

yielding
D2f(x)ξ · ξ ≥ c|x|p−2|ξ|2 for any vector ξ ∈ RN ,

where c = c(p) > 0 (c = p for p > 2, c = p(p− 1) for 1 < p < 2).
So, we have

|y|p ≥ |x|p + p|x|p−2x · (y − x) + |y − x|2
∫ 1

0

(1− t)|x+ t(y − x)|p−2 dt.

Let us consider the cases of di�erent p separately. First, we deal with 1 < p < 2.
In this case p− 2 < 0 and so∫ 1

0

(1− t)|x+ t(y − x)|p−2 dt ≥ 1

4

∫ 3/4

1/4

(|x|+ t|y − x|)p−2 dt ≥ c
(
|x|2 + |y − x|2

) p−2
2 ,

�nishing the proof of lemma in this case.
To tackle the case p > 2, we further consider two cases. If |y − x| < 2|x|, then∫ 1

0

(1− t)|x+ t(y − x)|p−2 dt ≥ c

∫ 1/4

0

|x|p−2 dt ≥ c|y − x|p−2.

If instead |y − x| ≥ 2|x|, then∫ 1

0

(1− t)|x+ t(y − x)|p−2 dt ≥ c

∫ 6/7

4/7

|y − x|p−2 dt ≥ c|y − x|p−2.

�
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