
Mathematics Area - PhD course in
Geometry and Mathematical Physics

dHYM connections coupled
to a variable Kähler metric

Candidate:
Enrico Schlitzer Advisor:

Prof. Jacopo Stoppa

Academic Year 2020-21



A thesis submitted in fulfilment of the requirements for the degree of Doctor of Philosophy in
Geometry and Mathematical Physics of the Scuola Internazionale Superiore di Studi Avanzati -
SISSA

ii



Contents

Introduction iv
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

1 Preliminaries 1
1.1 Hamiltonian actions, GIT and stability . . . . . . . . . . . . . . . . . . . . 1
1.2 Deformed Hermite-Yang-Mills equation . . . . . . . . . . . . . . . . . . . 14
1.3 Constant scalar curvature equation for a Kähler metric . . . . . . . . . . 22

2 dHYM equation with variable Kähler metric 29
2.1 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 Reduction to Ricci curvature . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Large and small radius limits . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.4 Extended gauge group and scalar curvature . . . . . . . . . . . . . . . . . 43

3 Coupled equations on abelian varieties 46
3.1 Background and main results . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 A priori estimates and Theorem 3.1.3 . . . . . . . . . . . . . . . . . . . . . 50
3.3 Kähler-Yang-Mills equations on abelian varieties and Theorem 3.1.6 . . . 57
3.4 Proof of Theorems 3.1.7 and 3.1.8 . . . . . . . . . . . . . . . . . . . . . . . 62
3.A Appendix - Linearised equations . . . . . . . . . . . . . . . . . . . . . . . 67

4 Coupled equations on rules surfaces 71
4.1 Background and main results . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2 Momentum construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3 dHYM on ruled surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4 Coupled equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.5 Conical singularities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.6 Twisted Kähler-Einstein equation . . . . . . . . . . . . . . . . . . . . . . . 91
4.7 Large and small radius limits . . . . . . . . . . . . . . . . . . . . . . . . . 95

Bibliography 100

iii



Introduction

Chapter contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

1 Introduction

This thesis introduces a system of coupled equations for a Kähler metric on a compact
complexmanifold and a connection on an holomorphic line bundle over it. It is obtained
intertwining two major problems in complex geometry. The first one, i.e. the existence
of a Kähler metric of constant scalar curvature (or cscK equation), traces back to the 1950s
[Cal54, Cal57] and it was settled more precisely in the 1980s by Calabi [Cal82, Cal85], in
order to find a suitable notion of canonical Kähler metric. The setting of this problem
is the following: for a compact complex manifold (", �), consider a non-empty Kähler
class Ω ∈ �2 (",R). The cscK equation is

B($) = B̂ , (1.1)

where B($) denotes the scalar curvature of the Riemannian metric associated to $ and
� and B̂ is a constant, depending only on the topology of " and the choice of Ω. An
historical overview on this problem is provided in Section 1.3.1.
The secondproblem ismore recent and comes fromstring theory. Near 2000, Leu-Yau-

Zalsow [LYZ01] and Mariño-Minasian-Moore-Strominger [MMMS00], using different
approaches, found the same supersymmetric constraint for D-branes in a superstring
theory of type IIB: this condition was called deformed Hermite-Yang-Mills equation (dHYM
equation). In the string-theoretical setting, such branes correspond to holomorphic line
bundles, supported on analytic subvarieties of a Calabi-Yau manifold; however, since
the dHYM equation does not depend on the Calabi-Yau ambient, Jacob and Yau [JY17]
initiated the study of the dHYM equation on a compact Kähler manifold, from a purely
geometric and analytic point of view. In this case, consider an holomorphic line bundle
! over a compact Kähler manifold (", �, $); then we look for an hermitian metric ℎ on
!, satisfying

Im
(
4 8�̂ ($ − �(ℎ))=

)
= 0, (1.2)

where �(ℎ) denotes the Chern curvature form associated to ℎ and �̂ is a topological
constant depending on 21(!),Ω and", whichwe always assume �̂ ≠ 0. For an historical

iv



Introduction

overview on the dHYM equation and its string theoretical interpretation, we refer to
Section 1.2.1.
The coupling of these equations is quite natural and exploits the fact that both equa-

tions (1.1) and (1.2) admit a moment map interpretation. In complex geometry and
mathematical physics, it is common to study a PDE from an (infinite-dimensional)
symplectic point of view, whenever it corresponds to the vanishing of a moment map
associated to someHamiltonian action. Many interestingproblemsfit in this framework;
besides the aforementioned equations, other noticeable examples are theHermite-Yang-
Mills equation for a connection on a vector bundle, the Hitchin’s equations for Higgs
bundles or, due to Donaldson, the condition for exact Lagrangian immersions.
This approach is motivated by the Kempf-Ness theorem, that relates GIT quotients

and symplectic reductions, albeit in a finite-dimensional setting. This result implies that
the set of zeroes of a moment map corresponds to "stable" orbits of the complexified
action, in a suitable sense; moreover, the GIT-stability of an orbit can be checked using
different criteria, the most noticeable, the so-called Hilbert-Mumford criterion, being a
simple numerical condition. For a more in-depth exposition of the finite-dimensional
setting, which provides a conceptual guideline for the study of a geometric PDE arising
from a moment map, we refer to Section 1.1.
Despite the lack of a canonical way to generalize the Kempf-Ness theorem to an

infinite-dimensional setting and to define the relevant stability notion, there is a case
in which this approach proved to be extremely fruitul, namely the Hermite-Yang-Mills
equation. The setting is the following: let ! → " denote an Hermitian vector bundle
! over a compact Kähler manifold ". Then we look for an Hermitian connection �
satisfying {

�(�)2,0 = 0,
Λ$�(�) = IId,

(1.3)

where �(�)denotes the curvature formassociated to the connection�,Λ$ is the contrac-
tion operator on the form-part defined by the metric $ and I is a topological constant.
Due to the work of Atiyah-Bott [AB83], the set of Hermitian connections satisfying (1.3)
was identifiedwith the symplectic reduction associated to theHamiltonian action of the
gauge group G on a suitable subspace A1,1 of the space of connections A. More con-
cretely, the condition (1.3) was proved to be equivalent to the vanishing of the moment
map associated to the standard action G y A1,1.

This point of view led to a fundamental result: already in 1963, Mumford had pro-
posed a notion of slope-stability for an holomorphic vector bundle, necessary to state
an analogue of the Kempf-Ness theorem in this setting, i.e. the Kobayashi-Hitchin cor-
respondence. Its content is quite straightforward: the HYM equation (1.3) admits a
solution if and only if ! is slope-stable. This result had already been proved in 1965
by Narasimhan-Seshadri [NS65] for Riemann surfaces and subsequently generalized by
Donalson [Don85] in the case = = 2 and by Uhlenbeck-Yau [UY86] for = > 2, being the
first success in the application of the moment map framework to the study of geometric
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PDEs. An overview on the basic example of the HYM problem is provided in 1.1.2 and
1.1.4.
The moment map interpretation of the dHYM equation (1.2) is closely related to the

GIT picture for the Hermite-Yang-Mills equation. The relevant Hamiltonian action is
again the standard actionG y A1,1, but the linear symplectic structureΩAB on the space
A1,1 proposed by Atiyah-Bott in [AB83] is replaced with a non-linear symplectic form
ΩdHYM, which is skew-symmetric and closed, but fails to be non-degenerate [CY18].
Despite this issue, one still hopes to use the GIT framework as a guideline to study this
problem.
From this picture, one can deduce a noticeable feature of the dHYM equation: in the

large volume limit, i.e. replacing the symplectic form $ by C$ for C >> 1 and expanding
ΩdHYM in power series of C, the leading order term is equivalent to the standard form
ΩAB. Similarly, the leading order term in C in the dHYM equation is precisely the HYM
equation. The GIT picture for the dHYM equation is explained in detail in Section 1.2.2.
The interpretation of the cscK equation (1.1) as a condition equivalent to the vanishing

of a moment map traces back to the 1990s, due to the work of Fujiki [Fuj90] and
Donaldson [Don99]. In this case, the relevant Hamiltonian action is the action by pull-
backof thegroupℋ ofHamiltonian symplectomorphismson the spaceJ parametrizing
almost-complex structures compatible with a fixed Kähler form $.
As in the Kobayashi-Hitchin correspondence, this framework aims to define an

algebro-geometric notion of stability for the cscK equation which should be equivalent
to the existence of a solution of (1.1). In 1997, Tian introduced the notion of K-stability
for a Fano manifold [Tia97], which was subsequently generalized by Donaldson for any
polarized Kähler variety [Don02] and led to the famous Yau–Tian–Donaldson conjec-
ture. While this result remains one of the most important open problems in complex
geometry, it proved to hold in many important examples, as for Kähler toric surfaces
[Don05a, Don08, Don09] or for Fanomanifolds, when the Kähler classΩ is proportional
to 21(") [CDS14, CDS15a, CDS15b, CDS15c].
In the standard setting for the dHYMproblem (1.2), the unique variable is the connec-

tion �, while the Kähler structure is fixed. We propose a system of coupled equations,
in which the first one is the dHYM equation, but the Kähler metric $ is allowed to vary,
being coupled to the connection � via the second equation, which corresponds to the
cscK equation plus an additional term. The coupling is obtained quite naturally using
the moment map picture as a guideline and, following the ideas of [AGG13], depends
on the symmetry groupsℋ and G associated respectively to the cscK problem and the
dHYM problem.
Our system of PDEs has also a moment map interpretation, associated to the action

of the extended gauge group G̃, i.e. the group of unitary automorphisms of a line
bundle !, covering an Hamiltonian symplectomorphism on the base manifold ". The
group G̃ is an extension ofℋ by the gauge group G and fits into the exact sequence of
(infinite-dimensional) Lie groups

1→ G �−−→ G̃
?
−−→ ℋ → 1.
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In order to describe a GIT picture for our equations, we consider a suitable subset of the
product

P ⊂ A × J ,
which is an infinite-dimensional manifoldwith a natural complex structure, such thatP
is a complex submanifold. A symplectic structureΩ on P is produced by pulling-back
the symplectic forms on the factorsA andJ associated to theGIT pictures of the dHYM
problem and the cscK problem, i.e.

Ω = =Ω
dHYM + ΩDF.1

The parameter  ∈ R plays the role of a coupling constant; when  > 0, the symplectic
form Ω on P is also Kähler.
Finally, we observe that there is a Hamiltonian action of G̃ on A × J , preserving P

and its symplectic (possibly Kähler) structure, and an associated moment map

� : P → Lie(G̃)∗ ,

(see Theorem 2.1.1 and Corollary 2.1.2). The vanishing of � is equivalent of a system of
two equations because, for each � ∈ A, there is an operator �� inducing an equivariant
vector space splitting

Lie(G̃)∗ = Lie(G)∗
⊕
��

Lie(ℋ)∗. (1.4)

With this procedure, we obtain a system of PDEs corresponding to the dHYM equation
coupled to a variable Kähler metric

Im
(
4−
√
−1�̂($ − �(�))=

)
= 0

B($) − 
Re

(
4−
√
−1�̂($−�(�))=

)
$= = 2,

(1.5)

where 2 is a topological constant; we point out that, due to the definition of P, there is
also the additional constraint

�(�)2,0 = 0.

This construction is exposed in details in Section 2.1.
In order to rephrase the system (1.5) in a more manageable way, we introduce the

radius function A$(�) and the Lagrangian phase operator Θ$(�), respectively defined as

A$(�) =

√√√(
=∏
8=1

(
1 + �2

8

))
,

Θ$(�) =
=∑
8=1

arctan(�8),

1The form ΩdHYM fails to be non-degenerate everywhere; we will address this issue in the following.
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where the �8’s denote the real eigenvalues of the Hermitian endomorphism of the
tangent bundle given by $−1

(√
−1�(�)

)
. The system (1.5) we propose is equivalent to{

Θ$(ℎ) = �̂ mod 2�
B($) − A$(ℎ) = B̂ − Â ,

where B̂, Â denote respectively the average scalar curvature and the average radius.
In a suitable limit, or with a special choice of the parameters, our system (1.5) corre-
sponds to the systems introduced by Álvarez-Cónsul, Garcia-Fernandez and García-
Prada [AGG13] (in the large radius limit, see Proposition 2.3.1) and by Hultgren-Witt
Nyström [HWN19] (on complex surfaces, see Section 2.2 and in particular Corollary
2.2.1).
In Chapter 2 we establish several general results about the system (1.5). Following

[AGG13] Chapter 3, we adapt the usual Futaki invariant for the cscK equation [Fut83],
producing an obstruction to solutions of the coupled system (see Section 2.1.3).
In Section 2.2, we describe the cohomological condition which allows to lift the

dependence in the equations (1.5) on the metric $ to the Ricci curvature; the resulting
system should be interpreted as the coupling of the dHYM problem with the Kähler-
Einstein equation. While for a Kähler manifold of higher dimension this condition is
not very explicit (see Formula 2.2.1), the case of a complex surface is quite special, due
to the fact that the dHYM equation is equivalent to a complexMonge-Ampère equation.
When = = 2, the existence of a dHYM connection � on the line bundle ! is equivalent

to a geometric stability condition, i.e. the positivity of the class

cos �̂[$] − sin �̂[�] > 0, (1.6)

where [�] is a class in �2 (",R) corresponding to [�] = −[
√
−1�(�)]. Assuming the

additional cohomological condition

21(-) +


sin �̂
[�] = �[$], (1.7)

in which � is a constant depending on the topology of the bundle !, 21(-), Ω and the
choice of , the coupled equations (2.1.4) become the system of complexMonge-Ampère
equations 

(√
−1 sin(�̂)�(�) + cos(�̂)$

)2
= $2

Ric($) = �$ + 
sin(�̂)

√
−1�(�).

(1.8)

The reduced system (1.8) provides also a first example of solutions of (1.5), on a del
Pezzo surface with discrete automorphisms (see Corollary 2.2.1).
Notice that the conditions (1.6) and (1.7) are not simply linear in [$] and [�]; cos �̂

and sin �̂ depend non-linearly on such classes. However, assuming to have a solution
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of (1.6) and (1.7) on a surface ", it is possible to induce a new solution on the blow-up
"̃ = �;?(") (see Lemmas 2.2.2 and 2.2.3).
In Section 2.3, we consider the family of Kähler forms

$C = C$, C ∈ R>0

and analyze the leading behavior of the system (1.5), in the large volume limit (C → ∞)
and in the small volume limit (C → 0). In the first case, our equations degenerate to the
Kähler-Yang-Mills coupled equations introduced in [AGG13], in the particular case of a
line bundle. In the small volume limit, provided that � = −

√
−1�(�) is a Kähler form,

we obtain a system coupling the famous J-equation of Donaldson [Don00] and Chen
[Che04] with the cscK equation; this system does not seem to appear in the literature,
except in the case of a complex surface [DP20].
In Chapter 3, we study the coupled equations and their limits on abelian varieties.

In this special case, we consider a slightly different problem; note that any constant
coefficient representative for an integral class [�] ∈ �2(",Z) and for a Kähler class Ω
is a solution of (1.5), when" is abelian. We will consider the problem of finding a pair
(�, �) ∈ P such that, in the splitting (1.4) given by ��, the moment map � vanishes on
Lie(G) and acts as some prescribed element − 5 ∈ �∞0 (", $) � Lie(ℋ)∗ on Hamiltonian
vector fields. This is equivalent to the system

Im
(
4−
√
−1�̂($ − �(�))=

)
= 0

B($) − 
Re

(
4−
√
−1�̂($−�(�))=

)
$= = 5 + 2.

(1.9)

The string-theoretical origins of the dHYM equation is the first motivation for consid-
ering such class of varieties: homological mirror symmetry for �-models on a complex
torus has been studied in detail [Fuk02, PZ98]; in this context, abelian varieties play
a special role also as fibres of holomorphic Lagrangian fibrations (see e.g. [GW00]).
Moreover, in this setting it is easier to consider the additional problem of realizing
effectively solutions of (1.9) in the �-model (see Proposition 3.1.9).

From an analytic point of view, the system (1.9) is closely relatedwith the the problem
of finding cscKmetrics on complex tori, or more generally periodic solutions of Abreu’s
equation, as studied by Feng and Székelyhidi [FS11] (see also [LS15]).
In the special case of abelian surfaces, our main existence results are the following:

Theorem 1.1. Let - be an abelian surface with Kähler classes [$], [�]. Suppose the phase
4
√
−1�̂ satisfies

sin(�̂) < 0, cos(�̂) > 0.
Consider the equations (2.1.4), with coupling constant

 = ′ cos(�̂), ′ > 0

and datum 5 given by the image of any function �, as above, under Legendre duality, that is

5 (∇D(G)) = �(G).
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Then, these are solvable provided the classes [�] and [$] are sufficiently close, depending only
on ′ and sup |�|.

By rescaling � and $ appropriately, it follows:

Corollary 1.2. Fix negative line bundles !, # on the abelian surface". Then for all sufficiently
large :, depending only on ′, �, the equations (2.1.4) with coupling constant ′ cos(�̂) and
datum 5 as in Theorem 3.1.3 are solvable on the line bundle !⊗: ⊗ #−1, with respect to the
Kähler class −:21(!).

The positivity of !−1 is a key ingredient in the proof of Theorem 1.1 and Corollary
1.2; using a similiar argument, we obtain analogous existence results in the large radius
limit, for arbitrary dimension (see Proposition 3.1.5 and Theorem 3.1.6).
Instead of considering an arbitrary datum 5 , wemay assume that 5 is invariant under

translations with respect to all but one of the symplectic coordinates; in this special
case, we are able to obtain much more precise results (see Theorem 3.1.7 and 3.1.8 and
Proposition 3.1.9).
In Chapter 4, we study the dHYM equation (1.2) and the coupled equations (1.5)

on ruled surfaces, providing many new examples of dHYM connections coupled to a
variable Kählermetric (see Theorem 4.1.2). Wemanage to exhibit very explicit solutions,
using the momentum construction, which we set up in Section 4.2, following [KTF12].
It turns out that the unique requirement for solving the system (1.5) is the geometric

stability condition for the dHYM equation (1.6), which for a ruled surface can be stated
in a quite explicit way. Parametrizing a Kähler class [$] and an integral class [�] ∈
�2(",Z) in terms of suitable variables 0 < G < 1 and :8 ∈ Z for 8 = 1, 2, the stability
condition (1.6) is equivalent to(

1 + (:1 + :2)2
)
> G

(
1 + (:1 − :2)2

)
. (1.10)

The main limitation of Theorem 4.1.2 is that solutions necessarily require a negative
coupling constant. In Section 4.5 we allow the background metric to develop conical
singularities along certain divisors �0,�∞, respectively with cone angles 2��0, 2��∞.
For 0 < �0 ≤ 1 and provided that the stability condition (1.10) is satisfied, the coupled
system (1.5) admits a solution for a unique value of the angle �∞ > 1 and the constant
, which for �0 ≠ 1 has possibly a positive sign (see Corollary 4.1.4).
In Section 4.6 we find an explicit condition, in term of the parameters involved in the

momentum construction, under which the coupled system may be lifted to the Ricci
curvature.
In Section 4.7 we consider the degenerations of the coupled equations; in the large

radius limit, the stability condition 1.10 becomes trivial and our solutions converge
smoothly to the solutions found by Keller and Tønnesen-Friedman in [KTF12]. In the
small radius limit, we have smooth convergence provided that the condition

(:1 + :2)2 > G(:1 − :2)2

holds.
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1.1 Hamiltonian actions, GIT and stability

In this Section we provide some background material for the rest of the thesis, recalling
some basic results in symplectic and algebraic geometry. This introduction has themain
purpose of reviewing the moment map construction and the Kempf-Ness theorem, in a
finite-dimensional setting; the following exposition should clarify the interest for study-
ing geometric PDEs from a GIT perspective, considering also the noticeable example of
the Hermite-Yang-Mills equation.

1.1.1 Hamiltonian actions and symplectic quotients

Let (", �, $) be a =-dimensional compact Kähler manifold without boundaries and
6 = $(� ·, ·) the associated Riemannian metric. In the following, we will focus on certain
subgroups of Diff("), which we now define.

Definition 1.1.1. The group Sp(", $) of symplectomorphisms of (", $) is the group
of diffeomorphisms 5 preserving the symplectic structure, i.e. 5 ∗$ = $.

The identity component Sp0(", $) is an infinite dimensional Lie group, whose Lie
algebra sp(", $) corresponds to the space of real vector fields - satisfying ℒ-$ = 0 or
equivalently, via Cartan formula, such that the 1-form �-$ is closed.

1



1 Preliminaries

The subgroup of Hamiltonian symplectomorphisms Let {�C : " → R} be a family of
smooth functions for C ∈ [0, 0]; we will assume that �C ∈ �∞0 (",R)., i.e. each function
is normalized

∫
-
�C$= = 0 to have zero average with respect to the reference volume

form. The Hamiltonian construction associates to {�C} a (time-dependent) Hamiltonian
vector field -�C satisfying

3�C = −�-�C$
or, in term of the metric 6,

-�C = �grad�C .

LetΦC
�
denote the flow generated by -�C ; we will refer to the family of diffeomorphisms

ΦC
�
as the Hamiltonian flow of {�C}.

Definition 1.1.2. The groupHam(", $) ofHamiltonian symplectomorphisms of (", $)
is the group of diffeomorphisms in the Hamiltonian flow of some time-dependent
Hamiltonian function.

ObviouslyHam(", $) ⊂ Diff0("), but the relevant property is that these transforma-
tions also preserve the symplectic structure, i.e. Ham(", $) ⊂ Sp0(", $). To see this,
we observe that, for each (possibly time-dependent) Hamiltonian function �, it holds

ℒ-� = 3
(
�-�$

)
+ �-� 3$ = −33� = 0.

Proposition 1.1.3. If H1(",R) = 0, then Ham(", $) = Sp0(", $).
Proof. Let �C be the time-dependent vector field generated by a path of symplectomor-
phisms. The 1-form ��C$ is closedandexact, so there is a function satisfying 3�C = −��C$,
which is unique if we require the standard normalization.

In order to characterize the Lie algebra ham(", $) of the group Ham(", $), we point
out that a flow of Hamiltonian symplectomorphisms is also the Hamiltonian flow of
some function �C . This important result, which is not a priori obvious, was established
in [Ban78].

Proposition 1.1.4. ham(", $) corresponds the Lie algebra of Hamiltonian vector fields; it is
isomorphic (as a Lie algebra) to �∞0 (-,R), endowed with the Poisson bracket.

Proof. The proof follows immediately from our previous consideration and from the
formula [

�grad 5 , �grad6
]
= −�grad

{
5 , 6

}
,

where [·, ·] denotes the usual commutator and {·, ·} the Poisson bracket.

Remark 1.1.5. Due to its definition, a complete description of Ham(-, $) is not easy
in the general case of a symplectic manifold. It is quite straightforward to prove that
Ham(", $) ⊂ Sp0(", $) is a normal (and obviously path-connected) subgroup [MS17,
Chapter 10]. Endowing Sp(", $) with the �1-topology, it is still an open question
whether Ham(", $) is �1-closed or, equivalently, a submanifold of Symp(", $). This
so-called Flux conjecture is known to hold at least when" is a Kähler manifold [Ban78];
we refer to [Pol01, Chapter 14] for a more in-depth discussion on this problem.
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Hamiltonian group actions and moment maps Let  be a compact Lie group, acting
on (", $) by symplectomorphisms. In this setting, there is not a general procedure to
define a meaningful quotient on ", which inherits its symplectic structure. However,
when the action y " is Hamiltonian, one can exploit a noticeable construction, called
Marsden-Weinstein quotient or symplectic reduction; in order to define such quotient, we
need some additional concepts, which we define subsequently.
For any element � ∈ Lie( ) := K, we define the infinitesimal action as the map

K→ Vec(-). given by

-�(?) =
d
dC

����
C=0

exp(C�)?.

It is immediate to check that
-[�,"] =

[
-� , -"

]
and

-Ad(:)−1� = :
∗-� ,

for any : ∈  ; moreover, since -� is a symplectic vector field, �-�$ is closed.

Definition 1.1.6. Let  be acting on " via symplectomorphisms; the action is called
Hamiltonian if

1. For every � ∈ K, the infinitesimal action -� is an Hamiltonian vector field for
some potential ��, i.e. −�-�$ = 3��. Hence there is a map � : K → �∞(",R) ,
associating to each element of the Lie algebra � its Hamiltonian potential ��.

2. The map � : K→ �∞(",R) is a Lie algebra homomorphism, with respect to the
Poisson structure on �∞(",R).

We notice that this definition implies i) � (Lie( )) ⊂ ham(", $) � �∞(",R)/R and
ii) that there exists a lift to �∞(",R) that respects the relevant Lie algebra structures.
Such lift, which fixes the average of �� possibly adding a real constant, can always be
chosen so that � is a linear map; the obstruction to having an actual Hamiltonian action
is stated in terms of an element in �2(",K); for more details on this, see [MS17].
To interpret �∞(",R) as a Lie algebra which is acting infinitesimally, assume that

" is a polarized Kähler manifold with respect to some line bundle !; this implies that
for some hermitian metric ℎ on !, the curvature 2-form of the Chern connection of
ℎ is �(ℎ) = 2�

√
−1$. Consider now the group H̃am(!, $) of unitary automorphisms

of (!, ℎ) covering an Hamiltonian symplectomorphism on ". Identifying Lie(H̃am) �
�∞(",R), the infinitesimal action of an element � is given by the vector field

-̃� +
√
−1�,

where -̃� is the horizontal lift to ! of the Hamiltonian vector field -� on ", while√
−1�(?) has to be identified with the Lie algebra

√
−1R of the isometry group *(1) of

the fiber !? � C at ?.
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To give an equivalent definition of Hamiltonian actions, suppose that the action of a
group  is Hamiltonian according to Definition 1.1.6; the map � defines a  -equivariant
linear functional on Lie( ), collecting together nicely all of the Hamiltonians functions
associated to its infinitesimal action; it is an easy check that

�Ad(:−1)� = �� ◦ :,

for any : ∈  .We define the moment map � as the function

� : " → K∗

satisfying the condition
〈�(?), �〉 = ��(?) (1.1.1)

or, equivalently,
3〈�, �〉 = $ (-� , ·) . (1.1.2)

Definition 1.1.6 implies that the moment map is  -equivariant, with respect to the
co-adjoint action on K∗, i.e.

� (:(?)) = : · � (?) · :−1.

Hamiltonian action of extended Lie group Suppose now that  ⊂  ̃ is a normal sub-
group, such that exists a Lie group extension

1→  
�−→  ̃

?
−→ � → 1 . (1.1.3)

Assuming that  ̃ admits an Hamiltonian action on ", we want to characterize the
associated moment map in term of the normal subgroup  and the quotient group �,
following [AGG13]. In order to do so, we need a unique, and in general quite strong,
technical assumption, which we now describe.
From 1.1.3, we consider the associated Lie algebra extension

0→ Lie 
�−→ Lie ̃

?
−→ Lie� → 0 (1.1.4)

and let, ⊂ Hom
(
Lie ̃, Lie 

)
be the affine space of vector space splitting of the short

exact sequence 1.1.4.
Suppose now that exists a smooth,  ̃-equivariant map � : " → , , with respect to

the action on � ∈, given by

: · � = Ad(:) ◦ � ◦Ad(:−1) for : ∈  ̃.

Notice that each splitting � ∈, uniquely defines a lift �⊥ : Lie� → Lie ̃ by

IdLie ̃ = � ◦ � + �⊥ ◦ ?,

4
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and, considering the  ̃-action on Hom
(
Lie�, Lie ̃

)
given by

: · �⊥ = Ad(:) ◦ �⊥ ◦Ad(?(:−1)),
the equivariance for the map � implies the same property for �⊥.
With this assumption, we can split the moment map associated to the action  ̃ y "

〈�
 ̃
, �〉 = 〈�

 ̃
, �� (�)〉 + 〈�

 ̃
, �⊥? (�)〉 for � ∈ Lie ̃

and define the maps � : " → Lie ∗ and �� : " → Lie�∗ given by

〈�
 ̃
, � (�)〉 = 〈� , �〉, ∀� ∈ Lie 

and
〈�

 ̃
, �⊥�〉 = 〈�� , �〉, ∀� ∈ Lie�.

Themaps �� and� are  ̃-equivariant, since is a normal subgroup, and it is immediate
to check that � does not depend on the choice of �, being the moment map for the
Hamiltonian action  y ".
Proposition 1.1.7 ([AGG13]). The  ̃-action on " is Hamiltonian if and only if the  -action
is Hamiltonian, with a  ̃-equivariant moment map � , and there is a  ̃-equivariant map
�� : " → Lie�∗ satisfying

$
(
-�⊥� , ·

)
= 〈� , 〈3�, �〉〉 + 3〈�, �〉, ∀� ∈ Lie ̃. (1.1.5)

Then the equivariant moment map for the  ̃-action is given by

〈�
 ̃
, �〉 = 〈� , � (�)〉 + 〈�� , ? (�)〉, ∀� ∈ Lie ̃.

Notice that �� is the piece of the moment map �
 ̃
associated to the �-action, with the

condition 1.1.5 generalizing the moment map equation 1.2.1. When 3� = 0, i.e. when
the extension 1.1.3 splits, �� coincides with �� .

Symplectic reduction For any submanifold # of a symplectic manifold (", $), let us
denote by)#$ the symplectic complement of the tangent bundle of# ; the submanifold
# is isotropic (resp. coisotropic) when )# ⊂ )#$ (resp. )#$ ⊂ )#). The basic idea un-
derlying the Marsden-Weinstein quotient is that any coisotropic submanifold is foliated
by isotropic leaves and the quotient, if smooth, inherits a symplectic structure from the
ambient space. Since the zero level of a moment map is a coisotropic submanifold, one
can prove the following:
Theorem 1.1.8 (Marsden-Weinstein quotient). Let the action of compact Lie group  on "
be Hamiltonian and assume that "// := �−1

 
(0)/ is smooth. Then "// is a symplectic

manifold of dimension equal to dim" - 2 dim .
We mention that a similar result holds for any coisotropic orbit in K∗ rather than just

the set of the zeroes �−1
 
(0), which is obviously a  -invariant subset of " due to the

equivariance of themoment map. This construction is also relevant in Kähler geometry;
if the action of a compact group  on a Kähler manifold (", $, �) is both Hamiltonian
and holomorphic, then the quotient "// in Theorem 1.1.8 is a Kähler manifold.
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1.1.2 Example, part I: an infinite-dimensional Kähler reduction

Inspired by the Narasimhan–Seshadri theorem, Atiyah and Bott [AB83] proved in 1982
that stable bundles over a compact Riemann surface correspond to special unitary con-
nections, satisfying the Hermite-Yang-Mills condition. This was achieved interpreting
the HYM equation as arising from an infinte-dimensional momentmap construction, as
we are going to see. We will complete this example in the end of this Section, referring
the reader to [Kob87] and [IN90] for additional details.
Let (!, ℎ) be an Hermitian vector bundle over a =-dimensional compact Kähler man-

ifold (", �, $). We consider the spaceA(!, ℎ) of connections on !, i.e.

A(!) = �0 +
√
−1Ω1 (", End!) ,

where �0 denotes any fixed connection. Notice thatA is an infinite-dimensional affine
Fréchet space, with )�A = Ω1 (", End!), for any � ∈ A. In particular, we focus on the
submanifoldA1,1 ⊂ A, the space of unitary, �-integrable connections

A1,1 =
{
� ∈ A|unitary, �0,2

�
= 0,

}
which can be endowed with a Kähler structure. The complex structure � on " induces
a complex structure onA1,1, which we will also denote by �, given by

� = −
√
−11,0 +

√
−10,1 ,

for  ∈ Ω1 (", End!) and 1,0 (resp. 0,1) denoting the (1, 0) part (resp. (0, 1)) of . The
complex structure � extends to the complexification of the tangent bundle of A, i.e. to
Ω1 (", End!) ⊗ C, so thatA1,1 is a complex submanifold of the space of connection. A
Riemannian metric onA is induced by the !2-product

6
(
, �

)
= −

∫
"

CA
(
 ∧ ∗ �

)
.

The metric 6 and the complex structure � are compatible, meaning that the 2-form
Ω(·, ·) = 6 (� ·, ·) is closed, skew-symmetric and non-degenerate, defining a symplectic
structure; it is easy to check that these properties hold for

Ω
(
, �

)
= − 1
(= − 1)!

∫
"

CA
(
 ∧ �

)
∧ $=−1.

Endowed with the symplectic structure Ω and the complex structure �, the space of
integrable connectionsA1,1 is an infinite dimensional Kählermanifold, locallymodelled
on some Frechét space.
Consider now the (infinite dimensional, Frechét) Lie group G of gauge transforma-

tions, i.e. the group of the unitary automorphisms of the vector bundle !, covering the
identity on". The natural action of G onA leaves invariant the submanifoldA1,1 and
preserves the symplectic and the complex structure.

6
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Theorem1.1.9 (Donaldson, [Don85]). The natural action ofG on (A1,1 , � ,Ω) isHamiltonian.

In the infinite dimensional setting, to prove that an action by symplectomorphisms
is Hamiltonian, it is easier to check the existence of a moment map. To prove Theorem
1.1.9, we will exhibit a map

� : A1,1 → LieG∗ = Ω2=(", End!)

which is G-equivariant and satisfies a condition equivalent to equation (1.1.1), i.e.

3A

(∫
"

�(�) 5
)
(�) = Ω

(
�, - 5

)
, (1.1.6)

where � ∈ T�A , 5 ∈ LieG and - 5 denotes the infinitesimal action of 5 .
Consider now the map

�G(�) = −
1

(= − 1)!�(�) ∧ $
=−1 , (1.1.7)

where �(�) denotes the curvature (1, 1)-form of the connection �. Under the action of
a gauge transformation 6, we get

�(6 · �) = Ad(6−1)�� ,

so �G is equivariant.
To check that 1.1.7 satisfy 1.1.6, recall that the infinitesimal action associated to an

element 5 ∈ LieG = Ω0(", End!) is the vector field 3� 5 ∈ )�A = Ω1; moreover

(3A�) (�) = 3��.

Then we have

3A

(∫
"

�(�) 5
)
(�) = 1

(= − 1)!

∫
"

CA
(
5 3��

)
∧ $=−1

= − 1
(= − 1)!

∫
"

CA
(
� ∧ 3� 5

)
∧ $=−1

= Ω
(
�, - 5

)
.

Notice that we can identify LieG = Ω0(", End!) with its dual LieG∗ = Ω2= , by
5 → 5 $= ; moreover, we are free to add a constant term I to �G . Rewriting the moment
map 1.1.7 as

�G(�) = −
1
=! (Λ$�(�) − IId) ,

we observe that the set of �-integrable connections in �−1
G (0) coincides exactly with the

solutions of the Hermite-Yang-Mills equation (1.3). Hence the moduli space of HYM
connections (up to gauge equivalence) can be described as a Kähler quotient, which is
essential in studying its geometry.

7
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Finally, we observe that the parameter I ∈ R is fixed by the topology of the problem,
depending only on 21(!) and [$] according to the identity

I =
2�=

Vol(")rank(!) 〈21(!) ⌣
[
$=−1] , ["]〉.

Remark 1.1.10. Wepoint out that Proposition 1.1.7 holds even in the infinite-dimensional
setting. In Chapter 2 we will use this result to study the Lie group extension

1→ G �−→ G̃
?
−→ ℋ → 1,

where the extended gauge group G̃ denotes the group of automorphisms of ! covering
an Hamiltonian symplectomorphism of ". In the following, we will define a suitable
G̃-action on A; for now we point out that, since A is a space of connection, there is a
natural choice for �.
Since LieG̃ ⊂ Lie (Aut!), we can identify its elements with vector fields on ! and

similarly for Lieℋ ⊂ Lie (Diff-). Hence we can define � mapping each connection �
to the associated vertical projection ��, so that �⊥

�
will correspond to the horizontal lift

defined by �.

1.1.3 Geometric Invariant Theory (GIT)

We consider now " ⊂ CP= a (smooth) complex projective variety, with the Kähler
structure induced by the Fubini-Study metric and the standard complex structure � on
CP= . Let � be a complex reductive Lie group acting on " via a linear representation
� : � → �! (= + 1,C) on the vector space C=+1 underlying CP= . Geometric invariant
theory (GIT) gives a way to construct a categorical quotient for the action � y ", within
the category of projective varities. For a comprehensive exposition on this topic, we
refer to [MFK94], [Dol03] and [Sze14] Chapter 5.

Definition 1.1.11. A categorical quotient for the action of an algebraic group � on a
algebraic variety " is a morphism � : " → . such that

1. (G-invariance) � ◦ � = � ◦ ?2, where � : �×" → " denotes the group action and
?2 the projection on the second factor.

� ×" "

" .

�

?2 �

�

2. (Universal property) Every �-invariant morphism# : " → / satisfying (1) factors
uniquely through�, i.e. there is a uniquemorphism " : . → / such that# = "◦�.

Notice that Definition 1.1.11 does not imply that each point in . corresponds to a
single G-orbit; it does not even require � to be surjective, even if this will hold in our
setting.

8



1 Preliminaries

In general, since " is compact but � is not, any non-trivial �-action � is not proper;
consequently the topological quotient is not even Hausdorff, due to the existence of
non-closed �-orbits, whose closure contains orbits of lower dimension. In order to get
a compact categorical quotient we need to remove certain "bad" (unstable) �-orbits and
restrict only to the open subset "BB ⊂ " of semistable orbits.

We will briefly describe how to define the GIT quotient. The projective variety ",
equipped with the ample line bundle $(1)|" , is

" = Proj ⊕A≥0 �
0(", $(A)|").

The basic idea underlying this construction is to use �-invariant global sections of
$(A)|" , i.e. regular invariant functions on the affine cone C=+1, to separate �-orbits in
the quotient; let �0(", $(A)|")� denote the space of �-invariant global sections.

Lemma 1.1.12. Let � be a reductive algebraic group acting linearly on a projective variety
" ⊂ CP= ; then the ring ⊕A�0(", $(A)|")� is finitely generated.

We simply define the GIT quotient to be

"//� = Proj ⊕A≥0 �
0(", $(A)|")� . (1.1.8)

Remark 1.1.13. To define �-invariant sections, we observe that there is a natural lin-
earization of the action on the line bundle $(1)" . Since � is acting through a linear
representation of �!(= + 1,C), the action can be lifted to the affine cone C=+1 over CP= .
Identifying the blow-up at the origin ofC=+1 with$(−1)CP= , so that$(−1) ⊂ C=+1×CP= ,
the natural action of � on C=+1 × CP= preserves $(−1); this is called linearization of the
G-action on $(1)" . Dually, there is an induced action on $(1)CP= and, provided that
- ⊂ CP= is �-invariant, also on $(1)" .
In order to clarify Definition 1.1.8, we need to understand what the points in "//�

are representing. We give the following definitions:

• G ∈ " is semistable if there exists � ∈ �0(", $(A)|")� for A > 0 such that �(G) ≠ 0.

• G ∈ " is stable if Stab�(G), i.e. the stabilizer of G, is finite and it exists � ∈
�0(", $(A)|")� separating the orbits near G.

• G ∈ " is unstable if it is not semistable.

Remark 1.1.14. The request that � separates �-orbits near G means the following. Since
G is also semistable, there is an invariant section �(G) ≠ 0. Restricting to the open set
*G ⊂ " where � ≠ 0, we use it to trivialize $(A)" , dividing its sections by �. Then we
ask that each orbit in *G can be distinguished by �.G using �0(", $(A)|")�, namely
there is an invariant section which has different values on the two orbits.

9
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In the following, we will restrict only to the subset "BB ⊂ " of semistable points,
because �-invariant sections cannot be used to separate unstable points in the quotient.
To understand this, we consider "//� as defined in 1.1.8, together with a projection
map

� : " → "//�
induced by the inclusion

�0(", $(A)|")� ↩→ �0(", $(A)|").

From the previous definitions, it is immediate to check that unstable points of "
are not mapped by � to closed points in the quotient "//�. Equivalently, Proj ⊕A≥0
�0(", $(A)|")� is the image of " under the linear system �0(", $(A)|")�, for some
A >> 0 and the Koidara embedding to P

(
�0(", $(A)|")�

)
is not well-defined for un-

stable points.
Let "B ⊂ "BB denotes the subset of stable points; it can be proved that "B and "BB

are both open subsets of ". Notice that restriction of the quotient

�B : "B → "B//�

is geometric in the sense of [MFK94], i.e. each point of the quotient is parametrizing a
single �-orbit. On "BB the quotient is only categorical, but from our definitions it can
be checked that the projection � is surjective.

Criteria for GIT stability In the framework of GIT, it is essential to determine whether
an �-orbit in " is stable, semistable or unstable. This is not easy in the general case,
but there are essentially two results for characterizing the type of the �-orbits, which
we now state.

Proposition 1.1.15 (Topological criterion for stability). Let � be a reductive algebraic group
acting linearly on a projective variety " ⊂ CP= ; for any G ∈ ", let G̃ denotes a lift of G to the
affine cone C=+1. Then:

• G is semistable⇐⇒ 0 ∉ �G̃.

• G is polystable⇐⇒ 0 ∉ �G̃, �G̃ is closed.

• G is stable⇐⇒ 0 ∉ �G̃, �G̃ is closed and (C01�(G̃) is finite.

We have introduced the additional notion of polystable orbits for the reason that,
even if "//� is not a geometric quotient, the (closed) points of the GIT quotient are
in bĳective correspondence with the polystable orbits. We will not prove Proposition
1.1.15, but notice that at least one direction should be clear. Any invariant section in
�0(", $(A)|")�, lifted to a map on the affine cone C=+1, is constant on a �-orbit and
its closure. Hence the closure of a semistable orbits cannot contain the origin, or every
invariant section should vanish. Similarly, if an orbit is stable, it will coincide with

10
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the zeroes of a collection of invariant sections, since by definition invariant sections are
separating the stable orbit; consequently, it is closed. Notice that proposition 1.1.15 does
not depend on the particular choice of the lift G̃ to C=+1, because two different lifts differ
only by a scaling factor.
One of Mumford’s major result in GIT was a numerical criterion for stability, which

in the literature is usually calledHilbert-Mumford criterion. The basic idea is that, instead
of taking into account the entire group �, it is enough to check (semi-)stability for
1-parameter subgroups of �.
For � : C∗ ↩→ �, i.e. a 1-PS of �, and for any G ∈ CP= , let G0 be the limit

G0 = lim
C→0

�(C)G.

The limit point G0 ∈ CP= is fixed by the action of the 1-PS � ⊂ �, hence the action on
any lift G̃0 is given by

�(C)G̃0 = C
�(G) G̃0 ,

with �(G) ∈ Z.

Proposition 1.1.16 (Numerical criterion for stability). With the previous notation, it holds

• G is stable⇐⇒ �(G) < 0 for every 1-PS of �.

• G is polystable⇐⇒ �(G) < 0 for every 1-PS of � for which G0 ∉ �G.

• G is semistable⇐⇒ �(G) ≤ 0 for every 1-PS of �.

• G is unstable⇐⇒ �(G) > 0 for some 1-PS of �.

The Kempf-Ness Theorem The assumption of � being a reductive group is crucial to
relate the GIT quotient to a suitable symplectic reduction that can be defined in the GIT
framework. A reductive group � is the complexification of a compact maximal real
subrgroup  < �, such that Lie(�) = g = K+

√
−1K. Since  is compact, up to a change

of basis, we can assume that it is a subgroup of *(= + 1), acting on CP= by its standard
representation on C=+1. To see this, one can average any hermitian form on C=+1 over
 , using the Haar measure, to get a new hermitian form which is now preserved by  .
It is a well-known fact that the standard action *(= + 1) y CP= is Hamiltonian, with
respect to the Fubini-Study form, and consequently the same holds for the action of  
on " ⊂ CP= , equipped with the standard Kähler structure. Consequently, in addition
to the GIT quotient "//�, we can consider also the symplectitc reduction �−1

 
(0)/ .

Theorem 1.1.17 (Kempf-Ness). Let � be a reductive algebraic group acting linearly on a
projective variety ". A point G ∈ " is polystable if and only if the orbit �G contains a zero
of the moment map � . If G is polystable, the intersection �−1

 
(0) ∩ �G is a unique  -orbit.

Moreover the inclusion �−1
 
(0) ⊂ "BB induces the homeomorphism

�−1
 (0)/ ∼−→ "//�.
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The Kempf-Ness theorem, together with the different notions of GIT stability, is the
main reason we study geometrical PDEs in terms of an Hamiltonian action. An infinite-
dimensional analogue of GIT would imply that a solution, i.e. the zero of a moment
map, lies on a polystable orbit of the complexified action and, instead of solving a PDE,
we could use the Hilbert-Mumford criterion to check polystability.
In general there is not yet a canonical way to generalize these results to an infinite-

dimensional setting, but this approach proved to be fruitful in many cases. We outlined
one side of this correspondence in Subsection 1.1.2, where we regarded the space A1,1

of integrable unitary connections of an Hermitian vector bundle (!, ℎ) as an infinite-
dimensional Kähler manifold. The gauge group G acts on A1,1 by Hamiltonian sym-
plectomorphisms and the set of zeroes of the associated moment map is the space of
Hermitian-Yang-Mills connections.

1.1.4 Example, part II: an infinite-dimensional Kempf-Ness theorem

Let us consider again the setting of Section 1.1.2; to reconstruct the GIT picture, we have
to complexify an infinite-dimensional Lie group. As we will see in Section 1.3, this is
not always possible, but it might be sufficient to complexify the action infinitesimally, in
order to define complex orbits. For the gauge group G, this problem is avoided and its
complexification is

GC =
{
6 ∈ Ω0 (", End!)|6 is invertible

}
.

The group action G y A1,1 can be extended to a GC-action given by

%6(�) = 6−1 ◦ %� ◦ 6,
%6(�) = 6∗ ◦ %� ◦ 6∗−1 ,

where 6∗ denotes the adjoint of 6 with respect to the fixed hermitian metric ℎ; it is
straightforward to check that 6(�) is unitary and integrable. Notice that, for 6 ∈ G,
then 6∗ = 6−1 and we recover the usual action

36(�) = 6−1 ◦ 3� ◦ 6.

Associating to each connection � ∈ A1,1 the corresponding holomorphic structure for
!, through the Cauchy-Riemann operator %�, it follows that GC-orbits correspond to
equivalent holomorphic structure on !, i.e.

A1,1/GC '
{
isomorphism class of holomorphic structures on !

}
,

and, to be precise, we need a suitable notion of stability to construct this quotient.
Letℳ denote the space of Hermitian metrics on ! and consider the GC-action given

by
6 · ℎ(·, ·) = ℎ

(
6−1·, 6−1·

)
.
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For any two metric ℎ, ℎ′ ∈ ℳ there is an endomorphism F = ℎ−1ℎ′ or, equivalently,

ℎ′ = F−1/2 · ℎ.

This implies that the GC-action onℳ is transitive and that

GC/G ' ℳ ,

where G corresponds to the stabilizer of a fixed metric ℎ. Notice that for ℎ = F−1/2 · ℎ0,
we have

CA$�(ℎ) = CA$�(ℎ0) + CA$%�
(
F−1%�F

)
= F−1/2 ◦ CA$�(F−1/2 · �0) ◦ F1/2 , (1.1.9)

where �(ℎ) denotes the Chern curvature associated to ℎ, with respect to the fixed
holomorphic structure % and �0 is the Chern connection associated to ℎ0. It follows
from 1.1.9 that it is equivalent to study the HYM equation fixing a Cauchy-Riemann
operator % on ! and varying the Hermitian metrics, rather than along GC-orbits in the
space of connectionA1,1; in fact, the first choice seems to be easier.
The Kempf-Ness Theorem suggests that, with the appropriate notion of stability, in

each polystable GC-orbit there is a unique Hermite-Yang-Mills metric (i.e. such that
the associated Chern connection solves the HYM equation); equivalently, keeping the
metric ℎ fixed, a polystable holomorphic structure % on ! should be isomorphic to the
(0, 1)-part of an Hermitian-Yang-Mills connection �, unique up to the action of G.

Definition 1.1.18 (Mumford, 1963). Let ! → " be an holomorphic vector bundle and
define

�(!) =
∫
"
21(!) ∧ $=−1

rank!
to be the slope of !. Then

• ! is slope stable⇐⇒ �(�) < �(!) for every holomorphic sub-bundle �.

• ! is slope semistable⇐⇒ �(�) ≤ �(!) for every holomorphic sub-bundle �.

• ! is slope polystable⇐⇒ ! = ⊕8!8 , where !8 is stable and �(!8) = �(!).

The notion of slope stability proved to be the correct one and, for Riemann surfaces,
the analogue of the Kempf-Ness Theorem was proved by Narasimhan and Seshadri
[NS65] in 1965, even if the link with HYM connections was discovered in the 80s by
Atiyah and Bott [AB83]. The generalization of this result to complex manifold of larger
dimension, called the Kobayashi–Hitchin correspondence, is due to Donaldson [Don85] in
the case of Kähler surfaces and due to Uhlenbeck and Yau [UY86] for any dimension.

Theorem 1.1.19 (Donaldson-Uhlenbeck-Yau). Let (", $) be a compact Kähler manifold,
and let ! be a holomorphic vector bundle over ". Then ! admits a Hermite-Yang-Mills metric
if and only if ! is polystable; the Hermite-Yang-Mills connection is unique, up to the action of G.

13
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Remark 1.1.20. We conclude this Section with a remark on finite-dimensional GIT. These
results, and theKempf-NessTheorem, areusually stated in an algebro-geometric setting,
assuming to have a reductive alegbraic group acting on a non-singular projective variety
" ⊂ CP= , such that the action can be lifted to an holomorphic line bundle.
In a series of different and independent works [Geo16, Tel06, Ban04, MiR99], the

authors developed a framework that allows to drop the projectivity assumption and
adapted the basic concepts of GIT to a differential-geometric setting, dealing with a
general Hamiltonian Lie group action on a Kähler manifold, without requiring the
symplectic form to be rational or the existence of a linerization. GIT stability is replaced
by the notion of �-stability and, for example, the Hilbert-Mumford criteria are recoverd;
in this case, the Mumford numerical invariants need not to be integers, as in the usual
GIT theory.

1.2 Deformed Hermite-Yang-Mills equation

In this Section we briefly give an historical overview on the dHYM equation and its
string-theoretical interpretation; in 1.2.2 we review the moment map interpretation of
this problem and some relevant developments.

1.2.1 Overview

In the 1990s, at the beginning of the so-called second superstring revolution, the spacetime
of a realistic particle physics model was assumed to be 10-dimensional, consisting
of a 4-dimensional Lorenztian manifold, usually "3+1, 3(4 or �3(4, with the other
six extra dimensions compactified in the form of a Calabi-Yau 3-manifold. Moreover,
theorical physicists were able to describe five different and perturbatively well-defined
superstring theories: type I, type IIA, type IIB and heterotic models with gauge group
either �8 × �8 or ($(32). We refer to [BBS06] for an introduction on this subject.

The existence of so many possibly inequivalent theories, both in terms of geometries
and models, was addressed in several ways. Witten and others proposed to interpret
them as different limits of a single, 11-dimensional theory, called M-theory. While this
picture is still conjectural, it was also discovered that many superstring models were
equivalent, being related by equivalence transformations, or string dualities: (-duality,
*-duality, )-duality and mirror symmetry. The other groundbreaking development
in the second superstring revolution, due to Polchinski, was the introduction of other
higher-dimensional objects than the fundamental strings, called �-branes, see [Asp03]
and [Joh03].
Open strings are required to satisfy Dirichlet boundary conditions for their ending

points, which have to lie on such �-branes, the latter being an ingredient also of the
aforementioned string dualities. On a type IIA model compactified on a Calabi 3-fold
(-̌ , $̌), �-branes, usually called �-branes, are understood as Lagrangian submanfolds
of -̌, endowed with a flat unitary bundle. On a �-model compactified on (-, $),
�-branes correspond to the derived category of coherent sheaves on -, but for our

14
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purposes is enough to consider them as holomorphic vector bundles, supported on an
analytic subset . ⊂ -, which should correspond to the support of a coherent sheaf
over -. However not every �-brane is physically realistic and one has to restrict only
to the minima of an appropriate brane-action functional, these solutions being called
supersymmetric D-branes or BPS states.
The supersymmetric constraint for �-branes is well understood [BBS95]; in a type

IIA theory, they correspond to special Lagrangian submanifolds (together with a flat
unitary bundle), i.e. a 3-dimensional submanifold .̌ ↩→ -̌ such that

$̌ |
.̌
= 0 and Im4−

√
−1�Ω|

.̌
= 0,

with Ω denoting a nowhere vanishing holomorphic volume form on -̌. The discovery
of a moment map interpretation for the sLag condition, due to Thomas [Tho01], led also
to a conjectural stability notion; more precisely, considering a Hamiltonian deformation
class of Lagrangians [!], there should exists a suitable notion of stability for [!] which
is equivalent to admitting a special Lagrangian representative [TY02].
A precise characterization for the BPS state of a �-model is much more complicated;

at least in the large volume limit, i.e. rescaling the Kähler form as C$ for C → ∞,
supersymmetric �-branes correspond to holomorphic vector bundles with an Hermite-
Yang-Mills connection. Mirror symmetry, which has already proved to be a powerful
tool in theoretical physics and geometry (see for example [COGP91]) led to a better
understanding of supersymmetric �-branes.
This duality relates a pair of Calabi-Yau manifold (-, $) and (-̌ , $̌), exchanging the

complex structures moduli space of - with the complexified Kähler moduli space of -̌;
physically, this is realized as an equivalence between a type IIA model and a type IIB
model, compactified on a mirror pair (-̌ , -). In this sense, mirror symmetry predicts a
correspondence between supersymmetric �-branes on -̌ and supersymmetric �-branes
on - [Kon95].
In 2000, using the SYZ picture for mirror symmetry [SYZ96] and a Fourier-Mukai

transform, Leung, Yau and Zaslow described the mirror object of supersymmetric �-
branes [LYZ01]. For a mirror pair of dual torus fibrations - and -̌ over a torus ), the so-
called semi-flat setting formirror symmetry, they identified supersymmetric �-branes for
abelian gauge theories with holomorphic linde bundles, supported on an holomorphic,
possibly not proper, submanifold .

�
↩−→ - and equipped with an hermitian metric ℎ

solving

Im
(
4 8� ($ − �(ℎ))=

)
= 0,

Re
(
4 8� ($ − �(ℎ))=

)
> 0,

(1.2.1)

where �(ℎ) denots the Chern curvature associated to ℎ and � is a topological constant.
The system 1.2.1 is now called deformed Hermite-Yang-Mills equation (dHYM); us-

ing different techniques, Mariño, Minasian, Moore and Strominger derived indepen-
dently the dHYM condition as the appropriate supersymmetric constraint for a �-brane
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[MMMS00]. Notice also that, in the large volume limit, the equation 1.2.1 corresponds
to the usual Hermite-Yang-Mills condition, which is the well-established degeneration
of a BPS state in such limit.
We point out that, since the deformed Hermite-Yang-Mills equation does not depend

on the ambient Calabi-Yau -, we will consider 1.2.1 simply as an equation for the
hermitian metric of a line bundle over a compact Kähler manifold, exiting the domain
of mirror symmetry; it is an additional and interesting problem to understand when
such solutions can be realized as �-branes.
As a final remark, we mention that one can include in the string theoretical picture

also a B-field term, i.e. the equivalent of a background electromagnetic field of a classical
field theory. This object is described on the ambient Calabi-Yau as a collection of locally
defined 2-forms, such that their pull-backs along � : . ↩→ - defines a global, closed
2-form in � ∈ �2(.,R). Turning on the �-field action in the equation 1.2.1 amounts to
�(ℎ) → �(ℎ) +

√
−1�; in the following we will mainly consider on the case � = 0.

1.2.2 GIT framework for the dHYM equation

A rigorous analysis of the deformed Hermite-Yang-Mills equation, putting aside its
string theoretical interpretation and regarding it as a purely geometric PDE, was started
in [JY17] and [JYC20]. In [CY18], the authors proposed a GIT framework for studying
the dHYM equation from the variational point of view, which we are now going to
describe. Notice that this setting is a generalization of the example of the Hermite-Yang-
Mills problem (for a line bundle) that we have sketched in Subsections 1.1.2 and 1.1.4,
the two equations coinciding in the large volume limit.
Let !→ " denote an holomorphic line bundle over a =-dimensional compact Kähler

manifold; assume also that ! has a unitary structure induced by a fixed hermitian
metric ℎ. We consider again the Frechét affine space A1,1 ⊂ A of unitary, integrable
connections, where the integrability constraint for a connection ∇ = 3 + � is equivalent
to %�0,1 = 0. For a line bundle, we can identify )�A = Ω1(",

√
−1R), so that

)�A1,1 =
{
 ∈ Ω1(",

√
−1R) | %0,1 = 0.

}
As in the HYM example, a complex structure � on " induces a complex structure on
A1,1, again denoted by �, defined by

� = −
√
−11,0 +

√
−10,1.

Assuming that it does not vanish, we define uniquely a phase 4
√
−1�̂ ∈ *(1) by requiring∫

"

($ − �(�))= ∈ R>04
√
−1�̂ . (1.2.2)

Notice that the constant angle �̂ depends only on the topology of the line bundle and
the Kähler class [$].
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Consider now the 2-form defined as

ΩdHYM(, �) = −
∫
"

 ∧ � ∧ Re
(
4
√
−1�̂($ − �(�))=−1

)
,

for , � ∈ )�A1,1. In general, ΩdHYM is closed and skew-symmetric, but fails to be
non-degenerate; howeverm it can be checked that this holds at least in a neighborhood
of a solution of the dHYM equation. The associated Hermitian metric, defined by
6(·, ·) = ΩdHYM(·, �·), is also degenerate. Regardless this issue, one still hopes to use the
ideas coming from finite-dimensional GIT to study this problem.

We consider again the group of gauge transformations of (!, ℎ), denoted by G. Under
its standard action onA, the submanifoldA1,1 is invariant; moreover � and ΩdHYM are
preserved. We prove now a Theorem that should be compared with Theorem 1.2.1.

Theorem 1.2.1 ([CY18]). The natural action of G on (A1,1 , � ,ΩdHYM) is Hamiltonian.

Proof. We will prove that

�dHYM
G =

√
−1
=

Im
(
4
√
−1�̂($ − �(�))=

)
(1.2.3)

is a moment map for the action G y A1,1.

Since LieG = �∞(",
√
−1R), its dual coincides with the space of purely imaginary 2=

forms and there is a non-degenerate pairing

(), �) = −
∫
"

)�, for � ∈ LieG∗ , ) ∈ LieG.

Moreover, for any ) ∈ LieG, the associated infinitesimal action on A1,1 corresponds to
the vector field 3).
The expression 1.2.3 is clearlyG-invariant, sowe only need to prove that the condition

ΩdHYM(3), ) = 3(�dHYM
G , ))()

holds for any  ∈ )�A1,1. It is immediate to check that

3(�dHYM
G , ))() =

√
−1
=

∫
"

)
d
dC

����
C=0

Im
(
4
√
−1�̂($ − �(�))=

)
=

∫
"

)3 ∧ Re
(
4
√
−1�̂($ − �(�))=−1

)
= −

∫
�

3) ∧  ∧ Re
(
4
√
−1�̂($ − �(�))=−1

)
= ΩdHYM(3), ).
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Let us introduce the Hermitian endomorphism of the tangent bundle given by
$−1

(√
−1�(�)

)
, with real eigenvalues �8 . Then

($ − �(�))=
$=

=

∏
8

(
1 +
√
−1�8

)
= A$(�)4

√
−1Θ$(�) ,

where we have introduced the radius function A$(�) and the Lagrangian phase operator
Θ$(�), respectively defined as

A$(�) =

√√√(
=∏
8=1

(
1 + �2

8

))
,

Θ$(�) =
=∑
8=1

arctan(�8).

(1.2.4)

Notice that we can rephrase the dHYM equation

Im
(
4
√
−1�̂($ − �(�))=

)
= 0

in term of the Lagrangian phase, as

Θ$(�) = �̂ mod 2�.

To exploit the GIT framework for studying the dHYM equation, recall that in the
finite-dimensional setting, instead of solving the equation �(G) = 0, we can directly
check GIT-stability; moreover, a point G is polystable if any lift ?̂ to C=+1 has closed
orbits under the action of 1-parameter subgroups of � (and finite stabilizer, if we
require proper stability).
In order to adapt the Kempf-Ness theorem to this setting, let us sketch briefly its

proof:

1. We consider the space �/ endowed with a Riemannian metric, so to be a sym-
metric space with non-positive sectional curvature, with infinite geodesics given
by 1-parameter subgroups [4

√
−1C�6], for � ∈ Lie and 6 ∈ �.

2. We associate to each point G a  -invariantKempf-Ness functional 5G defined on�/ ,
with the properties that 8) [6] is a critical point if and only if �(6 · G) = 0 and 88) is
convex along geodesics, i.e. 1-PS of �.

3. It follows that G is stable if and only if 5G is a convex, proper function, when
restricted to infinite geodesic rays; this can be evaluated by the limiting behav-
ior along 1-PS, which is used the define the numerical invariants appearing in
Proposition 1.1.16.
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4. From the definition of 5G , it follows also that the  -orbit contains a zero of the
moment map � if and only if G is polystable, which is the standard statement of
the Kempf-Ness theorem.

In [JYC20], the authors introduce a space ℋ$ ⊂ �∞(",R), which should be the
infinite-dimensional analogue of �/ .

Definition 1.2.2. For a Kähler form $ ∈ [$], [
√
−1�] ∈ �2(",Z) and setting �) =

� + %%), we define

ℋ$ =

{
) ∈ �∞(",R) | Re

(
4−
√
−1�̂($ − �))=

)
> 0.

}
Notice that ℋ$ depends on the Kähler form $ ∈ [$]; moreover, Definition 1.2.2 is

similar to the definition of the space of $-plurisubharmonic functions, which plays the
same role ofℋ$ in the GIT interpretation of the cscK equation.

The tangent space is ))ℋ = �∞(",R), so there is a natural choice of Riemannian
structure given by

〈 51 , 52〉) =
∫
"

51 52Re
(
4−
√
−1�̂($ − �))=

)
,

which allows us to define geodesic rays inℋ .
In [CY18] are also introduced certain functionals /, C andJ onℋ$, the latter playing

the same role of the Kempf-Ness functional, i.e. it is convex along smooth geodesics and
its critical points correspond to solution of the dHYM equation.
The main problem that arises in the infinite-dimensional setting is that smooth

geodesics do not always exists; one usually tries to prove the existence of suitably weak
geodesics, so that the functionals /, C and J mantain their properties. Without going
into further details about these regularity issues, the hope is to use the limiting behavior
of the functionals along geodesic rays to produce algebro-geometric obstructions to the
existence of dHYM connections.

Analytic and algebraic obstructions for the dHYM equation In this paragraph, wewill
survey some results about the existence of obstructions or solutions for the dHYM
equation.
The first obstruction, being non-trivial in dimensions = ≥ 3, is the following result.

Lemma 1.2.3 ([CXY17]). If there exists a solution of the dHYM equation, then∫
"

($ − �(ℎ))= ∈ C∗.

On the space of hermitian metrics ℎ on !, we define

+(ℎ) =
∫
"

A$(ℎ)$= .
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The functional +(ℎ) has remarkable properties: its critical points are hermitian metrics
such that the related Chern connections solve the dHYM equation. Moreover, these
critical points are always absolute minima. Using the properties of +(ℎ), it can be
proved a remarkable uniqueness result:

Theorem 1.2.4 ([JY17]). Let ! be a holomorphic line bundle over a compact Kähler manifold
". Suppose there exists a metric ℎ on ! such that �(ℎ) solves the dHYM equation. Then any
other solution is a real constant multiple of ℎ.

Let us now introduce a crucial notion into the analysis of the dHYM equation, i.e. the
lifted angle �̂. From 1.2.2, the topological angle �̂ is defined only mod 2�. However, we
can rewrite the equation in terms of the Lagrangian phase operator, as

Θ$(ℎ) =
=∑
8=1

arctan(�8) = �̂mod 2�,

and from Theorem 1.2.4 it follows that, if there is a solution, there is also a unique lift of
�̂ to R. The spaceℋ$ previously defined can be concretely defined in terms of Θ$(ℎ).
Lemma 1.2.5. An equivalent definition ofℋ$ is

ℋ$ =

{
) ∈ �∞(",R) |Θ$(�)) ∈

(
�̂ − �

2 , �̂ +
�
2

)
mod 2�.

}
Moreover, from the maximum principle, it follows also

Lemma 1.2.6. Ifℋ$ ≠ 0, then there is a well-defined and unique lift of �̂ to R.

Assuming that such lift exists, we will introduce two notions which will play an
important role into the existence results that we are going to list.

Definition 1.2.7. Let �̂ denotes the lifted angle; we will refer to

|�̂ | > (= − 2)�2
as supercritical phase condtion and to

|�̂ | > (= − 1)�2
as hypercritical phase condtion.

In the following, we will assume that �̂ > 0; this can always be obtained, possibly
considering the dHYM equation for the line bundle !−1 instead of !, which amounts to
replace �→ −�. Consider now the real 2-form defined by

Ω = cot �̂$ +
√
−1�(ℎ).

We will define the line bundle ! stable if there is some Hermitian metric ℎ such that
Ω > 0, i.e. Ω is a Kähler form.
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Theorem 1.2.8 ([JY17]). Let ! → " be an holomoprhic line bundle over a Kähler surface.
Then a dHYM metric exists if and only if ! is stable.

This results and Theorem 1.2.4 completely clarify the questions about existence and
uniqueness for Kähler surface; we mention that = = 2 is a very special case, because the
dHYM equation can be rephrased as a complexMonge-Ampére equation; consequently,
these ideas cannot be generalized in higher dimensions. In the supercritical phase, the
stability of ! can be proved to be at least necessary, but possible not a sufficient condition.
In higher dimensions, one usually study the so-called line bundle mean curvature flow,

i.e. a flow of Hermitian metrics ℎ(C) = 4 5 (C)ℎ0 defined by the equation

d
dC

����
C=0

5 (C) = Θ$(�(ℎ(C)) − �̂.

Working with this evolution equation, in [JY17] is proved the following result.

Theorem 1.2.9. Let !→ " be an ample line bundle over a compact Kähler manifold " with
non-negative orthogonal bisectional curvature. Then there exists : ∈ N so that !⊗: admits a
solution to the dHYM equation. This solution is constructed via a smoothly converging family
of metrics along the line bundle mean curvature flow.

Let us point out that the request for ! to be ample it is crucial, ensuring that the 2-form√
−1�(C) remains positive definite along the flow and that the map ℎ → Θ$(�(ℎ(C)) is

concave. We conclude this section with a conjecture and a very recent result. For any
subvariety # ⊆ ", we define

Θ# = Arg
∫
#

($ − �(ℎ))dim#

Conjecture 1.2.10. [JYC20] The existence of solutions to the dHYM equation is equivalent to
the condition

Θ# > Θ" − (= − dim#)�2 (1.2.5)

for every proper subvariety #.

The condition appearing in this conjecture has been proved to be at least necessary;
in dimension 2, it is also sufficient.
In 2020, G. Chen [Che21] proposed a different stability notion, which turns out to be

equivalent to the existence of a dHYM connection in the supercritical phase, regardless
the dimension of"; such condition is understood in terms of integrals on subvarieties.
We will state his main result:

Theorem 1.2.11 ([Che21]). Fix a compact, =-dimensional Kähler manifold " with a Kähler
metric $ and a real closed (1, 1)-form �. Assume that there exists a constant � ∈ (0,�) such
that ∫

"

Re(�) −
√
−1$)= − Im(�) −

√
−1$)= cot� = 0.
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Then �) is the curvature of a dHYM connection if and only if, for every smooth test family �C ,
there exists a constant &1 > 0 independent of C,+ such that for any C ≥ 0 and any ?-dimensional
subvariety +∫

+

Re(�C −
√
−1$)? − Im(�C −

√
−1$)? cot� ≥

(
= − ?

)
&1

∫
+

$? .

Here, the author calls a smooth family �C , C ∈ [0,∞) of real closed (1, 1)-forms a test
family if and only if

1. �0 = �;

2. For B > C, �B − �C is positive definite;

3. There is ) > 0 such that �C − cot �
=$ is positive definite for every C > ).

1.3 Constant scalar curvature equation for a Kähler metric

In this Section we give an historical overview of the cscK problem in 1.3.1 and explain
its moment map interpretation in 1.3.2.

1.3.1 Overview

Consider a compact Kähler manifold " and a non-empty Kähler class [$]. A natural
question is whether it exists or not a suitable notion of a canonical metric in [$], with
nice properties of existence and uniqueness and possibly parameterized by a finite-
dimensional moduli space. We will briefly review the history of this problem, which
has been central in the development of Kähler geometry.
In complex dimension = = 1, the question was completely answered by the famous

Uniformization Theorem, proved in 1907 by Poincaré and Koebe. It implies that in each
Kähler class there is a unique metric of constant curvature, with a sign depending on
the genus of the surface and induced by a metric on its universal covering. On higher
dimensional manifolds, this problem is much more involved.
As a first attempt, consider the class of Kähler manfiolds whose first Chern class

21(") has a definite sign. Looking at Kähler classes suitably proportional to 21("), one
could investigate the existence of a (possibly unique) metric solving the Kähler-Einstein
condition

Ric($) = �$. (1.3.1)

In the 1950s, Calabi proposed a closely related conjecture, regarding the possibility of
realizing any representative of 2�21(") as the Ricci form of a unique Kähler metric (the
Calabi conjecture, see [Cal54, Cal57]). This was proved by Yau in 1976 [Yau78], implying
the existence of a unique Ricci-flat metric in each Kähler class when 21(") = 0.

In 1976, the case 21(") < 0 was solved independently by Aubin [Aub76] and Yau
[Yau77, Yau78], proving that Kähler manifolds of general type admit a K-E metric,
unique up to scaling.
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The case 21(") > 0 proved to be much harder. Let us denote the group of biholo-
morphisms of a complex manifold (", �) by Aut(", �). Already in 1950s, Matsushima
showed that the existence of a K-E metric on a Fano manifold it is not guarenteed
[Mat57]. He proved that a solution of 1.3.1 with 21(") > 0 implies that Aut(", �) is
reductive; this obstruction signals, for example, that the projective plane blown-up at
one or two points cannot admit a K-E metric.
The existence of obstructions to solutions of equation 1.3.1 should not be surprising.

The Chern connection of a K-E metric solves the Hermite-Yang-Mills equation, with
respect to the same metric, and this would require the holomorphic tangent bundle to
be polystable.
Returning to the problem of finding a canonical metric, when 21(") ≠ 0 the Kähler-

Einstein equation only applies to Kähler classes proportional to 21("). In order to find
a more general notion, some other conditions can be considered. The most famous one
is the constant scalar curvature equation for a Kähler metric $, i.e.

B($) = B̂ . (1.3.2)

In the attempt to find an more general condition, so to have a unique canonical metric
in each Kähler classes, Calabi proposed, in two papers [Cal82, Cal85] published in 1982
and 1985, the notion of extremal metric

%grad1,0
$ B($) = 0. (1.3.3)

Extremal metrics are critical points of the Calabi energy functional

Cal($) :=
∫
"

B($)2 $
=

=! , (1.3.4)

the associated Euler-Lagrange equation being precisely the condition 1.3.3.
From the 1980s, newobstructions to the cscK equationwere found, themost noticeable

being the Futaki invariant, introduced by Futaki originally as an obstruction to solve the
K-E equation in the Fano case [Fut83]. Consider ametric$ ∈ 2�21(") > 0, let�($)be the
associated Ricci form and 6$ ∈ �∞(",R) the function defined by �($)−$ =

√
−1%%6$.

The Futaki invariant is a complex-valued function defined on �(", �), the Lie algebra of
Aut(", �) or equivalently the space of holomorphic vector fields, defined by

�"(-) =
∫
"

-(6$)$= .

Futaki showed that �" does not depend on the choice of $; if a K-E metric exists,
necessarily �" = 0. In [Fut83], the author gave also an exampe of a 3-dimensional Fano
manifold, with Aut(", �) reductive but �" ≠ 0, hence not admitting a K-E metric. In
[Tia97], Tian proved that for a del Pezzo surface, i.e. a complex surface with 21(") > 0, a
K-E metric exists if and only if Aut(", �) is reductive. In particular, a solution of the K-E
equation automatically exists on a del Pezzo surface with Aut(", �) = {1}. The same
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author, in [Tia90] provided an example of a 3-manifold not admitting a K-E metric,
based on obstructions coming from algebro-geometric considerations.
A new approach to this problem was proposed independently by Fujiki [Fuj90], for a

Kähler manifold, and by Donaldson [Don99], in the more general almost Kähler setting.
Taking a GIT point of view, we consider a suitable Hamiltonian action on the space of
almost complex structures, compatible with a fixed symplectic form $. The associated
moment map turns out to be the Hermitian scalar curvature, which coincides with the
Riemannian scalar curvature for an integrable complex structure �, so that the pair (� , $)
defines a Kähler structure.
In the GIT framework, solving the cscK equation 1.3.2 is equivalent to finding the

zeroes of a moment map. When this is the case, as we have discussed for the dHYM
equation, one hopes to find a notion of stability for themanifold in an algebro-geometric
sense, obtaining a sufficient and necessary condition for the existence of solutions. In
[Mab87], Mabuchi defined the K-Energy functional on the space of Kähler potentials,
corresponding to the integral of the moment map from the GIT point of view. Its critical
points correspond to cscK metric and their existence is equivalent to the properness of
the K-Energy [Tia99]. In 1997 Tian proposed for the Fano case the analytic notion of K-
stability [Tia97], so called after the K-Energy functional. In [Don02] Donaldson propesed
an algebraic notion of K-stability, for any polarized Kähler variety, which agrees with
Tian’s stability for a Fano manifold.

Conjecture 1.3.1 (Yau–Tian–Donaldson conjecture). A polarized manifold (", !) with dis-
crete Aut(", �) admits a cscK metric in the class of 21(!) if and only if the pair (-, !) is
K-polystable.

The Fano version of this conjecture, suggesting that the K-polistability of the pair
(",− ") should be equivalent to the existence of a K-E metric, was proved in 2012
by Chen, Donaldson and Sun [CDS14, CDS15a, CDS15b, CDS15c], using a continuity
method with respect to the cone angle of Kähler metrics with conical singularities.
Several other proofs followed shortly: firstly byTianusing similar ideas [Tia15], followed
by Datar and Székelyhidi [Sze16], [DS16] via a more standard continuity method, by
Chen, SunandWang [CSW18] studying theKähler-Ricci flowandbyBerman, Boucksom
and Jonsson via variational techniques [BBJ21].
In the general case, the "if" part of the YTD conjecture was confirmed by the work of

Donaldson [Don05b], Mabuchi [Mab08] and Stoppa [Sto09], the latter using a blow-up
argument and the glueing theorem of Arezzo and Pacard [AP06]. In 2009, Donaldson
[Don05a, Don08, Don09] proved the full conjecture for toric Kähler surfaces.
Remark 1.3.2. There is a version of the YTD conjecture, when " is allowed to admit
holomorphic vector fields, extremal metrics replace cscK metrics in the statement and
is introduced the notion of relative K-stability . Since extremal metrics will not play any
role in this thesis, we will only sketch how they fits into the GIT framework, following
[Sze14]. The key observation is interpreting the Calabi functional 1.3.4 as the norm
squared of the moment map and extremal metrics as its critical points.
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In the finite-dimensional setting for an Hamiltonian action  y ", suppose to have
an inner product on Lie( ) = K, which allows to identify K∗ � K, so the moment map
becomes a map � : " → K. Then

Lemma 1.3.3. A point G ∈ " is a critical point of | |� | |2 if and only if �(G) is in the Lie algebra
of the stabilizer group of G.

Proof. The lemma follows immediately by a direct computation and the moment map
equation:

3〈� , � 〉(G) = 2〈3� (G), �(G)〉 = −2$G(-�(G) , ·) .

Now, suppose to have a subgroup � ⊂  , with ?� : K→ h denoting the orthogonal
projection of Lie algebras; a natural moment map �� for the Hamiltonian action of the
subgroup � is � ◦ ?� .
The idea underlying the definition of relative stability is quite simple. If G is a critical

point of | |� | |2, we consider a subgroup � so that h is orthogonal to the Lie algebra of
the stabilizer of G. Then ��(G) = 0 andwe can apply the standard Kempf-Ness theorem.

1.3.2 GIT framework for the cscK equation

Let us discuss the GIT framework for the cscK equation, proposed by Fujiki [Fuj90]
in the Kähler setting and, independently, by Donaldson [Don97] in the almost Kähler
setting; an additional reference on this topic is [Tia99].
Consider a 2=-dimensional, compact, symplectic manifold (", $); for simplicity, we

will assume " to be simply-connected, so that �1(",R) = 0. Let J denote the set of
almost-complex structures, compatible with the form $, i. e.

J =
{
� ∈ End()")|�2 = −Id, $(·, �·) > 0, $(� ·, �·) = $(·, ·)

}
and let J 8=C ⊂ J be the subset of integrable almost-complex structures. Here J plays
the role of infinite-dimensional manifold, with tangent space at � given by

)�J = {� ∈ End()")|�� = −��, $(��·, ·) = $(·, ��·).}

Notice that if an endomorphism� ∈ )�J , then also �� ∈ )�J ; this defines an (integrable)
complex structure on J . We can also endow J with an Hermitian metric, defined by

〈�, �〉� =
∫
"

〈�, �〉6�
$=

=! ,
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1 Preliminaries

which is also compatible with the complex structure, defining at the point � the sym-
plectic 2-form

Ω�(�, �) = 〈��, �〉� .
Again, the spaces J and J 8=C turn out to be infinite-dimensional Kähler manifolds.

Definition 1.3.4 (Hermitian scalar curvature). Let (", $, �) be an almost-Kähler man-
ifold and let %� : Ω0,1

�
→ Ω

1,1
�

be the Dolbeault operator induced by �. Consider the
unique 6�-unitary connection ∇� on )" such that ∇0,1

�
= %� and let

√
−1�� be the curva-

ture 2-form of the induced connection on the canonical line bundle  " = Λ=
C
)∗". The

function B(�) defined as
$=−1 ∧ ��=! = B(�)$=

is called Hermitian scalar curvature.

Consider now the group of Hamiltonian symplectomorphisms Ham(", $) and the
action by pullback Ham(", $)y J given by

5 · � = 35 ◦ � ◦ 35 −1

for 5 ∈ Ham(", $). This action preserves the Kähler structure on J ; moreover, J 8=C is
an invariant subspace. Denoting the Nĳenhuis tensor by #� , it is easy to check that, for
every diffeomorphism 5 , it holds

# 5∗�[-,.] = 5 −1
∗ #�[ 5∗-, 5∗.].

Aswe have already discussed in Subsection 1.1.1, the Lie algebra ham can be identified
with the space �∞0 (",R) and consequently with its dual ham∗ = ham via the standard
!2-pairing

( 5 , 6) =
∫
"

5 6
$=

=! .

Theorem 1.3.5 (Donaldson, Fujiki). The action of Ham(", $) on J , endowed with the
aforementioned Kähler structure, is Hamiltonian. Identifying �∞0 (",R) with its dual via the
!2-product, an equivariant moment map is

� :J → �∞0 (",R)
� → B(�) − B̂ ,

where B(�) denotes the Hermitian scalar curvature and B̂ its average.

Remark 1.3.6. Notice that the Hermitian scalar curvature of � only coincides with the
Riemannian scalar curvature of the metric 6� , when the almost-complex structure � is
integrable. Moreover, the constant B̂ appearing in Theorem 1.3.5 is fixed by the topology
of the manifold and the choice of Kähler class, being equal to

B̂ = 〈21(") ∪ [$=−1], "〉.
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In this framework, even if we restrict to J 8=C , we are looking for solutions of the
cscK equation fixing the Kähler form $ and varying among the $-compatible complex
structures. On the contrary, the usual point of view is to fix the complex structure �
and to move in the Kähler class [$]. We will now prove that these two pictures are
equivalent.
Consider � , �′ ∈ J such that �′ = 5 ∗� for somediffeomorphism 5 , so that the associated

Hermitian metrics are related by

6(�′, $) = 5 ∗6(� , ( 5 −1)∗$). (1.3.5)

When 5 ∈ Ham(", $), 6 and 6′ are isometric, so we need to complexify Ham(", $) to
obtain a non-trivial orbits to study. While a "complexified group" Ham2(", $) does not
exist, an infinitesimal complexification of the Lie algebra is possible,

ham2 = �∞0 (",C).

Using the complex structure defined on J 8=C , we can complexify also the infinitesimal
action, as

�ℒ-ℎ � = ℒ�-ℎ � = ℒ-√−1ℎ
� ,

defining -√−1ℎ := �-ℎ . The idea is that the complexified action induces a foliation of
J 8=C , whose leaves should correspond to the "complex" orbits of Ham2 .
For the orbit (Ham · �), the tangent space is

)� (Ham · �) =
{
ℒ- 5

� , for 5 ∈ ham
}
,

hence we consider the distributionD defined by

D� =

{
ℒ- 5

� ,ℒ�- 5
� , for 5 ∈ ham.

}
Lemma 1.3.7. D� ⊂ )�J .

Proof. The only non-trivial thing to prove is that �ℒ�- 5
� is skew-symmetric with respect

to $.
Consider (

ℒ�- 5
�
)
. = ℒ�- 5

(�.) − �ℒ�- 5
.

= [�- 5 , �.] − �[�- 5 , .]
= [- 5 , .] + �[-, �.]
= ℒ- 5

. + �ℒ- 5
(�.)

= −ℒ- 5
(�2.) + �ℒ- 5

(�.)
= −(ℒ- 5

�)(�.).
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Then, using the identity −(ℒ- 5
�). = ℒ�- 5

(�.), we get

$(�(ℒ�- 5
�)E, F) + $(E, �(ℒ�- 5

�)F) = −$(�(ℒ- 5
�)�E, F) − $(E, �(ℒ- 5

�)�F)
= $((ℒ- 5

�)�E, �F) + $(�E, (ℒ- 5
�)�F)

= 0.

Lemma 1.3.8. D is integrable.

Proof. While D is closed under Lie bracket, in an infinite-dimensional setting this does
not ensure that, at every point � ∈ J 8=C , there are leaves integrating the distributionD.
To see this, letK$ denote the space of Kähler metrics in [$], so that

K$ =

{
$ 5 = $ +

√
−1%% 5 > 0

}
,

with 5 ∈ �∞(",R). Consider now the bundle (
�−→ K , where the fiber ( 5 = �−1($ 5 ) is

the connect component of group of symplectomorphisms of $ 5 ; due to our assumption
�1(",R) = 0, the structure group of ( is isomorphic to Ham(", $). ByMoser’s lemma,
for each $ 5 ∈ K , there is a diffeomorphism # 5 such that #∗

5
$ 5 = $.

Let us define the map

�� :K × (0 → J 8=C

($ 5 , )) → )∗
(
(#−1

5
)∗�

)
.

It is easy to check that $ and any complex structure �′ ∈ ��(K × (0) are compatibile. A
much more involved computation shows that

��� |$ 5 ,) ∈ D)∗
(
(#−1

5
)∗�

)
and that ��� is surjective, proving that the distribution is integrable.

In this picture, the image ��(K × (0) should correspond to the orbit of � under the
complexification of Ham(", $). As observed in 1.3.5, we get something isometric if,
instead of exploring ��(K × (0), we fix � and we move along the flow of $ with respect
to the vector field −-�- 5

. A direct compurtation shows that the derivative of $ along
this flow is

−ℒ�- 5
$ = 2

√
−1%% 5 ,

hence we are moving inside the Kähler class of $.
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In this Chapter we introduce and study the dHYM equation with a variable Kähler
metric, involving at the same time both the Lagrangian phase and the radius function
defined in (1.2.4). The basic idea is that the radius function should be used to couple
the dHYMmetric ℎ to a variable Kähler metric $. The equations we propose are{

Θ$(ℎ) = �̂ mod 2�
B($) − A$(ℎ) = B̂ − Â ,

(2.0.1)

where B($), B̂, Â denote the scalar curvature and its average, respectively the average
radius, and  > 0 is an arbitrary coupling constant. The quantities B̂, Â are fixed by
cohomology, and in particular

Â =
1

=! Vol(", $)

����∫
-

($ − �(ℎ))=
���� .

Our coupled equations (2.0.1) are natural as they are obtained by lifting the moment
map interpretation of dHYM connections, due to Collins-Yau [CY18] and mirror to
Thomas’ moment map for special Lagrangians [Tho01], to the extended gauge group
of bundle automorphisms covering Hamiltonian symplectomorphisms (see Theorem
2.1.1). The well-known Donaldson-Fujiki picture of scalar curvature as a moment map
then allows coupling to the underlying Kähler metric, through the scalar (or, in special
cases, the Ricci) curvature (see Corollary 2.1.2 and Section 2.2). The resulting moment
map partial differential equations (2.0.1) describe special pairs formed by a holomorphic
line bundle !, regarded as a �-model object, and aKähler class, and it is natural to expect
that these should satisfy a mixture of Bridgeland-type stability (as in [CY18], see e.g.
the inequality (1.2.5)), and K-stability (see e. g. [Don97]).
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2 dHYM equation with variable Kähler metric

In special limits, or in special cases, we recover the very interesting systems introduced
by Álvarez-Cónsul, Garcia-Fernandez and García-Prada [AGG13] (in the large radius
limit, see Proposition 2.3.1) andHultgren-WittNyström [HWN19] (on complex surfaces,
see Section 2.2 and in particular Corollary 2.2.1).
Remark 2.0.1. When dimC" = 1, the coupled system (2.0.1) is equivalent to the cscK
equation and the existence and uniqueness of its solutions are a consequence of the
Uniformization theorem. Fixing a Kähler structure $ on ", it is straightforward to
check that each line bundle !, with first Chern class 21(!) = :[$] ∈ �2(",Z), admits
a dHYM connection with curvature form � = 2�:$. Moreover, the second equation in
(2.0.1) is equivalent to B($) = B̂, without any dependence on the coupling constant  or
the line bundle !.
Remark 2.0.2. One can allow a general class in �1,1(",R) in the dHYM equation (1.2.1),
not necessarily the first Chern class of a line bundle. At least in the absence of holo-
morphic 2-forms, this can be interpreted as allowing a nontrivial �-field, as discussed
in [CY18] Section 8. Thus our coupled equations (2.0.1) also admit a different (although
closely related) interpretation: wemay replace [

√
−1�(ℎ)]with aminimal lift of a �-field

class [�] ∈ �2(",R)/�2(",Z) (which exists under suitable assumptions), and regard
the equations as trying to prescribe a canonical representative $+

√
−1� of a complefixied

Kähler class [$] +
√
−1[�], much as the cscK equation B($) = B̂ tries to find a canonical

representative for [$]. Note that in the Calabi-Yau case, at zero coupling  = 0 and
in the large radius limit discussed in Proposition 2.3.1, these equations for $ +

√
−1�

reduce to the conditions {
Δ$� = 0
Ric($) = 0,

which are standard in the physics literature (see e.g. [ABC+09] Section 1.1).
In the following, we will study the coupled equations (2.0.1) from the moment map

point of view, establishing several general results and analysing concrete cases in more
detail in the next Chapters.

2.1 Main results

Thomas [Tho01] gave a moment map interpretation of the special Lagrangian equation
on submanifolds of "̌. Mirror to this, there is a moment map description of the dHYM
equation (1.2.1), due to Collins and Yau, which in fact is intrinsic to ". As we have
explained in details in Section 1.2.2, one considers for a fixed metric ℎ the space A1,1

of ℎ-unitary integrable connections on !, endowed with the natural action of the gauge
group G of unitary bundle automorphisms of ! covering the identity on ", and the
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(nonstandard, nonlinear, possibly degenerate1) symplectic form given at � ∈ A1,1 by

ΩdHYM
� (0, 1) = −

∫
-

0 ∧ 1 ∧ Re
(
4−
√
−1�̂($ − �(�))=−1

)
,

with 0, 1 ∈ )�A1,1 ⊂ A1(-,
√
−1R). According to [CY18] Section 2 the action of G

on A1,1 is Hamiltonian, with equivariant moment map at � ∈ A1,1, evaluated on
! ∈ Lie(G), given by

〈�G(�), !〉 =
√
−1
=

∫
-

! Im
(
4−
√
−1�̂($ − �(�))=

)
. (2.1.1)

A standard argument then shows that the dHYM equation (1.2.1) becomes precisely the
problem of finding zeroes of the moment map �G inside the orbits of the complexified
gauge group GC.

2.1.1 Lift to the extended gauge group

Fix aHermitianmetric ℎ on ! as above. The extended gauge group G̃ of ! consists of unitary
bundle automorphisms of (!, ℎ)which cover a Hamiltonian symplectomorphism of",
with respect to the fixed symplectic (in fact Kähler) form $. It can be shown that G̃ fits
into an exact sequence of infinite-dimensional Lie groups

1→ G �−−→ G̃
?
−−→ ℋ → 1, (2.1.2)

whereℋ denotes the group of Hamiltonian symplectomorphisms of (", $).
As observed by Álvarez-Cónsul, Garcia-Fernandez and García-Prada [AGG13], there

is a natural action of G̃ on the space of all unitary connections A, given by thinking of
a connection � as a projection operator �� on the vertical bundle,

�� : )!→ +!, 6 · �� = 6∗ ◦ �� ◦ (6∗)−1. (2.1.3)

The resulting action was studied in detail in [AGG13], in the muchmore general context
of arbitrary principal bundles for a compact real Lie group. The main application
considered in [AGG13] concerns the case when the space of connections is endowed
with the standard, linear Atiyah-Bott symplectic form, which for a line bundle is

ΩAB
� (0, 1) = −

∫
-

0 ∧ 1 ∧ $=−1.

However we can use this general setup to obtain a result for the symplectic formΩdHYM.

1According to [CY18] Section 2, it is nondegenerate at least in an open neighbourhood of a solution to the
dHYM equation.
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Theorem2.1.1. The action of the extended gauge group G̃ on the space of all unitary connections
A, endowed with obvious extension of the symplectic form ΩdHYM, is Hamiltonian, with
equivariant moment map at � ∈ A, evaluated on � ∈ Lie(G̃), given by

〈�G̃(�), �〉 = 〈�G(�), ��(�)〉 +
1
=

∫
-

?∗(�)Re
(
4−
√
−1�̂($ − �(�))=

)
,

where �G is defined as in (2.1.1) and ? is the projection appearing in (2.1.2).

Notice that we are identifying hamwith the space �∞0 (-, $) of Hamiltonian functions
with zero average. Theorem 2.1.1 is proved in Section 2.4. Its analogue for the standard
symplectic form ΩAB is (a special case of) [AGG13], Proposition 1.6: we will return to
this below.

2.1.2 Coupling to a variable metric

It was shown by Jacob and Yau [JY17] that solutions of the dHYM equation are unique.
It follows that the naive problem of looking for zeroes of the extended moment map �G̃
is overdetermined.
The fundamental work of Donaldson [Don97] and Fujiki [Fuj90] on scalar curvature

as a moment map suggests that the right thing to do instead is to let the extended gauge
group act on a larger space. Let A be the space of all unitary connections on (!, ℎ), as
above, and let J be the space of $-compatible almost complex structures on ". We
endow A with the symplectic form given by the obvious extension of ΩdHYM and J
with the Donaldson-Fujiki form ΩDF. We consider the induced action of the extended
gauge group G̃ on the productA × J , which on the second factor is given by

6 · � = ?(6)∗ ◦ � ◦ ?(6)−1
∗ .

This preserves the space P ⊂ A × J consisting of pairs (�, �) of a unitary connection
� and an integrable complex structure �, such that � is integrable with respect to �. We
denote by B(�) the scalar curvature of the metric determined by $ and �, and let  be a
real positive "coupling constant".

Corollary 2.1.2. The action of G̃ onA × J , endowed with the symplectic form

Ω = =Ω
dHYM + ΩDF ,

for  > 0, is Hamiltonian, with equivariant moment map at (�, �), acting on � ∈ Lie(G̃), given
by

〈�(�, �), �〉 = −
∫
-

?∗(�)B(�)
$=

=! + =〈�G̃(�), �〉.

The proof is given in Section 2.4. The analogue of this for the Atiyah-Bott symplectic
form is [AGG13], Proposition 2.1.
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For each � ∈ A, the operator �� induces an equivariant vector space splitting

Lie(G̃) = Lie(G)
⊕
��

Lie(ℋ).

Wemay consider the general problem of finding a pair (�, �) ∈ P such that, in the above
splitting with respect to ��, the moment map � vanishes on Lie(G) and acts as some
prescribed element − 5 ∈ �∞0 (", $) � Lie(ℋ)∗ on Hamiltonian vector fields:

〈�(�, �), �〉 = 〈�(�, �), �′ ⊕�� �′′〉 = −
∫
-

�′′ 5
$=

=! .

This is equivalent to the equations
Im

(
4−
√
−1�̂($ − �(�))=

)
= 0

B(�) − 
Re

(
4−
√
−1�̂($−�(�))=

)
$= = 5 + 2,

where the only possible constant 2 is determined once the coupling  is chosen, de-
pending only on [$] and 21(!). Note that the problem of finding a zero of the moment
map � corresponds to the choice 5 ≡ 0.

Formally complexifying the action of G̃, following Donaldson [Don97], we keep the
complex structures on ! and " fixed and vary the Hermitian metric ℎ on ! and the
Kähler form $ in its Kähler class instead. Thus we arrive at the dHYM equation coupled
to a variable Kähler metric 

Im
(
4−
√
−1�̂($ − �(ℎ))=

)
= 0

B($) − 
Re

(
4−
√
−1�̂($−�(ℎ))=

)
$= = 5 ,

(2.1.4)

where we absorbed the constant 2 in the datum 5 .
These equations are the main object of study in the present thesis. Important motiva-

tion for this study comes from the fact that, when the datum 5 is constant, so that we are
looking for zeroes of themomentmap, it is natural to expect that solutions should satisfy
a mixture of Bridgeland-type stability and K-stability. Note that it is straightforward to
rewrite (2.1.4) in terms of the Lagrangian phase operator and the radius function, as we
did in (2.0.1).
Remark 2.1.3. Given the origin of the dHYM equation, it is natural to ask whether a
given solution of the coupled equations (2.1.4) can be effectively realised in the �-model,
that is if the pair (", $) underlying a solution can be embedded holomorphically and
isometrically in a Calabi-Yau ". Note that, at the infinitesimal level, this is always
possible: for example, by the results of [Kal99], we may embed (", $) isometrically as
the zero section of the holomorphic cotangent bundle)∗", endowedwith a hyperkähler
metric defined in a formal neighbourhood of the zero section.
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Remark 2.1.4. As we mentioned in the Remark 2.0.2, the dHYM equation makes sense
and plays a role in mirror symmetry even when we replace 21(!) with some arbitrary
class [�] of type (1, 1), not necessarily rational. The same holds for the coupled equations
(2.1.4). When [�] is rational, we can obtain solutions in a class 21(!) from solutions in
[�] by rescaling � and $ appropriately. We will often use this fact, sometimes without
further comment.

2.1.3 Futaki invariant

We find a first obstruction to the existence of solutions of the coupled equations (2.1.4),
which generalises the classical Futaki character [Fut83], following closely the approach
of [AGG13]. Fix a complex line bundle ! → " and the associated principal �!(1,C)-
bundle ℒ → ". Let Jℒ be the space of holomorphic structures on ℒ, namely the
integrable�!(1,C)-equivariant almost complex structures onℒ, acting asmultiplication
by
√
−1on thevertical bundle+ℒ � ℒ×gl(1,C).Anelement �̌ ∈ Jℒ determinesuniquely

a complex structure � on " and an holomorphic structure on !. Let Aut(ℒ , �̌) denote
the group of automorphisms 6 of the holomorphic principal bundle (ℒ , �̌), covering
an automorphism 6 of the complex manifold (", �). Each �̌ ∈ Lie Aut(ℒ , �̌) covers a
(unique) real holomorphic vector field � on (", �). For any symplectic 2-form $ on ",
which is �-compatible, we have the Hodge-type decomposition

� = �)1 + ��)2 + �,

where �)8 denotes the Hamiltonian vector field of )8 ∈ �∞0 (", $), while � is the Rie-
mannian dual of an harmonic 1-form, with respect to the metric $(·, �·) (see [LS94]).
Fixing also a Hermitian metric ℎ over the line bundle !, we define a C-linear map

ℱ� : Lie Aut(ℒ , �) −→ C

given by

ℱ�(�̌) =
√
−1

∫
-

�ℎ �̌ Im
(
4−
√
−1�̂($ − �(ℎ))=

)
−

∫
-

)
(
B($)$= − Re

(
4−
√
−1�̂($ − �(ℎ))=

))
,

where ) = )1 +
√
−1)2. One can show that ℱ� is a character of Lie Aut(ℒ , �) and does

not depend on the choice of $ and ℎ. The proof is essentially the same as in [AGG13],
Section 3, up to replacing ΩAB with ΩdHYM. Then clearly ℱ� must vanish identically if
the coupled equations (2.1.4) have a solution.

2.2 Reduction to Ricci curvature

We describe a special case in which the dependence on the scalar curvature in the
equations (2.1.4) can be reduced to the Ricci curvature. To see this we note that by using
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the dHYM equation in order to eliminate the top power (�(ℎ))= we can always write

Re
(
4−
√
−1�̂($ − �(ℎ))=

)
$=

=

=−1∑
8=0

�8(�̂)Λ8$(�(ℎ))8

for unique coefficients �8(�̂). It follows that we may rewrite the equation in (2.1.4)
involving the scalar curvature as

Λ$

(
Ric($) − �1(�̂)�(ℎ)

)
− 

=−1∑
8=2

�8(�̂)Λ8$(�(ℎ))8 = 2

for a unique constant 2. Now we can uniquely solve

√
−1Λ$%%ℎ = Δ$ℎ =

=−1∑
8=2

�8(�̂)Λ8$� 8(ℎ) −
=−1∑
8=2

�8(�̂)
∫
-

Λ8$(�(ℎ))8
$=

=!

with the normalisation
∫
"
ℎ$= = 0. Thus we may rewrite our equation as

Ric($) − �1(�̂)�(ℎ) − %%ℎ = �$

for a unique �, provided the cohomological condition

21(") = �[$] + �1(�̂)[�(ℎ)] (2.2.1)

is satisfied.

2.2.1 The case of complex surfaces

In the special case of complex surfaces the computation above amounts to expressing
(�(ℎ))2 in terms of $2 and �(ℎ) ∧ $ by using the dHYM equation. Moreover it is
well known that the dHYM equation on surfaces reduces to a complex Monge-Ampère
equation (see e.g. the proof of Proposition 3.1.1 below). Thus under the condition (2.2.1)

21(-) +


sin �̂
[�] = �[$], (2.2.2)

the coupled equations (2.1.4) on surfaces become the system of complexMonge-Ampère
equations 

(√
−1 sin(�̂)�(ℎ) + cos(�̂)$

)2
= $2

Ric($) = �$ + 
sin(�̂)

√
−1�(ℎ).

(2.2.3)

With the assumption √
−1 sin(�̂)�(ℎ) + cos(�̂)$ > 0
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2 dHYM equation with variable Kähler metric

and provided the equalities

� = 1 + cos(�̂),  = sin2(�̂)
hold, the system (2.2.3) is given precisely by the coupled Kähler-Einstein equations in
the sense of Hultgren-Witt Nyström [HWN19]

Ric
(√
−1 sin(�̂)�(ℎ) + cos(�̂)$

)
= Ric($)

Ric($) =
(√
−1 sin(�̂)�(ℎ) + cos(�̂)$

)
+ $,

(2.2.4)

of Fano type.
Hultgren-Witt Nyström ([HWN19] Theorem 1.7) showed that the Kähler-Einstein

coupled equations are solvable on a Kähler-Einstein Fano manifold with discrete au-
tomorphisms, provided the corresponding decomposition of 21(") > 0 is sufficiently
close, in the Kähler cone, to a "parallel" decomposition of the form 21(") =

∑
8(�821(")),

�8 > 0. By the discussion above, this implies immediately the following existence result
for our coupled equations (2.1.4). It is convenient to set " =

√
−1 sin(�̂)�(ℎ) + cos(�̂)$.

Corollary 2.2.1. Suppose that " is a del Pezzo surface with discrete Aut(", �) and the
conditions ["] > 0, 21(") = [$] + ["] are satisfied. Assume moreover that the classes [$], ["]
are sufficiently close, in the Kähler cone, to (positive) multiples of 21("). Then there is a solution
to our coupled equations (2.1.4) in the classes [�(ℎ)], [$], with coupling constant  = sin2(�̂).

As the phase 4
√
−1�̂ depends on [�(ℎ)], [$] (through explicit formulae which we give

below in (3.1.1)), the conditions appearing in this Corollary are nonlinear constraints in
these cohomology classes. To obtain examples in which they are satisfied we consider
the choices

[$] = 1
2 21(") + C�,

√
−1[�(ℎ)] = 1

2 21(") − C�

where � is a fixed class satisfying
∫
"
21(")∪� = 0 and the real parameter C is sufficiently

small. Then [$],
√
−1[�(ℎ)] are positive and by (3.1.1) we have cos(�̂) = 0, sin(�̂) = 1.

Since clearly [$] +
√
−1[�(ℎ)] = 21("), we do obtain solutions to the coupled equations

(2.1.4) in these classes, for all sufficiently small C.

Duality We have seen that in special cases our coupled equations on surfaces reduce
to the coupled Kähler-Einstein equations (2.2.4), that is, setting

" =
√
−1 sin(�̂)�(ℎ) + cos(�̂)$,

we obtain the equations {
Ric(") = Ric($)
Ric($) = " + $.
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2 dHYM equation with variable Kähler metric

We observe that these are now symmetric in ", $, so that the term " involving the
dHYM connection curvature �(ℎ) is interchanged with the variable Kähler form $. It
could be interesting to interpret this duality in terms of the origin of the dHYMequation
in the �-model.

Cohomological conditions for surfaces In the following, we consider a compact Käh-
ler surface " and [�] ∈ �2(",Z) ∩ �1,1(",R) will denote an integral class, to be
identified with the Chern class of some holomorphic line bundle over ". We will also
assume that the coupling constant  appearing in the coupled equation is positive.

The topological angle �̂ appearing in the dHYM equation is defined by

4
√
−1�̂ =

∫
"

($ − 8�)2

with  > 0. Consequently,

 ($, �) =

√(∫
"

$2 − �2
)2

+ 4
(∫

"

$ ∧ �
)2

,

cos �̂ =

∫
"
$2 − �2

 ($, �) ,

and

sin �̂ =
−2

∫
"
$ ∧ �

 ($, �) .

Lemma 2.2.2. For any choice of [$] and [�], there is C > 0 such that the dHYM equation admits
a solution in the classes [C$] and [�], for C > C.

Proof. Under re-scaling of the Kähler class, for $C = C$ with C > 0, it is immediate to
derive that cos �̂C → 1 and sin �̂C → 0, for C >> 1. Consequently, for every choice of
[$] and [�], up to a suitable re-scaling of the Kähler class [$], we can assume that the
stability condition for the dHYM equation

cos �̂[$] − sin �̂[�] > 0 (2.2.5)

is satisfied and by Theorem 1.2.8 the dHYM equation admits a solution.

Consider now the condition

21(") +


sin �̂
[�] = �[$], (2.2.6)
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which is the cohomological constraint for to the second equation in 2.2.3. Consider any
triple ([$], [�], )which is a solution of (2.2.6); setting

C = C
 ($, �)
 (C$, �) ,

then the triple (C[$], [�], C) satisfies (2.2.6) with �C = �/C and for any C > 0. Hence, up
to a suitable re-scaling of $ and , we can assume that any solution of (2.2.6) satisfies
also the stability condition (2.2.5).
In order to ease the notation,we assume to normalize (2.2.6) setting� = ±1, depending

on the sign of ∫
-

Ric($) ∧ $ −  ($, �)
2 .

Lemma 2.2.3. Let " be a Kähler surface, such that ([$], [�], ) is a solution of (2.2.6) with
′ = /sin �̂ ∈ Q. Then there exist a solution of (2.2.6) ([$̃], [�̃], ̃) on "̃ = �;?(").

Proof. We claim that any solution of (2.2.6) on" will induce a solution on "̃ = �;?("),
provided that the rationality condition ′ = /sin �̂ ∈ Q is satisfied. Let ? : "̃ → "

denote the projection and consider

21("̃) = ?∗21(") − �,
[$̃] = ?∗[$] − &�,
[�̃] = ?∗[�] − I�,

where � is the exceptional divisor and & is the size of the blow-up; we will assume that
also & ∈ Q. Then equation (2.2.6) for [$̃] and [�̃] becomes

(1 + ′I ± &)� − ?∗(21(") + ′� ± $) = (1 + ′I ± &)� = 0,

which is satisfied if
I = −1 ± &

′
.

Notice that the coupling constant for the equation (2.2.6) on "̃ is given by

̃ = 
(
sin ˆ̃�/sin �̂

)
,

which we can assume to be positive, provided that & is small enough. In general I ∈ Q
and consequently [�̃] ∈ �2("̃,Q); in order to produce an actual solution we have
consider [�̃′] = [#�̃] ∈ �2("̃,Z) for some # ∈ N, re-scaling also the coupling constant
as

# = ̃
 ($. , �.)
 ($. , #�.)

.
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;

;

�1

�2

�3

Figure 2.1: The Delzant polytope and the associated fan of CP2

Example: CP2 In the following, we will consider the equation (2.2.6) for CP2, proving
that each triple ([$], [�], ) is a solution. From Lemma (2.2.3), it follows that we can
produce infinitely many solutions on the blow-ups of CP2, satisfying the rationality
conditions on ′.

SinceCP2 is a toric surface, we can associate to eachKähler class [$] the corresponding
Delzant polytope Δ$, i.e. the convex hull of the set {(0, 0), (; , 0), (0, ;)}, for some ; > 0.
To describe �2(CP2 ,R), we consider the polynomial ring R[E1 , E2 , E3], associating each
variable to a vertex of the polytope; moreover, let �8

:
denotes the 8-th component of the

primitive vector normal to the :-th edge of Δ$, with 8 = 1, 2 and : = 1, 2, 3. Then

�2(CP2 ,R) = R[E1 , E2 , E3]
(�1

:
E:), (�2

:′E:′)
=

R[E1 , E2 , E3]
(E1 − E3), (E2 − E3)

' R, (2.2.7)

with �2(CP2 ,Z) corresponding to Z, the Kähler cone to R+ and the intersection form
to the standard scalar product. For an explicit correspondence, we can use the general
formula

Area(Δ$) =
1
(2�)2Vol(-, $),

so, for example, $�( = 4�3 and ;�( = 1/2.
Using (2.2.7), we can rephrase (2.2.6) as the polynomial equation

1 + 

sin �̂
�: = �$: + 0�1

:
+ 1�2

:
,

for any 0, 1 ∈ R. Identifying�2(CP2 ,R)with R as in (2.2.7), we may assume �: = $: = 0
for : = 1, 2, so 0 = 1 = 1. Setting

̃ =
 ($, �)

2 ,
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2 dHYM equation with variable Kähler metric

the topological constant � is given by

� =
3$3 − ̃

$2
3

and (2.2.6) becomes the trivial equality

1 − ̃
�3$3

�3 =
3$3 − ̃

$2
3

$3 − 2.

2.3 Large and small radius limits

Large radius limit Let us consider the family of Kähler forms

$C = C$, C ∈ R>0.

The large radius limit, roughly mirror to a large complex structure limit on "̌, refers to
the leading behaviour of the moment maps �G̃ , �, computed with respect to $C , as
C →∞.

Proposition 2.3.1. Let �(ℎ) =
√
−1�, 2 = =[$]=−1∪[�]

[$]= . As C →∞, there is an expansion

〈�G̃(�), �〉

=

√
−1
=

∫
-

��(�)
( (
−=$=−1 ∧ � + 2$=

)
C=−1 + $(C=−3)

)
+ 1
=

∫
-

?∗(�)(
$=C= −

(
=(= − 1)

2 $=−2 ∧ � ∧ � − 2=$=−1 ∧ � + 1
2 2

2$=

)
C=−2 + $(C=−4)

)
.

As a consequence, the Kähler-Yang-Mills coupled equations introduced in [AGG13], in the
particular case of line bundles, arise as the large radius limit of the coupled equations (2.1.4).

Indeed, up to higher order terms as C → ∞, the system (2.1.4), becomes in the large
radius limit 

=$=−1 ∧ � = 2$=

B($C) − 
$= C=−

(
=(=−1)

2 $=−2∧�∧�−2=$=−1∧�+ 1
2 2

2$=
)
C=−2

($C )= = 5 ,

or equivalently {
Λ$� = 2

C−1B($) − 
(
1 − C−2Λ2

$(� ∧ �) − 1
2 C
−222) = 5 .
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Thus choosing the appropriate scaling behaviour for the coupling constant and datum,

 = ′C , 5 = −′C +
5̃

C

we arrive at the equations{
Λ$� = 2

B($) + ′
(
Λ2
$(� ∧ �) + 1

2 2
2) = 5̃ .

(2.3.1)

When 5̃ is a (topologically fixed) constant, these are precisely the coupled Kähler-Yang-
Mills equations studied in [AGG13], in the particular case of a holomorphic line bundle.

Proof. We prove now Proposition 2.3.1. As usual, it is convenient to write �(ℎ) =
√
−1�

and set I =
∫
-
(C$−

√
−1�)= . Identifying top classes with their integrals, wemay expand

as C →∞

I =
(
C=[$]= − C=−2 =(= − 1)

2 [$]=−2 ∪ [�] ∪ [�]
)
−
√
−1C=−1=[$]=−1 ∪ [�] + $(C=−3).

By definition, we have

4−
√
−1�̂ =

Ī

|I |

=

(
1 − (=[$]

=−1 ∪ [�])2
2([$]=)2

1
C2

)
+
√
−1
=[$]=−1 ∪ [�]
[$]=

1
C
+ $

(
1
C3

)
.

It follows that we have

Im
(
4−
√
−1�̂(C$ −

√
−1�)=

)
= =

(
−$=−1 ∧ � + [$]

=−1 ∪ [�]
[$]= $=

)
C=−1 + $(C=−3),

and similarly

Re
(
4−
√
−1�̂(C$ −

√
−1�)=

)
= $=C=

−
(
=(= − 1)

2 $=−2 ∧ � ∧ � − =[$]
=−1 ∪ [�]
[$]= =$=−1 ∧ � + (=[$]

=−1 ∪ [�])2
2([$]=)2 $=

)
C=−2

+ $(C=−4).

Now Proposition 2.3.1 follows at once from the definition of �G̃ .
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Small radius limit The small radius limit refers to the leading behaviour of the moment
maps �G̃ , �, computed with respect to $C , as C → 0.

Proposition 2.3.2. Let �(ℎ) =
√
−1�, 2 = =[$]∪[�]=−1

[�]= . As C → 0, there is an expansion

〈�G̃(�), �〉 =
√
−1
=

∫
-

��(�)
( (
=$ ∧ �=−1 − 2�=

)
C + $(C2)

)
+ 1
=

∫
-

?∗(�)
(
�= + $(C3)

)
.

Thus, up to higher order terms as C → 0, the system (2.1.4), becomes in the small
radius limit {

=$ ∧ �=−1 = 2�=

B($C) −  �=

($C )= = 5 ,

or equivalently, provided � is a Kähler form,{
Λ�$ = 2

C−1B($) −  �=

$= C= = 5 .

With the appropriate scaling behaviour

 = C=−1′, 5 = C−1 5̃

we arrive at the system {
Λ�$ = 2

B($) − ′ �=$= = 5̃ .
(2.3.2)

This comprises the J-equation of Donaldson [Don00] and Chen [Che04], well-known to
be a scaling limit of the dHYM equation (see e.g. [CXY17]). However, unlike the large
radius limit, it seems that the system (2.3.2) does not appear in the literature, except for
the case when " is a complex surface. In that case setting

" = 2� − $

we may rewrite (2.3.2) as the system{
"2 = $2

B($) − ′

22Λ$" = 5̃ + ′

22 .

In the particular case when 5̃ is a constant this comprises a complex Monge-Ampère
equation coupled to a twisted cscK equation, and it is precisely of the type studied by
Datar and Pingali [DP20].
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Proof. The case of small radius, Proposition 2.3.2, is similar to proof of Proposition 2.3.1.
We have, as C → 0

I = (−
√
−1)=

(
[�]= +

√
−1=[$] ∪ [�]=−1C + $(C2)

)
,

so

4−
√
−1�̂ =

Ī

|I |

= (
√
−1)=

(
1 −
√
−1
=[$] ∪ [�]=−1

[�]= C + $(C2)
)
,

and

4−
√
−1�̂(C$ −

√
−1�)= = �= +

√
−1

(
=$ ∧ �=−1 − =[$] ∪ [�]

=−1

[�]= �=
)
C + $(C2).

Proposition 2.3.2 follows immediately.

2.4 Extended gauge group and scalar curvature

This Section is devoted to the proofs of Theorem 2.1.1 and Corollary 2.1.2. Let "
be a compact =-dimensional Kähler manifold, with Kähler form $, and ! → " a
complex line bundle with a Hermitian metric ℎ. We consider the spaceA of ℎ-unitary
connections on !, endowed with the symplectic structure given by ΩdHYM. The G̃-
equivariant map � defined as

� : A → Hom(Lie G̃ , Lie G)
� ↦→ ��

associates to each connection � the projection operator �� introduced in (2.1.3). We
consider also the map �⊥ given by

�⊥ : A → Hom(Lieℋ , Lie G̃)
� ↦→ �⊥�

where the lifting operator �⊥
�
is uniquely defined by Id = � ◦ �� + �⊥

�
◦ ?, with � and

? as in (2.1.2). For any � ∈ Lie G̃, .� denotes the vector field on A associated to the
infinitesimal G̃-action onA :

.� |� =
3

3t

���
C=0

exp(C�) · �.

In particular we have
.�⊥-) |� = −-) y ��
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for any -) ∈ Lieℋ (see e. g. [AGG13], Lemma 1.5). It follows from [AGG13],
Proposition 1.3, that the G̃-action on A is Hamiltonian if and only if there is a G̃-
equivariant map � : A → (Lieℋ)∗ satisfying

ΩdHYM(.�⊥-) |� , 0) = 〈�G , 0(-))〉 + 3〈�, -)〉(0). (2.4.1)

We claim that this holds for the equivariant map defined by

〈�(�), -)〉 =
1
=

∫
-

)Re
(
4−
√
−1�̂($ − �(�))=

)
,

for all -) ∈ Lieℋ .
Since

√
−10 ∧ Im

(
4−
√
−1�̂($ − �(�))=

)
= 0, contracting with -) we obtain the identity

−
√
−1=0 ∧

(
-) y $

)
∧ Im

(
4−
√
−1�̂($ − �(�))=−1

)
+ =0 ∧

(
-) y �(�)

)
∧ Re

(
4−
√
−1�̂($ − �(�))=−1

)
+
√
−10(-)) Im

(
4−
√
−1�̂($ − �(�))=

)
= 0. (2.4.2)

On the other hand, by the above identity for the infinitesimal generator, we have

ΩdHYM(.�⊥-) |� , 0) = −
∫
-

0 ∧
(
-) y �(�)

)
∧ Re

(
4−
√
−1�̂($ − �(�))=−1

)
.

Also, by definition,

〈�G , 0(-))〉 = +
√
−1
=

∫
-

0(-)) Im
(
4−
√
−1�̂($ − �(�))=

)
,

and similarly

3〈�, -)〉(0) = −
1
=

∫
-

)Re
(
= 30 ∧ 4−

√
−1�̂($ − �(�))=−1

)
= −
√
−1

∫
-

)30 ∧ Im
(
4−
√
−1�̂($ − �(�))=−1

)
= −
√
−1

∫
-

0 ∧
(
-) y $

)
∧ Im

(
4−
√
−1�̂($ − �(�))=−1

)
.

Hence, using the identity (2.4.2),we see that the condition (2.4.1) is satisfiedandTheorem
2.1.1 follows.
Now we endow A × J with the infinite dimensional Kähler structure given by the

form
Ω = ΩdHYM +ΩDF
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with  > 0. The G̃-action on A × J preserves P, and combining our computation
above with the well-known results of Donaldson [Don97] and Fujiki [Fuj90] we see that
it is Hamiltonian, with equivariant moment map � : A × J → (Lie G̃)∗ given by

〈�(�, �), �〉 = −
∫
-

?∗(�)B(�)$= + 〈�G̃(�), �〉

=
√
−1

∫
-

��� Im
(
4−
√
−1�̂($ − �(�))=

)
−

∫
-

)
(
B(�)$= − Re

(
4−
√
−1�̂($ − �(�))=

))
,

for all (�, �) ∈ A × J , � ∈ Lie G̃ and ?∗(�) = -).
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In this Chapter, we focus on the equations and their large/small radius limits on
abelian varieties, with a source term, following ideas of Feng and Székelyhidi [FS11].
In particular we prove a priori estimates (see Propositions 3.1.1, 3.1.5) from which we
can deduce existence in some cases (see Theorems 3.1.3, 3.1.6, 3.1.7, 3.1.8). Our main
results, together with the necessary background, are contained in Section 3.1.

3.1 Background and main results

The equations on abelian varieties After establishing the general results described in
Chapter 2, here we focus on studying the coupled equations (2.1.4), and their scaling
limits, when " is an abelian variety. Note that in this special case the equations (2.1.4)
for constant 5 are always solvable by taking constant coefficients representatives, so in
fact it is necessary here to include a suitable non-constant source term.
Considering abelian varieties ismotivated inpart by the origin of the dHYMequations

in the �-model: for example, homological mirror symmetry for abelian varieties has
been studied in detail [Fuk02, PZ98]; moreover abelian varieties also play a special role
in this context as fibres of holomorphic Lagrangian fibrations (see e.g. [GW00]).

A more analytic reason is that the coupled equations (2.1.4) interact nicely with the
theory of the scalar curvature of Kähler metrics on complex tori, or more generally of
periodic solutions of Abreu’s equation, as developed by Feng and Székelyhidi [FS11]
(see also [LS15]). This is exploited in our results Theorems 3.1.3, 3.1.6 and 3.1.7.
Further motivation comes from the fact that the problem of realising solutions of the

coupled equations (2.1.4) effectively in the �-model, as in Remark 2.1.3, is more tractable
when " is a complex torus. We explain this, in a special case, in Proposition 3.1.9.
We can now discuss our existence results on abelian varieties. As in the work of Feng

and Székelyhidi [FS11] we may assume, without loss of generality, that" is the abelian
varietyC=/(Z=⊕

√
−1Z=) and [$0] is the class of the constantmetric$0 =

√
−1

∑
8 3I8∧3I 8 .
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The group *(1)= acts on ", by translations in the direction
√
−1R= . We will restrict to

*(1)=-invariant tensors and thus work effectively over the real torus ) = R=/Z= . Note
that an invariant Kähler metric 6 is given by the real Hessian of a convex function E(H)
on R= of the form

E(H) = 1
2 |H |

2 + #(H)

where# : R= → R isZ=-periodic (sowe have$6 =
√
−1

∑
8 , 9 E8 93I8∧3I 9). Such a function

has a well-defined Legendre transform D(G) : R= → R, where the "symplectic coordinates"
G and "real holomorphic" coordinates H are related by the diffeomorphism H = ∇D(G).
We begin by studying the special case when " is an abelian surface. As a preliminary

step we derive a priori estimates for invariant solutions of (2.1.4), under a semipositivity
condition, and a condition on the phase 4

√
−1�̂. These rely heavily on the results of [FS11]

and may be of independent interest.
As before, it is convenient to set �(ℎ) =

√
−1�, for a real 2-form �, and to formulate

our results in terms of �.
Proposition 3.1.1. Let " be an abelian surface, and ($6 , �) be a *(1)2-invariant solution of
the coupled equations (2.1.4), for a fixed function 5 . Suppose we have � ≥ 0, and the phase
4
√
−1�̂ satisfies

sin(�̂) < 0, cos(�̂) > 0.
Then there are a priori �: estimates on (6, �) of all orders, with respect to the background flat
metric $0, depending only on 5 , the phase 4

√
−1�̂, and the coupling constant . Moreover the

metric 6 is uniformly positive, depending on sup | 5 |,  and 4
√
−1�̂.

Remark 3.1.2. The necessary conditions that the class [�] is (semi)positive and that we
have sin(�̂) < 0, cos(�̂) > 0 are indeed compatible. A straightforward computation
shows that on a complex surface we have

cos(�̂) =
∫
$2 − �2((∫

$2 − �2
)2
+ 4

(∫
� ∧ $

)2
)1/2 ,

sin(�̂) = −
2
∫
� ∧ $((∫

$2 − �2
)2
+ 4

(∫
� ∧ $

)2
)1/2 , (3.1.1)

so it is enough to choose a positive class [�]with smaller volume than [$].
Proposition 3.1.1 is proved in Section 3.2. Similarly to the work of Feng-Székelyhidi

[FS11] in the case of the scalar curvature, using the Legendre transform we can apply
Proposition 3.1.1 to obtain an existence result for the coupled equations (2.1.4) on an
abelian surface". Let � be any*(1)2-invariant function on", satisfying the necessary
cohomological condition∫

-

�
$2

2 = −
∫
-

Re
(
4−
√
−1�̂($ − �(ℎ))2

)
.
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3 Coupled equations on abelian varieties

Theorem 3.1.3. Let " be an abelian surface with Kähler classes [$], [�]. Suppose the phase
4
√
−1�̂ satisfies

sin(�̂) < 0, cos(�̂) > 0.
Consider the equations (2.1.4), with coupling constant

 = ′ cos(�̂), ′ > 0

and datum 5 given by the image of any function �, as above, under Legendre duality, that is

5 (∇D(G)) = �(G).
Then, these are solvable provided the classes [�] and [$] are sufficiently close, depending only
on ′ and sup |�|.
Theorem 3.1.3 is proved in Section 3.2. The following application follows at once, by

rescaling suitably (recall Remark 2.1.4).
Corollary 3.1.4. Fix negative line bundles !, # on the abelian surface ". Then for all suffi-
ciently large :, depending only on ′, �, the equations (2.1.4) with coupling constant ′ cos(�̂)
and datum 5 as in Theorem 3.1.3 are solvable on the line bundle !⊗: ⊗ #−1, with respect to the
Kähler class −:21(!).
Theorem 3.1.3 suggests a similar approach, based on the positivity of !−1, in the case

of the large radius limit, that is, of the Kähler-Yang-Mills equations studied in [AGG13],{
Λ6� = �

B(6) + Λ2
6(� ∧ �) = 5 ,

(3.1.2)

for a smooth function 5 . Indeed it turns out that in this case we can obtain analogues of
Proposition 3.1.1 andTheorem3.1.3, for arbitrary dimension. Following [FS11] as above,
wemay assume,without loss of generality, that" is the abelian varietyC=/(Z=⊕

√
−1Z=)

and [$0] is the class of the metric $0 =
√
−1

∑
8 3I8 ∧ 3I 8 .

Proposition 3.1.5. Let (6, ℎ) be a*(1)=-invariant solution of (3.1.2) on a line bundle !→ ",
for a fixed function 5 . Suppose we have � ≥ 0. Then there are a priori �: estimates on (6, ℎ) of
all orders, with respect to the background flat metric $0, depending only on 5 , the dimension =,
the degree � of !−1, and the coupling constant . Moreover the metric 6 is uniformly positive,
depending only on sup | 5 |,  and �.
Let � be any*(1)=-invariant function on ", satisfying∫

"

�
$=

=! = �
[$]=
=! ,

where the topological constant � is given by

� = =(= − 1) (21(!))2 ∪ [$]=−2

[$]= .

Suppose [$] is the class of the curvature of an ample line bundle # on". We also fix a
negative line bundle !, with degree −�.
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3 Coupled equations on abelian varieties

Theorem 3.1.6. There exists an integer  > 0 such that, for all : ≥  , there are a Hermitian
metric ℎ on the fibres of != ⊗ (: − 1)�# and an invariant Kähler metric 6 ∈ 21(#), solving the
equations {

Λ6� = =:�

B(6) + 
(=:)2Λ

2
6(� ∧ �) = 5 ,

where 5 is the image of any function �, as above, under Legendre duality, that is

5 (∇D(G)) = �(G).

The integer  depends only on sup | 5 |, the dimension =, the degree �, and the coupling constant
.

Note that Theorem 3.1.6 is not obtained by "perturbation" around  = 0 and the
solution of the corresponding problem B(6) = 5 found by Feng-Székelyhidi. Indeed for
all : as in the statement we have∫

"

Λ2
6(� ∧ �)

$=
6

=! = (=:)
2� = $(:2),

so the term 
(=:)2Λ

2
6(�∧ �) coupling the metric to the connection is of order $(1) and the

actual coupling constant is , not 
:2 .

Theorems 3.1.3 and 3.1.6 apply when the datum 5 (or rather its Legendre transform
� with respect to the unknown 6) is arbitrary. We can obtain much more precise
results when � has a particular form. We consider here the case when � is invariant
under translations with respect to all but one of the symplectic coordinates, say G1. For
simplicity we analyse the case when" is the abelian surfaceC2/(Z2⊕

√
−1Z2), although

similar results hold much more generally.

Theorem 3.1.7. Suppose " is the abelian surface C2/(Z2 ⊕
√
−1Z2). Then, the coupled

equations (2.1.4) are solvable on any !, with respect to the class [$0], with coupling constant
 > 0, and datum 5 (H1) given by the image of any function �(G1), as above, under Legendre
duality, that is

5 (∇D(G)) = �(G1).

We also prove an analogue of this result for the large and small radius limits.

Theorem 3.1.8. In the situation of Theorem 3.1.7, the coupled Kähler-Yang-Mills equations
(2.3.1) are always solvable on !, with respect to the class [$0], with coupling constant  > 0,
and datum 5 (H1) given by the image of any function �(G1) under Legendre duality.
The same holds for the small radius limit coupled equations (2.3.2), under the condition

det(�0) > 0, where �0(ℎ) = ∑
8 , 9 �

0
8 9
3I8 ∧ 3I 9 is a constant curvature form for a metric on !.
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3 Coupled equations on abelian varieties

Let us return to the question of realising the solutions of the coupled equations
(2.1.4) effectively in the �-model. As recalled in Remark 2.1.3, it is always possible to
embed (", $) isometrically as the zero section of the holomorphic cotangent bundle
)∗", endowedwith a hyperkähler metric defined in a formal neighbourhood of the zero
section. It is natural to ask when this metric extends at least to an open neighbourhood
of the zero section, in the analytic topology. By the main result of [Fei01], this is the case
if and only if $ is real analytic.

Proposition 3.1.9. Suppose the datum �(G1) is real analytic. Then, the metric $ underlying
a solution of the coupled equations (2.1.4) given by Theorem 3.1.7 is also real analytic. It
follows that these solutions can be realised effectively in the �-model of an open neighbourhood
of " ⊂ )∗" endowed with a hyperkähler metric, extending $.

The proof is given in Section 3.4. Naturally it would be interesting to understand
when these extensions are complete.

The Appendix to this Chapter is devoted to the linearised Kähler-Yang-Mills equa-
tions in symplectic coordinates on a torus. In particular we prove that these linearised
equations correspond to a scalar linear differential operator which has trivial kernel and
is formally self-adjoint, with respect to the Lebesgue measure. Besides its application
in our proof of Theorem 3.1.6, we believe this may be a useful result in view of future
applications.

3.2 A priori estimates and Theorem 3.1.3

We consider the coupled equations (2.1.4) when " is an abelian surface C2/Λ. In
particularwewill soonassume that ! is semipositive. In order to simplify our exposition,
following [FS11], we can further assume that " = C2/(Z2 ⊕

√
−1Z2), and that the

background Kähler form is $0 =
√
−1

∑
8 3I8 ∧ 3I 8 . The general case only differs by

slightly more complicated notation.
The group*(1)2 acts on ", by translations in the direction

√
−1R= , and we will look

for invariant solutions, so we are effectively considering equations on the real torus
R2/Z2. Following [FS11], Section 5 we may formulate the problem (using invariant
complex coordinates, with real part H) in terms of a convex function

E(H) = 1
2 |H |

2 + #(H)

where # : R= → R is periodic, with fundamental domain Ω = [0, 1] × [0, 1], normalised
by #(0) = 0. The invariant metric 6 is given by the real Hessian of E(H), namely
$6 =

√
−1

∑
8 , 9 E8 93I8 ∧ 3I 9 . Then, by a standard formula in Kähler geometry, we have

B(6) = −1
4E

8 9[log det(E01)]8 9 .
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3 Coupled equations on abelian varieties

We set �(ℎ) =
√
−1�, and abusing notation slightly we think of � as a periodic function

with values in symmetric matrices (so we have �(ℎ) = ∑
8 , 9 �8 93I8 ∧ 3I 9). Then the

coupled equations (2.1.4) become
Im

(
4−
√
−1�̂ det(E8 9 −

√
−1�8 9)

)
= 0

−1
4E

8 9[log det(E01)]8 9 − 
Re

(
4−
√
−1�̂ det(E8 9−

√
−1�8 9)

)
det(E01) = 5 ,

(3.2.1)

where the phase 4
√
−1�̂ is determined by the cohomological condition∫

Ω

det(E8 9 −
√
−1�8 9) ∈ R>04

√
−1�̂ (3.2.2)

and the datum 5 must satisfy the necessary cohomological constraint∫
Ω

5 det(E01) = −
∫
Ω

Re
(
4−
√
−1�̂ det(E8 9 −

√
−1�8 9)

)
. (3.2.3)

It is especially convenient to formulate the problem in terms of symplectic coordinates,
that is, in terms of the Legendre transform D(G) of E(H), see [FS11] Section 5. Recall that
D(G) is defined by the equation

D(G) + E(H) = G · H,

where we set G = ∇E(H). Then D(G) has the form

D(G) = 1
2 |G |

2 + )(G). (3.2.4)

where ) : R= → R is periodic, with domain Ω, and we have the inverse relation

H = ∇D(G).

Using a well-known result of Abreu for the scalar curvature in symplectic coordinates
(see [Abr98]), as well as the fundamental Legendre duality property

E 8 9(H) = D8 9(G),

the coupled equations (2.1.4) become
Im

(
4−
√
−1�̂ det(D 8 9 −

√
−1�8 9(∇D))

)
= 0

− 1
4 [D 8 9]8 9 − Re

(
4−
√
−1�̂ det(D 8 9 −

√
−1�8 9(∇D))

)
det(D01) = �,

(3.2.5)

where the datum � is given by the relation �(G) = 5 (H) = 5 (∇D).
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3 Coupled equations on abelian varieties

A key advantage of formulating the problem in symplectic coordinates is that it is
now trivial to take the cohomological constraint (3.2.3) into account: the datum �(G)
must simply satisfy∫

Ω

�(G)3�(G) = −
∫
Ω

Re
(
4−
√
−1�̂ det(E8 9 −

√
−1�8 9)

)
with respect to the fixed Lebesgue measure 3�(G).
In the following we start from the equations in symplectic coordinates with datum

�(G) and define 5 (H) through the relation

5 (∇D(G)) = �(G).

Our first task is to establish the necessary a priori estimates for this problem, Proposition
3.1.5. As in [FS11], thefirst step for this is obtaining auniformbound for thedeterminant.

Lemma 3.2.1. Suppose the phase 4
√
−1�̂ satisfies

sin(�̂) < 0, cos(�̂) > 0.

Then, there are uniform constants 21 , 22 > 0, depending only on the coupling constant , the
phase 4

√
−1�̂ and on sup | 5 |, such that a solution of (3.2.1) with � ≥ 0 satisfies

0 < 21 < det(E01) < 22.

(Recall �(G), 5 (H) and D(G), E(H) are related by Legendre transform).

Proof. Feng-Székelyhidi [FS11] study Abreu’s equation

[D 8 9]8 9 = �̃

in all dimensions and for an arbitrary smooth periodic function �̃ (with zero average).
In loc. cit. Section 3 it is shown that solutions satisfy a uniform bound of the form

0 < 2′1 < det(D01) < 2′2

where the constants 2′1, 2
′
2 depend only on the dimension = and a bound on sup |�̃|.

In our case, we can write the equations in symplectic coordinates (3.2.5) in the form
[D 8 9]8 9 = �̃ with the choice

�̃ = −4Re
(
4−
√
−1�̂ det(D 8 9 −

√
−1�8 9(∇D))

)
det(D01) − 4�.

We claim that, under our assumptions, there is a uniform a priori bound for sup |�̃|,
depending only on sup |�|, , 4

√
−1�̂. Equivalently, we claim that there is a uniform

bound for the quantity

Re
(
4−
√
−1�̂ det(E8 9 −

√
−1�8 9)

)
det(E01)

=
Re(4−

√
−1�̂($ −

√
−1�)2)

$2 .
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3 Coupled equations on abelian varieties

In order to see this, note that in the two-dimensional case the coupled equations (2.1.4)
may be written as {

�2 sin(�̂) − 2� ∧ $ cos(�̂) − $2 sin(�̂) = 0
B($) − −�

2 cos(�̂)−2�∧$ sin(�̂)+$2 cos(�̂)
$2 = 5 .

In particular the dHYM equation is

sin(�̂) �
2

$2 − 2� ∧ $
$2 cos(�̂) = sin(�̂).

So under the conditions sin(�̂) < 0, cos(�̂) > 0, together with semipositivity � ≥ 0, the
dHYM equation implies the a priori bounds

�2

$2 < 1, � ∧ $
$2 <

| tan(�̂)|
2 , (3.2.6)

which immediately give the required bounds on �̃.

It is possible to obtain higher order estimates from the bound on the determinant
given by Lemma 3.2.1. Following [FS11] Section 4 the key idea is to write the second
equation in (3.2.5) in the form

* 8 9F8 9 = �̃ (3.2.7)

where* 8 9 is the cofactor matrix of the Hessian D8 9 , while

F = (det(D01))−1 ,

�̃ = −4Re
(
4−
√
−1�̂ det(D 8 9 −

√
−1�8 9(∇D))

)
det(D01) − 4�.

Note that this rewriting is possible because of the identity [* 8 9]8 = 0. Then (3.2.7) can
be regarded as a non-homogeneous linearised Monge-Ampère equation satisfied by F.

Lemma 3.2.2. Suppose the phase 4
√
−1�̂ satisfies

sin(�̂) < 0, cos(�̂) > 0.

Then, there are uniform constants 0 < Λ0 < Λ1, 0 < � < 1,Λ2,� > 0, depending only on 4
√
−1�̂,

 and �, such that for a solution D, � of (3.2.5) with � ≥ 0 we have

Λ0� < D8 9 < Λ1� , | |D | |�2,� < Λ2,� .

Proof. We first observe that by [FS11] Lemma 4 we have a uniform �1 bound on D. This
is independent of the equation satisfied by D and holds simply by periodicity, positivity
D8 9 > 0 and the normalisation #(0) = 0. In particular we have a uniform �0 bound on D.
Let us now show that we have an estimate on | |D | |�2,� for some � > 0, depending only

on sup |�|, , 4
√
−1�̂. In [TW] Section 3.7, Corollary 3.2, Trudinger-Wang give an interior
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3 Coupled equations on abelian varieties

Hölder estimate for a �2 solution of the non-homogeneous linearised Monge-Ampère
equation on the ball �1(0) ⊂ R= , for all =. Note that, adapting to our present notation,
they would actually write (3.2.7) as

* 8 9F8 9 =

(
�̃

det(D01)

)
det(D01).

Then their estimate takes the form

| |F | |��(�1/2(0)) ≤ �
(
| |F | |�0(�1(0)) +

∫
�1(0)

��� �̃

det(D01)

���= det(D01)3�
)
,

where 3� is the Lebesgue measure (so det(D01)3� is the Monge-Ampère measure asso-
ciated with D), where the constants �, � > 0 depend only on = and a pinching for the
quantity det(D01), that is, on constants 2′1 , 2

′
2 > 0 such that

0 < 2′1 < det(D01) < 2′2.

In the proof of Lemma 3.2.1we have shown that our current assumptions on 4
√
−1�̂ and �

imply a uniform �0 bound for the function �̃, depending only on tan(�̂), , sup |�|, see
(3.2.6). MoreoverLemma3.2.1 shows that thepinching constants 2′1 , 2

′
2 > 0 canbe chosen

uniformly, depending only on the same quantities. Recalling that F = (det(D01))−1, we
find that there is a uniform �� bound on F on the ball �1/2(0), in terms of tan(�̂),
, sup |�|. With our current conventions, the ball �1/2(0) does not contain a period
domain Ω = [0, 1] × [0, 1], but this is only a matter of notation. For example we could
have started with the lattice Λ = 1

4Z
2 ⊕

√
−1
4 Z

2. So we get a uniform a priori �� bound
on F everywhere.
By the definition of F, and the regularity we just obtained, the function D satisfies the

Monge-Ampère equation
F(G)det(D01(G)) = 1,

with �� coefficients. A well-known Schauder estimate due to Caffarelli [Caf90] shows
that then there is a uniform a priori �2,� bound on D(G), depending only on sup |�|, ,
4
√
−1�̂.
We claim that this implies a uniform bound Λ0� < D8 9 < Λ1�. Equivalently, we need

to show that the eigenvalues of the Hessian D8 9 are uniformly bounded, and bounded
away from 0, in terms of the usual quantities. But this follows immediately from the
uniform bound on the determinant 0 < 2′1 < det(D01) < 2′2 and the uniform bound on
| |D | |�2 , which we established above.

Remark 3.2.3. The proof and (3.2.6) actually show that the bounds only depend on an
upper bound for the quantities ,  | tan(�̂)| and sup |�|.
We can now complete the proof of Proposition 3.1.1. Recall that this claims that there

are a priori bounds of all orders on solutions (6, �) of (3.2.1) and on the positivity of the
metric 6, depending only on 4

√
−1�̂, , 5 , under the conditions

sin(�̂) < 0, cos(�̂) > 0, � ≥ 0.
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3 Coupled equations on abelian varieties

It is convenient to write
�8 9 =

[
1
2 H

)�H + !(H)
]
8 9

where � is a fixed, symmetric positive semidefinite matrix, and !(G) is periodic, with
period domain Ω, and satisfies !(0) = 0.
We will use the well-known reduction of the dHYM equation to complex Monge-

Ampère equation in the case of a complex surface (see e.g. [CXY17]). As in the proof of
Lemma 3.2.1, we write the dHYM equation as

−�2 sin(�̂) + 2� ∧ $ cos(�̂) = −$2 sin(�̂).

We consider a general equation of the form

(21� + 22$)2 = 23$
2

for some choice of constants 28 . This is of course

22
1�

2 + 22122� ∧ $ = (23 − 22
2)$2.

Recall we have sin(�̂) < 0, cos(�̂) > 0. Then choosing

21 = (− sin(�̂))1/2 , 22 =
cos(�̂)

(− sin(�̂))1/2
, 23 = −

1
sin(�̂)

shows that the dHYM condition becomes the complex Monge-Ampère equation(
(− sin(�̂))1/2� − cos(�̂)

(− sin(�̂))1/2
$

)2

= − 1
sin(�̂)

$2

or equivalently
"2 = $2

where
" = − sin(�̂)� + cos(�̂)$.

We should think of this as an equation for ", and so �, given $. Note that " is
automatically a Kähler class. By the Calabi-Yau Theorem, this Monge-Ampère equation
is solvable iff ∫

"2 =

∫
$2 ,

which of course determines 4
√
−1�̂ just as before. In our situation, this reduces to the

real Monge-Ampère

det(− sin(�̂)�8 9 + cos(�̂)E8 9) = det(E8 9). (3.2.8)
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By Lemma 3.2.2 and the Legendre transform we have a uniform estimate on | |E | |�2,� ,
depending only on sup |�|, , 4

√
−1�̂. Moreover, just as in the proof of that Lemma, we

observe that by [FS11] Lemma 4we have a uniform �1 bound on !. This is independent
of the equation satisfied by ! and holds simply by periodicity, (semi)positivity �8 9 ≥ 0
and the normalisation #(0) = 0. In particular we have a uniform �0 bound on !.
Caffarelli’s Hölder estimates for the real Monge-Ampère equation then give a uniform
bound on | |! | |�2,� , depending only on sup |�|, , 4

√
−1�̂. In particular we have a uniform

�� bound on �8 9 .
We use the latter estimate on the bundle curvature � in the linearisedMonge-Ampère

equation (3.2.7), yielding a uniform �2,� bound on F = (det(D01))−1 and so in turn a
uniform bound on | |D | |�4,� , depending only on | |�| |�� , , 4

√
−1�̂.

We can now proceed inductively, using the equations (3.2.7) and (3.2.8), to obtain esti-
mates of all orders on E and !, depending only on �, , 4

√
−1�̂. Proposition 3.1.1 follows.

Given the a priori estimates of Proposition 3.1.1, we are in a position to prove Theorem
3.1.3. Recall that this involves the choice of coupling constant

 = ′ cos(�̂)

for some fixed ′ > 0. The proof relies on the continuity method. We apply this to the
family of equations, depending on a parameter C ∈ [0, 1], given by{

Im
(
4−
√
−1�̂ det(D 8 9 −

√
−1�8 9(∇D))

)
= 0

[D 8 9]8 9 = �̃C − 4(1 − C)
∫
Ω
�(G)3�(G),

(3.2.9)

where we set

�̃C = −4′ cos(�̂)Re
(
4−
√
−1�̂ det(D 8 9 −

√
−1�8 9(∇D))

)
det(D01) − 4C�.

For C = 0 the equations are solvable by choosing E8 9 = D 8 9 and �8 9 to be constant repre-
sentatives of their cohomology classes.
By Proposition 3.1.1 the set of times C ∈ [0, 1] for which the equations (3.2.9) are

solvable is closed as long as the solution satisfies � ≥ 0. We claim that if the classes
[�] and [$] are sufficiently close, depending only on sup |�| and ′, then the bundle
curvature actually remainsnegative, i.e. the condition � > 0 is closed along the continuity
path. To see this we use the complex Monge-Ampère equation

(− sin(�̂)� + cos(�̂)$)2 = $2

satisfied by �. We have shown in the proof of Lemma 3.2.1 that, assuming only semi-
posivity � ≥ 0, one has a priori bounds on $,

0 < Λ0$0 < $ < Λ1$0 , | |$ | |��($0) < Λ2,� ,
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depending only on an upper bound for the quantities ,  | tan(�̂)|, sup |�| (see Remark
3.2.3). Thus, with our choice of coupling constant  = ′ cos(�̂) for some fixed ′, we see
that the constantsΛ0,Λ1,Λ2,� above can be chosen uniformly in terms of ′, sup |�| only,
and in particular do not depend on C ∈ [0, 1] and on [�]. Then with our assumptions, if
[�] − [$] → 0 ∈ �1,1(-,R) we have cos(�̂) → 0+, − sin(�̂) → 1− and | |� − $ | |$ → 0. So
by choosing [�] and [$] to be sufficiently close, depending only on ′, sup |�| we can
make sure that � remains strictly positive along the continuity path.

It remains to check openness of the continuity path. The condition � > 0 is clearly
open, so we only need to show that, with our choice  = ′ cos(�̂), the linearisation of
the equations (3.2.9) at any point of the path are always solvable provided [�], [$] are
sufficiently close, in a uniform way. Consider the equations obtained in the limiting
case cos(�̂) = 0: {

�2 = $2

B($) = 5 (∇D).

By the results of [FS11] Section 2, the corresponding linearised equations are uniquely
solvable, so the same holds for the linearisation of (3.2.9) for cos(�̂) sufficiently small,
depending only on our a priori estimates on solutions of (3.2.9), and so on ′, �. This
completes the proof of Theorem 3.1.3.

3.3 Kähler-Yang-Mills equations on abelian varieties and
Theorem 3.1.6

We proceed to prove our main results concerning the Kähler-Yang-Mills system on an
abelian variety" of arbitrary dimension =, Proposition 3.1.5 and Theorem 3.1.6. Recall
the system is given by {

Λ6� = �

B(6) + Λ2
6(� ∧ �) = 5 ,

where �(ℎ) =
√
−1� is the curvature of aHermitianmetric on the fibres of a holomorphic

line bundle !→ ", of degree −�, and 5 ∈ �∞(") is a prescribed function. Note that a
solution 6 must satisfy the cohomological constraint∫

"

5
$=
6

=! = 

∫
"

� ∧ � ∧
$=−2
6

(= − 2)! . (3.3.1)

Using the identity (involving pointwise norms)

Λ2
6(� ∧ �) = 2| |Λ6� | |26 − 2| |� | |26
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3 Coupled equations on abelian varieties

the equations can be written in the form{
Λ6� = �,

B(6) = 5 + 2 | |� | |26 − 2�2.

Following [FS11]wemay assume,without loss of generality, that" is the abelian variety
C=/(Z= ⊕

√
−1Z=) and [$0] is the class of the metric $0 =

√
−1

∑
8 3I8 ∧ 3I 8 . Then*(1)=

acts on", by translations in the
√
−1R= direction. We suppose that 5 is*(1)=-invariant

and look for *(1)=-invariant solutions. As in the previous Section, we formulate the
problem in terms of the convex function

E(H) = 1
2 |H |

2 + #(H)

where # : R= → R is periodic, with period domain Ω = [0, 1]= , and of its Legendre
transform

D(G) = 1
2 |G |

2 + )(G). (3.3.2)

where ) : R= → R is periodic with the same period domain Ω. As before, the invariant
metric 6 is given by the real Hessian of E(H), namely $6 =

√
−1

∑
8 , 9 E8 93I8 ∧ 3I 9 . Then

we have

B(6) = −1
4E

8 9[log det(E01)]8 9 ,

| |� | |26 = E 8 9E:;�8;�: 9 .

So the equations become{
E 8 9�8 9 = �

E 8 9[log det(E01)]8 9 = −4 5 + 8�2 − 8E 8 9E:;�8;�: 9 .
(3.3.3)

Here � = �8 9 is regarded as a periodic function with values in symmetric matrices (so
we have �(ℎ) = −∑

8 , 9 �8 93I8 ∧ 3I 9).
In terms of the Legendre transform, the equations are{

D8 9�8 9(∇D) = �

[D 8 9]8 9 = −4� + 8�2 − 8D8 9D:;�8;(∇D)�: 9(∇D),
(3.3.4)

where we set �(G) = 5 (H) = 5 (∇D). From this symplectic viewpoint, it is trivial to take
the constraint (3.3.1) into account: the datum �(G)must simply satisfy∫

Ω

�(G)3�(G) = 

∫
"

� ∧ � ∧
$=−2
6

(= − 2)!

with respect to the fixed Lebesgue measure 3�(G). As in the previous Section, we start
from the equations in symplectic coordinates with datum �(G) and define 5 (H) through
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3 Coupled equations on abelian varieties

the relation 5 (∇D(G)) = �(G).

We can now establish our a priori estimates, Proposition 3.1.5. A simple computation
shows that we have

E 8 9�8 9 = tr(Hess(E)−1�),
E 8 9E:;�8;�: 9 = tr

(
(Hess(E)−1�)2

)
.

So our equations, in invariant complex coordinates, are equivalent to{
tr(Hess(E)−1�) = �,

E 8 9[log det(E01)]8 9 = −4 5 + 8�2 − 8 tr
(
(Hess(E)−1�)2

)
.

Suppose E, � give a solution with � ≥ 0 (so in particular the bundle ! is seminega-
tive). Note that Hess(E)−1� is a product of symmetric matrices and so it is similar to
a symmetric matrix, hence it has real eigenvalues �8 . Since both Hess(E)−1 and � are
positive definite and semidefinite respectively, by assumption, we have in fact �8 ≥ 0.
The condition

tr(Hess(E)−1�) = � > 0

immediately gives the bound 0 ≤ �8 ≤ �. Therefore

0 ≤ tr
(
(Hess(E)−1�)2

)
=

∑
8

�2
8 < =�2.

It follows immediately that under the semipositivity assumption � ≥ 0 there is a uniform
�0 bound for the image under Legendre duality of the quantity

�̃ = −4� + 8�2 − 8D8 9D:;�8;(∇D)�: 9(∇D), (3.3.5)

depending only on sup | 5 |,=,�. This bound is preserved under pullback by the diffeo-
morphism induced by Legendre duality. On the other hand the second equation in
(3.3.4) is precisely [D 8 9]8 9 = �̃. If follows that we have a uniform a priori bound on the
quantity [D 8 9]8 9 , depending only on sup | 5 |, =, �. From here, proceeding exactly as in the
proof of Lemma 3.2.2, we find that there are uniform constants 0 < Λ0 < Λ1, 0 < � < 1,
Λ2,� > 0, depending only on �, =, �, such that for a solution D, � of (3.3.4) with � ≥ 0
we have

Λ0� < D8 9 < Λ1� ,

| |D | |�2,� < Λ2,� . (3.3.6)

Let us now consider the bundle curvature, or equivalently the form �. Recall that, on
the universal cover, this is given by the Hessian of a function,

�8 9 =

[
1
2 H

)�H + !(H)
]
8 9

,
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3 Coupled equations on abelian varieties

where � is a fixed, symmetric positive semidefinite matrix, and !(G) is periodic, with
period domain Ω. We can normalise ! so that !(0) = 0. The HYM equation Λ6� = �
satisfied by ℎ can be seen as a second order linear elliptic PDE,with periodic coefficients,
satisfied by the periodic function !,

E 8 9!8 9 = � − E 8 9�8 9 . (3.3.7)

By standard Schauder theory and periodicity there is a bound

| |! | |�2,�(Ω) ≤ �2,�
(
| |! | |�0(Ω) + ||� − E 8 9�8 9 | |�2,�(Ω)

)
,

where �2,� > 0 depends only on | |E 8 9 | |�2,�(Ω) and the ellipticity constants. By our previ-
ous a priori bounds (3.3.6) and the Legendre transform, both quantities are uniformly
bounded in terms of sup | 5 |, =, �. It follows that in fact we have an a priori bound of
the form

| |! | |�2,�(Ω) ≤ �2,� | |! | |�0(Ω) + �′2,�
where the constants �2,� , �

′
2,� > 0 depend only on sup | 5 |, =, �. Moreover, just as in the

proof of Lemma 3.2.2 and by [FS11] Lemma 4, we have a uniform �1 bound on !, so we
see that | |! | |�2,�(Ω) is controlled only by sup | 5 |, =, �.
As in the proof of Proposition 3.1.1, we can use this estimate on ! in the linearised

Monge-Ampère equation (3.2.7), with �̃ nowgiven by (3.3.5). The resulting�� boundon
�̃ gives a �2,� bound onF = (det(D01))−1 and so a uniform bound on | |D | |�4,� , depending
only on | |�| |�� , �, =.
We can now proceed inductively, using the linearised Monge-Ampère (3.2.7) (with

right hand side given by (3.3.5)) and the Poisson equation (3.3.7), to obtain estimates of
all orders on E and !, depending only on �, �, =. Proposition 3.1.5 follows.

3.3.1 Proof of Theorem 3.1.6

We are in a position to prove Theorem 3.1.6. Recall for this result we have a negative
line bundle !, respectively an ample line bundle # on ", where ! has degree −� and
[$] = 21(#). We are concerned with the system{

D8 9�8 9(∇D) = :�
[D 8 9]8 9 = −4� + 8 

:2�
2 − 8 

:2D8 9D:;�8;(∇D)�: 9(∇D).

Here
√
−1� is the curvature of a metric on the fibres of !⊗ (: −1)�# for some : ≥ 1. We

claim that by taking : sufficiently large, depending only on sup |�|, =, �, we can find D
and � solving the equations.
For the proof it is convenient to work instead with the Q-line bundle (1 − �)! + �

=# .
Here � is a parameter in the construction, to be chosen appropriately. At the end of the
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3 Coupled equations on abelian varieties

argument we will see how to obtain from this a solution on a genuine line bundle. So
we have

�8 9 = (1 − �)�̃8 9 + �
�

=
E8 9 , � ∈ (0, 1) ∩Q

where
√
−1�̃ is the curvature of some metric on the fibres of !.

The proof relies on the continuity method. We apply this to the family of equations,
depending on the parameter �, given by

D8 9�8 9(∇D) = �

[D 8 9]8 9 = −4C� − 4(1 − C)
∫
Ω
�(G)3�(G) + 8�2 − 4D8 9D:;�8;(∇D)�: 9(∇D)

� > 0,
(3.3.8)

for C ∈ [0, 1].
When C = 0 a solution of (3.3.8) is given in complex coordinates by taking

E(H) = 1
2 |H |

2 , �8 9 = (1 − �)�8 9 + �
�

=
E8 9 > 0

for all � ∈ (0, 1) ∩Q, where � > 0 is a constant symmetric matrix.
We will show in the Appendix that the linearised equations corresponding to the

system (3.3.4) are uniquely solvable. This implies that the set of times C ∈ [0, 1] for
which (3.3.8) has a solution is open.
We claim that this set is also closed. By Proposition 3.1.5 we have a priori �: estimates

of all orders on solutions of (3.3.8), as well as on the positivity of the solution metric 6,
which only depend on �, =, �, and in particular are independent of C ∈ [0, 1]. Then it
follows from the Ascoli-Arzelà Theorem that we can take the limit of a (sub)sequence
of solutions, corresponding to times C8 → C ∈ [0, 1] and obtain a solution at time C.
It remains to be seen that the positivity condition � > 0 is also closed. Arguing by

contradiction we assume that for the limit solution we have � ≥ 0 but not � > 0. So we
have

(1 − �)�̃8 9(�) + �
�

=
E8 9(�) = 0

for some unit vector �. Recall that �̃ takes the form

�̃8 9 =

[
1
2 H

)�H + !(H)
]
8 9

for a periodic function !, so we find

Hess(!)(�) = −�(�) −
�

1 − �
�

=
Hess E(�). (3.3.9)

The equation satisfied by �8 9 = (1 − �)�̃8 9 + � �
= E8 9 in complex coordinates is

E 8 9
(
(1 − �)�̃8 9 + �

�

=
E8 9

)
= �.
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3 Coupled equations on abelian varieties

It follows that �̃ satisfies the equation

E 8 9 �̃8 9 = �,

or is terms of !
E 8 9!8 9 = � − E 8 9�8 9 .

Recall we are free to normalise !with an additive constant. In particular we can assume
that ! is !2-orthogonal with respect to the metric 6 to constant functions, that is, to the
kernel of the LaplacianΔ6 . With this assumption we have a standard Schauder estimate

| |! | |�2,�(Ω) ≤  2,� | |� − E 8 9�8 9 | |��(Ω) ,

where  :,� > 0 depends only on | |E 8 9 | |��(Ω) and the ellipticity constants. By the proof
of Proposition 3.1.5 all these quantities, with | |� − E 8 9�8 9 | |��(Ω), are uniformly bounded
in terms of sup |�|, =, �, assuming only � ≥ 0 (in particular, independently of C ∈ [0, 1]
and � ∈ (0, 1) ∩ Q). It follows that we have a uniform bound on | |! | |�2(Ω). But (3.3.9),
together with the strictly positive uniform lower bound on Hess(E) given by Proposition
3.1.5, implies that Hess(!)(�) can be made arbitrarily large by taking � sufficiently close
to 1. This is a contradiction, arising from our assumption that at some time � is only
semipositive.
The upshot is that for all rational � sufficiently close to 1, depending only on sup |�|,

=, �, we have 6, �, providing a solution on theQ-line bundle (1− �)!+ � �
=# . In general,

if 6, � give a solution to the Kähler-Yang-Mills equations (2.3.1) on a line bundle, then
the same 6 together with the rescaled 2-form �� solve the system{

Λ6(��) = ���

B(6) + 
�2Λ

2
6((��) ∧ (��)) = �.

We apply this simple consideration to our solution 6, � above, choosing � = 1 − 1
: for

sufficiently large :, and with scaling factor � = =:. This yields a solution defined on the
fibres of != ⊗ (: − 1)�# , and with parameter 

(=:)2 , as claimed by Theorem 3.1.6.

3.4 Proof of Theorems 3.1.7 and 3.1.8

In the present context " is the abelian surface C2/(Z2 ⊕
√
−1Z2) and the datum 5 only

depends on a single coordinate, say H1. Equivalently, its Legendre transform � only
depends on G1. The coupled equations (2.1.4) are equivalent to the system

Im
(
4−
√
−1�̂ det(E8 9 −

√
−1�8 9)

)
= 0

− 1
4E

8 9[log det(E01)]8 9 − 
Re

(
4−
√
−1�̂ det(E8 9−

√
−1�8 9)

)
det(E01) = 5 (H1),
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to be solved for matrices E, � of the form

E8 9 =

(
1 + #′′(H1) 0

0 1

)
, �8 9 = �

0
8 9 + !

′′(H1)�18�19 =

(
0 + !′′(H1) 1

1 2

)
.

Here we have, a priori, 1+#′′(H1) > 0 , while we are not imposing positivity conditions
on �8 9 . The phase 4

√
−1�̂ is determined by the constraint∫

Ω

det(E8 9 −
√
−1�8 9) ∈ R>04

√
−1�̂ .

We have

det(E8 9 −
√
−1�8 9) =

(
1 − det(�0) + #′′ − 2!′′

)
−
√
−1

(
tr(�0) + !′′ + 2#′′

)
,

so integrating using the periodic boundary conditions shows

4
√
−1�̂ =

1 − det(�0) −
√
−1 tr(�0)( (

1 − det(�0)
)2 +

(
tr(�0)

)2)1/2 .

Similarly we have

Im
(
4−
√
−1�̂ det(E8 9 −

√
−1�8 9)

)
= − sin(�̂)

(
1 − det(�0) − 2!′′ + #′′

)
− cos(�̂)

(
tr(�0) + 2#′′ + !′′

)
,

so that the dHYM equation becomes the algebraic identity

!′′ = −
sin(�̂)

(
1 − det(�0)

)
+ cos(�̂) tr(�0) + #′′(G)(2 cos(�̂) + sin(�̂))

cos(�̂) − 2 sin(�̂)
.

Using this identity for !′′ gives

Re
(
4−
√
−1�̂ det(E8 9 −

√
−1�8 9)

)
det(E01)

=
12(

#′′ + 1
)
(cos(�̂) − 2 sin(�̂))

− 22 + 1
2 sin(�̂) − cos(�̂)

.

On the other hand the scalar curvature is given by

−1
4E

8 9[log det(E01)]8 9 = −
1
4
(log(1 + #′′))′′

1 + #′′ ,

so that the coupled equations (2.1.4) become the single nonlinear ODE

−1
4
(log(1 + #′′))′′

1 + #′′ − 12(
#′′ + 1

)
(cos(�̂) − 2 sin(�̂))

+ (22 + 1)
2 sin(�̂) − cos(�̂)

= 5 (H1).
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Now consider the Legendre transform of the convex function of a single variable

1
2 H

2
1 + #(H1).

This takes the form
1
2G

2
1 + )(G1)

for some periodic )(G1), and by the standard Legendre property

1 + )′′(G1) =
1

1 + #′′(H1)

together with the one-dimensional case of Abreu’s formula for the scalar curvature

−1
4
(log(1 + #(H1)′′))′′

1 + #(H1)′′
= −1

4

(
1

1 + )′′(G1)

)′′
we find that the above nonlinear ODE, to which we reduced the coupled equations
(2.1.4), can be written in terms of )(G1) as

− 1
4

(
1

1 + )′′

)′′
−

12(1 + )′′)
cos(�̂) − 2 sin(�̂)

+ (22 + 1)
2 sin(�̂) − cos(�̂)

− �(G1) = 0, (3.4.1)

where �(G1) denotes the image of 5 (H1) under the Legendre transform diffeomorphism,
as usual. We are assuming of course the cohomological compatibility condition∫ 1

0
�(G1)3G1 = −

12

cos(�̂) − 2 sin(�̂)
− (22 + 1)
2 sin(�̂) − cos(�̂)

.

In order to prove the existence of a periodic solution ), satisfying 1 + )′′ > 0, we argue
precisely as in the proofs of Theorems 3.1.3 and 3.1.6, relying on the same continuity
method and the results of Feng-Székelyhidi. Thus in order to obtain closedness it is
enough to prove that a periodic solution ) of (3.4.1), with 1 + )′′ > 0, would satisfy a
priori a uniform �0 bound on the scalar curvature. Equivalently it is enough to prove a
uniform a priori �0 bound for the quantity����� 12(1 + )′′)

cos(�̂) − 2 sin(�̂)

�����
for a solution of (3.4.1). But since we have 1 + )′′ > 0 by assumption, we only need to
show that there is a uniform a priori bound from above, )′′ < �. Thus suppose Ḡ1 is a
point at which 1 + )′′(G1) attains its maximum. Then at Ḡ1 the quantity (1 + )′′(G1))−1

attains its minimum, so we have (
1

1 + )′′(Ḡ1)

)′′
≥ 0.
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Using the equation (3.4.1) this shows

12(1 + )′′(Ḡ1))
cos(�̂) − 2 sin(�̂)

− (22 + 1)
2 sin(�̂) − cos(�̂)

≤ −�(Ḡ1) ≤ sup |�|.

Since we already know 1 + )′′(Ḡ1) > 0, and we have  > 0, if we further assume the
condition

12

cos(�̂) − 2 sin(�̂)
> 0

the above inequality immediately gives the required uniform bound )′′ < �. But a little
computation shows that we have in fact

12

cos(�̂) − 2 sin(�̂)
=

12

1 + 12 + 22
(
(1 − det(�0))2 + (tr(�0))2

)1/2

so this quantity is nonnegative, and only vanishes for 1 = 0, inwhich case (3.4.1) reduces
to the (solvable) Abreu equation.
To obtain openness for the continuitymethod,weneed to show that the operator given

by the left hand side of (3.4.1), mapping �:,0 ((1 , 3�) to �:−4,
0 ((1 , 3�), has surjective

differential at a solution. The differential maps ¤) to !
( ¤)′′
(1+)′′)2

)
, where we set, for any

� ∈ �:,((1 , 3�),

!(�) = 1
4�
′′ −

12(1 + )′′)2�
cos(�̂) − 2 sin(�̂)

.

The operator ! acting on �:,((1 , 3�) is formally self-adjoint and has trivial kernel by
the condition 12

cos(�̂)−2 sin(�̂)
> 0. Thus the equation !(�) = � is uniquely solvable for

all periodic �, and if � ∈ �:−2,
0 ((1 , 3�) the unique solution � ∈ �:,((1 , 3�) satisfies∫

(1 + )′′)2� = 0, so in turn the equation
¤)′′

(1+)′′)2 = � is solvable.

Theorem 3.1.8 follows from similar arguments. The large and small radius limit
equations are given by{

E 8 9�8 9 = �

−1
4E

8 9[log det(E01)]8 9 − 2E 8 9E:;�8;�: 9 + 2�2 = 5 (H1),

respectively {
� 8 9E8 9 = �

− 1
4E

8 9[log det(E01)]8 9 −  det(�01)
det(E01) = 5 (H1),

where
� = tr(�0), � = tr(�0)

det(�0) .
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In both cases, theHYM(i.e. Poisson) equation and the J-equation canbe solved explicitly,
giving the identities

!′′ = 0#′′,

respectively

!′′ =
2 det(�0)
12 + 22 #′′.

Using these identities, we find that the large radius limit becomes the nonlinear ODE

−1
4
(log(1 + #′′))′′

1 + #′′ − 2(02 + 22) − 412

1 + #′′(G) + 2(tr(�0))2 = 5 (H1),

and similarly the small radius limit becomes

−1
4
(log(1 + #′′))′′

1 + #′′ − 12 det(�0)
(12 + 22)

(
1 + #′′(G)

) − 22 det(�0)
12 + 22 = 5 (H1).

Taking the Legendre transform 1
2G

2
1 + ) of the convex function 1

2 H
2
1 + #, we obtain the

ODE

−1
4

(
1

1 + )′′(G1)

)′′
− 2(02 + 22) − 412(1 + )′′(G)) + 2(tr(�0))2 = �(H1),

respectively

−1
4

(
1

1 + )′′(G1)

)′′
−
12 det(�0)

(
1 + )′′(G)

)
(12 + 22) − 22 det(�0)

12 + 22 = �(H1).

We can now apply the same maximum principle argument used in the proof of
Theorem 3.1.7, to conclude that the large radius limit equations are solvable provided
the condition

12 > 0

is satisfied, and the same holds for the small radius limit equations under the condition

12 det(�0)
(12 + 22) > 0.

Of course the large radius limit condition holds unless 1 = 0, in which case we reduce
to the (solvable) Abreu equation. On the other hand the small radius limit condition
det(�0) > 0 does give a nontrivial constraint.

Finally, let us prove Proposition 3.1.9. Recall that in the proof of Theorem 3.1.7
we reduced the coupled equations (2.1.4) to the single nonlinear ODE (3.4.1) for the
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Legendre transform 1+ )′′(G1). We only need to show that if �(G1) is real analytic, then
so is 1 + )′′(G1). Setting*(G1) = (1 + )′′(G1))−1, (3.4.1) is equivalent to the system{

*′ = +,

+′ = −
(

412

cos(�̂)−2 sin(�̂)

)
1
* −

4(22+1)
2 sin(�̂)−cos(�̂)

− 4�(G1).

If (*,+) is a solution with* > 0 and �(G1) is real analytic, it follows from the Cauchy-
Kovalevskaya Theorem that *,+ are also real analytic. The solution constructed in
Theorem 3.1.7 satisfies* > 0, so Proposition 3.1.9 follows.

3.A Appendix - Linearised equations

This Appendix studies the linearisation of the Kähler-Yang-Mills equations formulated
in symplectic coordinates on a torus. In particular we prove that these linearised
equations correspond to a scalar linear differential operator which has trivial kernel and
is formally self-adjoint, with respect to the Lebesgue measure.
Thus we consider the system (3.3.4), replacing the datum � with �C = C� + (1 −

C)
∫
Ω
�(G)3�(G) for C ∈ [0, 1]. In complex coordinates

�8 9(H) = �8 9 + !8 9(H), (3.A.1)

where �8 9 denotes a constant symmetric matrix; using this notation, the system (3.3.4)
in symplectic coordinates has the form:

D8 9�8 9 + %8D 8 9%9! = �

[D 8 9]8 9 + (%8(D ;<!<))(%;(D 8=!=))
+�8:� 9;D8 9D:; + 2(%9(D:=!=))D:;� 9; + �C = 0,

(3.A.2)

where, with a small abuse of notation, ! denotes also the Legendre transform of the
function in (3.A.1). In order to study the linearization of (3.A.2), we consider the linear
operator !( ¤D) associated to the second equation, which has the form

!( ¤D) = − %2
8 9(D

80 ¤D01D1 9) + 2(%8(D ;< ¤!( ¤D)<))(%;(D 8=!=))
− 2(%8(D ;0 ¤D01D1<!<))(%;(D 8=!=)) + 2�8:� 9; ¤D8 9D:;
+ 2(%9(D:= ¤!( ¤D)=))D:;� 9; + 2(%9(D:=!=)) ¤D:;� 9;
− 2(%9(D:0 ¤D01D1=!=))D:;� 9; ,

(3.A.3)

where ¤!( ¤D) is the unique solution of the linearization of the first equation in (3.A.2):

¤D8 9�8 9 + Δ ¤! − %8(D 80 ¤D01D1 9! 9) = 0 (3.A.4)

with the normalization
∫
"
¤!3� = 0 and with Δ = %8D 8 9%9 . In order to prove that the

operator ! : �#,0 ()=) → �#−4,
0 ()=), at a solution of (3.A.2), is invertible for a sufficently
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large# ∈ N and 0 <  < 1, is enough to show that ! is injective and formally self-adjoint
with respect to the !2-product defined by the volume form 3�. Then, by the implicit
function theorem, if we have a smooth solution of (3.A.2) for C̄ ∈ [0, 1], there exist �#,
solutions for C̄ + �, with � << 1. By standard bootstraping technique, these solutions
are actually smooth.
We prove that, for any �, � ∈ �#,0 ()=) with # >> 1,

∫
-
�!(�) =

∫
-
�!(�), omitting

in the following the volume form, in order to ease the notation. We split !(�) =
!0(�) + !1( ¤!(�)), with

!0(�) = − %2
8 9(D

80�01D
1 9) + 2(%9(D:=!=))�:;� 9;

− 2(%8(D ;0�01D1<!<))(%;(D 8=!=)) + 2�8:� 9;�8 9D:;
− 2(%9(D:0�01D1=!=))D:;� 9; ,

(3.A.5)

!1(�) = + 2(%9(D:= ¤!(�)=))D:;� 9; + 2(%8(D ;< ¤!(�)<))(%;(D 8=!=)). (3.A.6)

We will show that ∫
"

(�!0(�) − �!0(�)) = −
∫
"

(�!1(�) − �!1(�)) .

At a solution of (3.A.2), integrating by parts, we get the following identities for the
different terms of

∫
"
�!0(�):

1. ∫
�%2

8 9(D
80�01D

1 9) =
∫

�%2
8 9(D

80�01D
1 9);

2. ∫
��:;� 9;%9(D:=!=) =∫
�: 9D

:=!=�;� 9; +
∫

�:D
:=!=�; 9�; 9 −

∫
��;� 9;%9Δ!;

3. ∫
�(%8(D ;0�01D1<!<))(%;(D 8=!=)) =∫
�8D

8=!=%9(D 90�01D1;!;) −
∫

�1D
1<!<%9(D 90�01D1;!;)

+
∫

�(D ;0�01D1<!<)%;(Δ!) −
∫

�(D ;0�01D1<!<)%;(Δ!)

+
∫

�%0(D1<!<)%1(D0;�;8D 8=!=);

68



3 Coupled equations on abelian varieties

4. ∫
��8:� 9;�8 9D:; =∫
��8:� 9;D:;�8 9 +

∫
��8:� 9;D:; 9�8 −

∫
��8:� 9;D:;8�9 ;

5. ∫
�D:;� 9;%9(D:0�01D1=!=) =∫
�1D

1=!=�90� 90 −
∫

��91� 90%0(D1=!=) −
∫

��9� 90%0Δ!

+
∫

��1D
1=!=D

:0
0 D9:;� 9; +

∫
�D:0D9:;�; 9�1%0(D1=!=)

+
∫

��1D
:0D1=!=D9:;0�; 9 −

∫
��0D

:0
1
D1=!=D9:;�; 9

−
∫

��0D
:0D9:;�; 9Δ! −

∫
�D1=!=�0D

0:D9:;1�; 9

+
∫
(%9(D:0�01D1=!=))D:;�; 9� +

∫
�01D

:0D1=!=D:;�; 9�9 .

Hence, after several cancellations, we get

−
∫
"

�!0(�) +
∫
"

�!0(�) =

=

∫
�8D

8=!=%9(D 90�01D1;!;)︸                             ︷︷                             ︸
(8)

−
∫
(�1D1<!<)%9(D 90�01D1;!;)︸                                ︷︷                                ︸

(88)

+
∫

�90� 90�1D
1=!=︸                 ︷︷                 ︸

(888)

−
∫

�90� 90�1D
1=!=︸                 ︷︷                 ︸

(8E)

.
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Consider now (8) and (8E); using (3.A.4), we get:∫
�8D

8=!=(%9(D 90�01D1;!;) − �90� 90)

=

∫
�8D

8=!=Δ ¤!(�)

= −
∫

D:= ¤!(�)=�8%:(D 8=!=) −
∫
¤!(�)=D:=�8:D 8<!<

=

∫
�(%8(D:= ¤!(�)=))(%:(D 8=!=)) +

∫
�D:= ¤!(�)=%:Δ!

−
∫
¤!(�)=D:=�8:D 8<!<

=

∫
�(%8(D:= ¤!(�)=))(%:(D 8=!=)) +

∫
¤!(�)%=(D=:�:8D 8<!<)

−
∫
¤!(�)=D:=�D:;<�;<

=

∫
�(%8(D:= ¤!(�)=))(%:(D 8=!=)) +

∫
¤!(�)%=(D=:�:8D 8<!<)

+
∫

�(%<(D:= ¤!(�)=))D:;�;< +
∫

�< ¤!(�)=�=<

=

∫
�(%8(D:= ¤!(�)=))(%:(D 8=!=)) +

∫
�D:;�;<%<(D:= ¤!(�)=)

+
∫
¤!(�)Δ ¤!(�) .

Notice that the first two terms coincide with
∫
"
�!1(�), while the third one is symmetric

in � and �. An identical computation for (88) and (888) shows that ! is formally self-
adjoint.
A similar argument using repeated integration by parts proves that

∫
"
�!(�) ≤ 0,

with
∫
"
�!(�) = 0 if and only if � = 0, so that ! has trivial kernel.
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In this Chapter, we study deformed Hermitian Yang-Mills (dHYM) connections on
ruled surfaces explicitly, using the momentum construction. As a main application we
provide many new examples of dHYM connections coupled to a variable background
Kähler metric. These are solutions of the moment map partial differential equations
given by the Hamiltonian action of the extended gauge group, coupling the dHYM
equation to the scalar curvature of the background. The large radius limit of these cou-
pled equations is the Kähler-Yang-Mills system of Álvarez-Cónsul, Garcia-Fernandez
andGarcía-Prada, and in this limit our solutions converge smoothly to those constructed
by Keller and Tønnesen-Friedman [KTF12]. We also discuss other aspects of our ex-
amples including conical singularities, realisation as B-branes, the small radius limit
and canonical representatives of complexified Kähler classes. While this is a classical
test bed for equations in complex differential geometry, here we allow a rather general
setup, as we now discuss. Our main results, together with the necessary background,
are contained in Section 4.1. In Section 4.2 we set up the momentum construction on
our ruled surfaces. Section 4.3 solves the dHYM equation on our ruled surfaces explic-
itly using the momentum construction, under the necessary "stability condition" (4.1.2).
This result is applied in Section 4.4 in order to solve the coupled equations (2.0.1). All
of this is extended to allow conical singularities in Section 4.5; the main advantage is
that in this case there exist solutions with positive coupling constants. Finally Section
4.7 contains our results on the large and small radius limits.
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4 Coupled equations on rules surfaces

4.1 Background and main results

LetΣ be a compact Riemann surface of genus ℎ, with Kähler metric 6Σ of constant scalar
curvature 2BΣ, and letℒ

?
−→ Σ denote a holomorphic line bundle of degree : ∈ Z>0, with

2�21 (ℒ) = [$Σ]. Since Vol (Σ) = 2�:, by the Gauss-Bonnet formula we have

BΣ =
1

Vol (Σ)

∫
Σ

BΣ$Σ =
1

Vol (Σ)

∫
Σ

�Σ =
2 (1 − ℎ)

:
,

where �Σ denotes the Ricci 2-form of 6Σ.
We will construct solutions of the coupled equations (2.0.1) on ruled surfaces of

Hirzebruch type, obtained by the projectivization

" = P (ℒ ⊕ O) → Σ,

where O denotes the trivial holomorphic line bundle. (It is well known that such "
does not admit cscK metrics). Our solutions are obtained by extending the classical
momentum construction (also known as the Calabi ansatz, see [HS02]) to the equations
(2.0.1): see (4.2.2), (4.3.1) for our ansatz.
Let �0 = P (0 ⊕ O) and �∞ = P (ℒ ⊕ 0) denote respectively the zero section and the

infinity section of the CP1-bundle" over Σ, with general fibre �. We introduce the real
parameters :1 , :2 and :′ > 0, and consider the cohomology classes

[$] = 2�[2�0 + :′�],
[�] = 2�[2(:1 − :2)�0 + (2::2 + :′(:1 + :2)�], (4.1.1)

where we slightly abuse the notation and denote the Poincaré duals of �0 and � re-
spectively by [�0] and [�]. Then [$] is a Kähler class and [�/(2�)] is integral, provided
:1 , :2 , :

′ are integers and :′ > 0, so it is possible to find a holomorphic line bundle
!→ - such that −2�21(!) = [�].
Remark 4.1.1. The first equation (2.0.1) is equivalent to

Im
(
4−
√
−1�̂

(
$ −
√
−1�

)=)
= 0

and the latter condition is preserved when � → −� and �̂ → −�̂, which should be
interpreted geometrically as considering the dHYM equation on !−1 instead of !. With
our choice of parametrization, this implies that the set of parameters corresponding to
solutions of the system (2.0.1) is invariant under :8 → −:8 , for 8 = 1, 2. When :2 = 0,
it follows from (4.1.1) that, for any choice of Kähler class, the unique solution of the
dHYM equation is given by � = :1$. In this case, the Lagrangian radius is also constant
A$(:1$) = (1 + :2

1)2 and, since " does not admit cscK metrics, the system (2.0.1) has no
solution. In Section 2 it will be clear that also for :1 = 0 the dHYM equation has a trivial
solution; in this case, �̂ = 0 and we can solve also (2.0.1). In the following, we will focus
on the nontrivial choices of parameters, i.e.

:1 < 0, :2 ≠ 0.
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4 Coupled equations on rules surfaces

It is also convenient to introduce the quantity

G =
:

: + :′ ∈ (0, 1).

Theorem 4.1.2. Suppose the "stability condition"

(1 + (:1 + :2)2) > G(1 + (:1 − :2)2) (4.1.2)

holds. Then, there exist a unique Kähler form $ and curvature form �, with cohomology classes
given by (4.1.1), such that they are obtained by the momentum construction (see (4.2.2), (4.3.1))
and solve the coupled equations (2.0.1) on the ruled surface ", for the unique value of the
coupling constant

 =

√
4:2

1 + (1 − :2
1 + :2

2)2

2(1 + (:1 − :2)2):2
2
(−2 + BΣG) .

If equality holds instead in (4.1.2), then there is a smooth solution on " \ �∞, with underlying
metric $ ∈ �1,1/2(") ∩ �∞(" \ �∞).

Theorem 4.1.2 is proved in Section 4.4.

4.1.1 Solutions with conical singularities

The main limitation of Theorem 4.1.2 concerns the sign of the coupling constant: it is
straightforward to check that in the situation of that result we always have  < 0, since
BΣ ≤ 2 and G < 1. In order to gain more flexibility we allow the background metric $ to
develop conical singularities along the divisors �0, �∞. Fix 0 < �0 ≤ 1 and let

�∞ =
−2 + �0(1 + G)
−1 + G ≥ 1.

Theorem 4.1.3. Suppose the "stability condition" (4.1.2) holds. Then, there exist a unique
Kähler form $ and curvature form �, such that they are obtained by the momentum construction
(see (4.2.2), (4.3.1)), $ has conical singularities with cone angles 2��0 along �0 and 2��∞
along �∞, the corresponding cohomology classes (in the sense of currents) are given by (4.1.1),
and they solve the coupled equations (2.0.1), for the unique value of the coupling constant

 =

√
4:2

1 + (1 − :2
1 + :2

2)2

2(1 + (:1 − :2)2):2
2

3 + G + BΣG2 − 3(1 + G)�0

G
.

Theorem4.1.3 is proved in Section 4.5. Note that this gives a generalisation of Theorem
4.1.2: when �0 = 1 we recover precisely the smooth solutions provided by that result.

Corollary 4.1.4. For sufficiently small cone angle 2��0 and sufficiently large :′ > 0, the
coupling constant  is positive.
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4.1.2 Relation to twisted KE metrics

As usual, under a suitable cohomological condition, the equation in (2.0.1) involving
the scalar curvature may be reduced to a condition involving the Ricci curvature. In our
case, this condition is given by

[Ric($)] + 

2 sin �̂
[�] = B̂ − Â

4 [$].

Then, the equation
B($) − A$(�) = B̂ − Â

reduces to the twisted Kähler-Einstein equation

Ric($) + 

2 sin �̂
� =

B̂ − Â
4 $. (4.1.3)

We provide an explicit criterion for when this reduction occurs for the class of examples
provided by Theorem 4.1.3 (in which case Ric($), � and $ extend to closed currents on
").

Proposition 4.1.5. The condition B($)−A$(�) = B̂−Â reduces to the twisted Kähler-Einstein
equation (4.1.3) iff we have

(1 + :2
1 + :2

2)(G − 1)
(
BΣG

2 − 3�0(G + 1) + G + 3
)

= 2:1:2
(
−3�0 + BΣG3 − G2(�0 + BΣ − 1) + 3

)
. (4.1.4)

Morevoer, there are infinitely many admissible values of :1 , :2, :′ which satisfy this equality for
some �0 and for which the “stability condition" (4.1.2) holds (so that the corresponding coupled
equations are solvable).

This result is proved in Section 6. Writing the dHYM equation on the surface " in
Monge-Ampère form (as in [JYC20]) we see that in the twisted Kähler-Einstein case the
coupled equations (2.0.1) become

(
− sin(�̂)� + cos(�̂)$

)2
= $2

Ric($) + 
2 sin �̂

� = B̂−Â
4 $,

and so they are closely related to the systems of coupled Monge-Ampère equations
studied by Hultgren and Wytt-Nyström [HWN19].

4.1.3 Realisation as B-branes

Given the origin of the dHYM equation in mirror symmetry, it seems interesting to ask
whether the special dHYM connections appearing in Theorem 4.1.2, i.e. solutions of
the coupled equations (2.0.1), can in fact be realised as B-branes (i.e. for our purposes,
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holomorphic submanifolds endowedwith adHYMconnection) in someambientCalabi-
Yaumanifold (this is how the dHYM equation appears in mathematical physics, see e.g.
[CXY17]). Thus we are asking for a Calabi-Yau manifold #̌ with a Ricci flat Kähler
metric $

"̌
, and a holomorphic embedding � : " ↩→ #̌ , such that the Kähler form $

constructed in Theorem 2.0.1 is given by the restriction $ = �∗$
#̌
. We show that this

can be achieved at least locally around", relying on the classical results on Feix [Fei01]
on the hyperkähler extension of real analytic Kähler metrics.

Proposition 4.1.6. The Kähler form $ and curvature form � provided by Theorem 4.1.2 are
real analytic. Thus, $ extends to a hyperkähler metric defined on an open neighbourhood of the
zero section in the holomorphic cotangent bundle )∗", and � extends to the curvature form of a
hyperholomorphic line bundle defined on the same open neighbourhood.

This result is proved in Section 4.4.

4.1.4 Large and small radius limits

In the mathematical physics literature (see e.g. [ABC+09], Chapter 1), the dHYM equa-
tion involves a "slope" parameter ′ > 0 (related to the "string length" by ′ = ;2B ),
which appears simply as a scale parameter for the curvature form, � ↦→ ′�. The
corresponding coupled equations (2.0.1) are given by{

Θ$(′�) = �̂ mod 2�
B($) − A$(′�) = B̂ − Â .

(4.1.5)

The expressions "large radius limit" (or "zero slope limit") refer to the behaviour of the
dHYM equations and their solutions as ′ → 0. As explained in Chapter 2 Section
2.3, the large radius limit of our coupled equations is the (rank 1 case of) the Kähler-
Yang-Mills system introduced by Álvarez-Cónsul, Garcia-Fernandez and García-Prada
[AGG13]. We can prove a much stronger result, at the level of solutions, on the ruled
surface ".

Theorem 4.1.7. For all sufficiently small ′, depending only on the fixed parameters :1 , :2, :′,
(i.e. on the fixed cohomology classes [$], [�]), the coupled equations (4.1.5) are uniquely solvable
on" with the momentum construction. Moreover, as ′→ 0, the corresponding solutions $′,
�′ converge smoothly to a solution of the Kähler-Yang-Mills system{

Λ$� = �

B($) + ̃Λ2
$(� ∧ �) = 2

(4.1.6)

for some (explicit) coupling constant ̃ < 0.

The particular solutions of the Kähler-Yang-Mills system obtained in this limit are
due to Keller and Tønnesen-Friedman [KTF12].
Similarly, the "small radius limit" (or "infinite slope limit") concerns the behaviour of

the coupled equations (4.1.5) as ′→∞.
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Theorem 4.1.8. Fix parameters :1 , :2, :′ (i.e. cohomology classes [$], [�]) such that the
"stability condition"

(:1 + :2)2 > G(:1 − :2)2

holds. Then the coupled equations (4.1.5) are uniquely solvable on " with the momentum
construction, for all ′ > 0. Moreover, as ′ → ∞, the corresponding solutions $′, �′
converge smoothly to a solution of the system{

� ∧ $ = 21�
2

B($) − ̂Λ$� = 22.

for some (explicit) coupling constant ̂.

At least in the case when � is Kähler, this system couples the �-equation Λ�$ = 2′1 for
� to a twisted cscK equation for $. In general, these limiting equations belong to a class
of coupled PDEs studied by Datar and Pingali [DP20].
Theorems 4.1.7 and 4.1.8 are proved in Section 4.7.

4.1.5 Complexified Kähler classes

ComplexifiedKähler classes are expressions of the form [$+
√
−1�], where $ is a Kähler

form and [�] ∈ �2(",R)/�2(",Z) is known as the B-field. They play an important
role in mirror symmetry (see e.g. [Tho] Section 2). Let" be a compact Kähler manifold
with no holomorphic 2-forms. Collins and Yau (see [CY18] Section 8) consider a dHYM
equation on " of the form

Θ$(� + �) = �̂ mod 2�,

where
√
−1� is the unknown curvature form of a Hermitian holomorphic line bundle

! → " and � is a fixed representative of a (lift of a) B-field. Arguing from mirror
symmetry, theypropose that the existenceof a solution � shouldbe related, conjecturally,
to the a suitable notion of stability of the object !with respect to the complexified Kähler
class [$ +

√
−1�].

In the special case then ! is the trivial bundle O" , the equation becomes

Θ$(� +
√
−1%%D) = �̂ mod 2�,

so we are effectively trying to find a canonical representative of the B-field [�] with
respect to a background Kähler form $; the existence of such a representative should
be related to the stability of the object O" with respect to [$ +

√
−1�].

Our coupled equations {
Θ$(�) = �̂ mod 2�
B($) − A$(�) = B̂ − Â ,

(4.1.7)
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with [�] a (lift of a) class in �2(",R)/�2(",Z), can then be thought of as trying to
prescribe a canonical representative of the complexified Kähler class [$ +

√
−1�]. Note

that in the Calabi-Yau case, at zero coupling  = 0 and in the large radius limit, these
equations for the complex form $ +

√
−1� reduce to the conditions{
Δ$� = 0
Ric($) = 0,

which are standard in the physics literature (see e.g. [ABC+09] Section 1.1).

As an example we shall discuss the existence of such a canonical representative for
the complexified Kähler class

[$ +
√
−1�] = 2�(2�0 + (:′ +

√
−1:′′)�)

on our ruled surfaces ", where the Kähler condition is equivalent to :′ > 0. The key
observation is that this can be expressed in the form

[$] = 2�[2�0 + :′�],
[�] = 2�[2(:1 − :2)�0 + (2::2 + :′(:1 + :2)�]

with the special choices

:1 = :2 =
:′′

2(: + :′) ,

provided we have :′′ < 0. Thus we may apply Theorem 4.1.2 (and, more generally, The-
orem 4.1.3 in the case of conical singularities) to show that the coupled equations (4.1.7)
are solvable, uniquely under the momentum construction, iff the “stability condition"

(1 + (:1 + :2)2) = 1 +
(
:′′

: + :′

)2

> G(1 + (:1 − :2)2) =
:

: + :′

holds. But, clearly, this is automatically satisfied. By Remark 4.1.1, the same argument
works for the case :′′ > 0.

Corollary 4.1.9. The complexified Kähler class

[$ +
√
−1�] = 2�(2�0 + (:′ +

√
−1:′′)�),

where :′ > 0, :′′ ≠ 0, admits a canonical representative. This also holds allowing conical
singularities; the corresponding coupling constant is given by

 =
2
√
(: + :′)2 + (:′′)2

(
:2(−6�0 + BΣ + 4) + (7 − 9�0)::′ − 3(�0 − 1)(:′)2

)
:(:′′)2 .

Note that a canonical representative with vanishing B-field � = 0 would correspond
to a cscK metric, which does not exist. The coupling constant  diverges as :′′ → 0. It
seems interesting that a nontrivial B-field can stabilise the unstable ruled surface -.
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4.2 Momentum construction

Let " = P (ℒ ⊕ O) → Σ be a ruled surface as in the Section 4.1. Let

�0 = P (0 ⊕ O) , �∞ = P (ℒ ⊕ 0)

denote respectively the zero section and the infinity section of the CP1-bundle " over
Σ, with general fibre �. We have the straightforward intersection formulae:

�0 · �0 = −�∞ · �∞ = :, � · � = 0, � · �0 = � · �∞ = 1. (4.2.1)

Wewill follow the standardmomentum construction (sometimes called the Calabi ansatz,
see e.g. [HS02]) for metrics on the complement of the zero section "0 = ℒ \ �0, which
extend across the zero and infinity sections of " under suitable conditions.
Thus we consider metrics of the form

$ =
?∗$Σ
G
+
√
−1%% 5 (B), (4.2.2)

where G is a real parameter satisfying 0 < G < 1, while 5 is a strictly convex function,
such that 5 ′ : "0 → (−1, 1). The real coordinate B is the log-norm of the Hermitian
metric ℎ(I) onℒ for which−%I%I log(ℎ) = �(ℎ) = −

√
−1$Σ. Considering a trivialization

* ⊂ ℒ with adapted bundle coordinates (I, F), B is given by

B = log| (I, F) |2ℎ = log |F |2 + log ℎ(I),

and it follows that √
−1%F%F 5 (B) =

√
−1 5 ′′(B)3F ∧ 3F̄|F |2

and
√
−1%I%I 5 (B) = − 5 ′(B)$Σ +

√
−1 5 ′′(B)%Iℎ%Iℎ

ℎ2

If we choose * such that 3log ℎ(I0) = 0 in (I0 , F0), at this point all the mixed deriva-
tives vanish and so we find

$ =
1 − G 5 ′(B)

G
$Σ +

√
−1 5 ′′(B)3F ∧ 3F̄|F |2 ;

moreover we also have, globally,

$2 =
2
|F |2

1 − G 5 ′(B)
G

5 ′′(B)$Σ ∧
√
−13F ∧ 3F̄.

Since 5 (B) is strictly convex, we may consider its Legendre transform D(�), a function of
the variable � = 5 ′(B), and define the momentum profile

)(�) = 1
D′′(�) = 5 ′′(B),
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which must satisfy the condition

)(�) > 0, for − 1 < � < 1, (4.2.3)

required for $ to be positive. Moreover the momentum construction shows that in
order to extend $ across F = 0 and F = ∞, )(�)must satisfy the boundary conditions

lim
�→±1

)(�) = 0, lim
�→±1

)′(�) = ∓1. (4.2.4)

The space �2(",R) is generated by the Poincaré duals of �0 and �. Following [KTF12],
we define the 2-form

� =
G2(

1 − G 5 ′(B)
)2

(
1 − G 5 ′(B)

G
$Σ −

√
−1 5 ′′(B)3F ∧ 3F̄|F |2

)
.

A direct computation shows that � is a closed (1, 1)-form, traceless with respect to $,
and

{
$, �

}
is a basis for the space �2(",R). We consider now a real (1, 1) cohomology

class and its representative
�0 = 21$ + 22�. (4.2.5)

In order to identify
√
−1�0 with the curvature form of a connection on some line bundle

over", [�0/(2�)]must be an integral class. For [�0] = 0 [�0]+ 1 [�], using the identities
(4.2.1), we have

0 =

∫
�

�, 1 =

∫
�0

�0 − :
∫
�

�0. (4.2.6)

Since �0 = ( 5 ′)−1(−1), we get∫
�0

$ =
(1 + G)
G

∫
Σ

$Σ = 2�: (1 + G)
G

and ∫
�0

� =
G

(1 + G)

∫
Σ

$Σ = 2�: G

(1 + G) .

For the general fibre �, let F denote the bundle adapted coordinate along the fibre and
define A = |F |, such that B = 2 log A and 3/3B = A

23/3A. Using the boundary conditions
(4.2.4), we have ∫

�

$ =

∫
C\{0}

√
−1 5 ′′(B)3F ∧ 3F̄|F |2

=

∫ +∞

−∞

∫ 2�

0

3

3A
5 ′(B)3A ∧ 3�

= 2�
(

lim
B→∞

5 ′(B) − lim
B→−∞

5 ′(B)
)

= 4�
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and similarly ∫
�

� = −4� G2

1 − G2 .

Using (4.2.6), we obtain[
�0
2�

]
=

(
221 − 2 G2

1 − G2 22

)
�0 +

(
1 − G
G

:21 +
G

1 − G :22

)
�.

If we introduce the new parameterization

G =
:

: + :′ , 21 = :1 , 22 =
1 − G2

G2 :2 , (4.2.7)

for real :1, :2 and :′ > 0, then a direct calculation shows that the cohomology classes of
[$] and [�0] are given by our previous formulae

[$] = 2�[2�0 + :′�],
[�0] = 2�[2(:1 − :2)�0 + (2::2 + :′(:1 + :2)�].

In particular we see that the choices :′ ∈ Z>0 and :8 ∈ Z for 8 = 1, 2 correspond to
integral classes.

4.3 dHYM on ruled surfaces

In this Section we will solve the dHYM equation on " explicitly, with respect to a
fixed Kähler metric $ obtained by the momentum construction (4.2.2). Given a class
[�] satisfying the integrality conditions (4.2.7), we may fix a holomorphic line bundle
!→ " with first Chern class −2� [21(!)] = [�].
Recall that the parameter �̂ is a topological constant determined by the condition∫

"

($ −
√
−1�)2 ∈ R>04

√
−1�̂ .

Lemma 4.3.1. We have

4
√
−1�̂ =

(
1 − :2

1 + :2
2 − 2
√
−1:1

)
√(

1 − :2
1 + :2

2
)2 + (2:1)2

.

Proof. Since � is traceless with respect to $, we only need to compute the quantities∫
"
$2,

∫
"
�2. We have∫

"

$2 = 2
∫
"

5 ′′(B)
(1 − G 5 ′(B))

G
$Σ ∧

3F ∧ 3F̄
|F |2

= 4�
∫
Σ

$Σ

∫ ∞

0

3

3A
(
5 ′(B)
G
+
( 5 ′(B))2

2 )3A

=
16�2:

G
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and similarly ∫
"

�2 = −16�2:

G

G4

(1 − G2)2
Using (4.2.7), we find∫

"

(
$ −
√
−1�

)2
=

16�2:

G

(
1 − :2

1 + :2
2 − 2
√
−1:1

)
,

from which the claim follows immediately.

In order to solve the dHYM equation in the class [�0] we extend the momentum
construction by making the ansatz

� = �6 = �0 +
√
−1%%6(B). (4.3.1)

It will be convenient to introduce the function �(�) given by the image of 6′(B) under
the Legendre transform diffeomorphism relative to 5 (B).

Lemma 4.3.2. The form
√
−1%%6(B) extends smoothly to an exact form on " iff �(�) extends

smoothly to the interval [−1, 1] and vanishes at the boundary points.

Proof. The component of
√
−1%%6(B) in the fibre direction is

√
−16′′(B)3F ∧ 3F̄|F |2 =

√
−1�′(�))(�)3F ∧ 3F̄|F |2 .

So
√
−1%%6(B) extends smoothly to " iff �(�) extends smoothly to [−1, 1]. In order

to derive the appropriate boundary behaviour so that this extension is still exact, we
compute ∫

�0

%%6 = −2�:
(

lim
B→−∞

6′(B)
)

and ∫
�

%%6 = 2�
(

lim
B→∞

6′(B) − lim
B→−∞

6′(B)
)
.

Using (4.2.6), the only conditions we need to impose are

lim
�→±1

�(�) = 0. (4.3.2)

Our next result shows how to reduce the dHYM equation to an ODE. It is convenient
to introduce the new variable

C = 1/G − �
as well as the auxiliary function

�(C) = :1C +
:2
C

1 − G2

G2 − �(C). (4.3.3)
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Proposition 4.3.3. Under the momentum construction (4.2.2), (4.3.1), the dHYM equation is
equivalent to the ODE

�′(C) = C sin �̂ + �(C) cos �̂
�(C) sin �̂ − C cos �̂

, (4.3.4)

together with the boundary conditions

�

(
1 + G
G

)
= :1

(
1 + G
G

)
+ :2

(
1 − G
G

)
,

�

(
1 − G
G

)
= :1

(
1 − G
G

)
+ :2

(
1 + G
G

)
. (4.3.5)

Proof. At a point (I0 , F0) such that 3log ℎ(I0) = 0, we have

$ − 8�6 =((
1 −
√
−1:1

) 1 − G 5 ′
G
−
√
−1 :2

G

1 − G2

1 − G 5 ′ +
√
−16′

)
$Σ+(

5 ′′
(
1 −
√
−1:1 +

√
−1:2

1 − G2

1 − G 5 ′

)
−
√
−16′′

) √
−13F ∧ 3F̄|F |2 .

and we obtain the global identity

1
2 Im

(
4−
√
−1�̂

(
$ −
√
−1�6

)2
)
/
√
−13F ∧ 3F̄|F |2 ∧ $Σ =

− sin �̂

(
5 ′′

1 − G 5 ′
G
+

(
6′ − :2

G

1 − G2

1 − G 5 ′ −
:1
G
+ :1 5

′
) (
6′′ + :1 5

′′ − :2 5
′′ 1 − G2(

1 − G 5 ′
)2

))
+ cos �̂

(
1 − G 5 ′
G

(
:2 5
′′ 1 − G2(

1 − G 5 ′
)2 − 6

′′ − :1 5
′′

)
+ 5 ′′

(
6′ − :2

G

1 − G2

1 − G 5 ′ −
:1
G
+ :1 5

′
))
.

(4.3.6)

This expression becomes much simpler under the Legendre transform diffeomorphism
in terms of the variable � = 5 ′(B), for which 3�/3B = )(�), and the additional affine
change of variable C = 1/G − �. Setting

�(C) = :1C +
:2
C

1 − G2

G2 − �(C),

the dHYM equation is equivalent to

2)
(
cos �̂ (� + C�′) + sin �̂ (C − ��′)

)
= 0

and, since ) > 0, also to

�′ =
C sin �̂ + � cos �̂
� sin �̂ − C cos �̂

.

A direct computation shows that the boundary conditions (4.3.2) for 6(B), rephrased in
term of �(B), become the constraints (4.3.5).
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Corollary 4.3.4. The ODE (4.3.4) is solvable with the boundary conditions (4.3.5) iff the
“stability condition" (

1 + (:1 + :2)2
)
> G

(
1 + (:1 − :2)2

)
holds.

Proof. Setting CE = �, equation (4.3.4) becomes

CE′ = −2
�(E)
�′(E) , (4.3.7)

with �(E) = E2 sin �̂ − 2E cos �̂ − sin �̂. Solving (4.3.7) by separation of variables, we get

�(E) = �

C2
,

which has two solutions given by

�±(C) = C cot �̂ ±
√(

cot2 �̂ + 1
)
(C2 + �′), (4.3.8)

with �′ = � sin �̂. We need to impose the appropriate boundary conditions (4.3.5). The
first condition at 1/G + 1 holds iff we choose the solution �− in (4.3.8) and set

� =
−2:2

(
1 + (:1 + :2)2 − G2 − (:1 − :2)2 G2

)
G2

√(
1 − :2

1 + :2
2
)2 + (2:1)2

.

In this case, at 1/G − 1 we have

�−

(
1 − G
G

)
=

1
2G:1

(
−:2

1 (−1 + G) +
(
1 + :2

2
)
(−1 + G)

)
+

����−1 − (:1 + :2)2 + G + (:1 − :2)2 G
2:1G

����
=


:1

( 1−G
G

)
+ :2

( 1+G
G

)
if

(
1 + (:1 + :2)2

)
> G

(
1 + (:1 − :2)2

)
(1+:2

2)(G−1)−:1:2(1+G)
:1G

if
(
1 + (:1 + :2)2

)
< G

(
1 + (:1 − :2)2

)
,

so the second condition in (4.3.5) holds iff we have(
1 + (:1 + :2)2

)
> G

(
1 + (:1 − :2)2

)
.
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Remark 4.3.5. Jacob and Yau [JY17] showed that the solvability of the dHYM equation
on compact Kähler surfaces is equivalent to a certain geometric "stability condition".
Considering the closed, real (1, 1)-form

Ω = cot �̂ $ − �,

the relevant condition is [Ω] > 0. In our setting, when we regard �2(",R) as R2 with
the basis provided by the Poincaré duals of �0 and � and coordinates (01 , 02), the Kähler
cone is identified with the subset {01 > 0, 02 > 0}. A computation shows that the [Ω] is
positive precisely when the condition (4.1.2) is satisfied.
Remark 4.3.6. Suppose equality holds instead in our "stability condition" (4.1.2),(

1 + (:1 + :2)2
)
= G

(
1 + (:1 − :2)2

)
.

A direct computation then shows that the quantity C2 + �′ vanishes at the endpoint
C = 1/G − 1. By our explicit formula (4.3.8) we see that the function �−(C) is smooth on
the interval (1/G − 1, 1/G + 1] and extends to a �1/2 function on its closure. Thus, for
fixed background $, we obtain a corresponding solution to the dHYM equation which
is smooth on" \ �∞ and extends to a form with �1/2 coefficients on". This should be
compared with a result of Takahashi [Tak21] which holds for a general compact Kähler
surface", and states that under suitable assumptions, when the class [Ω] above is only
semipositive, then there exists a solution to the dHYM equation which is smooth on
the complement of finitely many holomorphic curves of negative self-intersection and
which extends to a closed current on ".

4.4 Coupled equations

In the previous Section we solved the dHYM equation in suitable integral classes,
determining explicitly the Legendre transform of the curvature form � in terms of the
Kähler metric $. More precisely, let us assume that the “stability condition"(

1 + (:1 + :2)2
)
> G

(
1 + (:1 − :2)2

)
holds, and let us denote by � = �($) the unique curvature form constructed in the
previous Section.
In this Section we will complete the proof of Theorem 4.1.2 by solving the second

equation in (2.0.1). We also establish the real analyticity of our solutions, Proposition
4.1.6.
Recall we are concerned with the equation

B($) − Re
©«4−
√
−1�̂

(
$ −
√
−1�

)2

$2

ª®®¬ = B̂ − Â , (4.4.1)
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where the constants B̂ and Â can be computed as

B̂ = 2GBΣ + 2, Â =
√(

1 − :2
1 + :2

2
)2 + 4:2

1 .

Lemma 4.4.1. In terms of the variable C = 1/G − � and the function �(C) appearing in (4.3.4),
we have

Re
©«4−
√
−1�̂

(
$ −
√
−1�

)2

$2

ª®®¬
= cos �̂

(
1 − �(C)�

′(C)
C

)
− sin �̂

(
�′(C) + �(C)

C

)
.

Proof. As in the proof of Proposition 4.3.3, at a point (I0 , F0) such that 3log ℎ(I0) = 0,
we have the global identities

1
2 Re

(
4−
√
−1�̂

(
$ −
√
−1�6

)2
)
/
√
−13F ∧ 3F̄|F |2 ∧ $Σ =

cos �̂

(
5 ′′

1 − G 5 ′
G
+

(
6′ − :2

G

1 − G2

1 − G 5 ′ −
:1
G
+ :1 5

′
) (
6′′ + :1 5

′′ − :2 5
′′ 1 − G2(

1 − G 5 ′
)2

))
+ sin �̂

(
1 − G 5 ′
G

(
:2 5
′′ 1 − G2(

1 − G 5 ′
)2 − 6

′′ − :1 5
′′

)
+ 5 ′′

(
6′ − :2

G

1 − G2

1 − G 5 ′ −
:1
G
+ :1 5

′
))
.

and
$2 = 2 5 ′′

1 − G 5 ′
G

√
−13F ∧ 3F̄|F |2 ∧ $Σ.

In terms of the variable C and the auxiliary function �(C)we have(
5 ′′

1 − G 5 ′
G
+

(
6′ − :2

G

1 − G2

1 − G 5 ′ −
:1
G
+ :1 5

′
) (
6′′ + :1 5

′′ − :2 5
′′ 1 − G2(

1 − G 5 ′
)2

))
= 1 − �(C)�

′(C)
C

,

respectively(
1 − G 5 ′
G

(
:2 5
′′ 1 − G2(

1 − G 5 ′
)2 − 6

′′ − :1 5
′′

)
+ 5 ′′

(
6′ − :2

G

1 − G2

1 − G 5 ′ −
:1
G
+ :1 5

′
))

= −�′(C) − �(C)
C
,

from which our claim follows immediately.
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Lemma 4.4.2. Equation (4.4.1) becomes the ODE for the momentum profile )(C) given by(
2BΣ
C
− 1
C

(
2C)(C)

)′′) + 2 cos �̂
sin2 �̂

− 

sin3 �̂

C√(
cot2 �̂ + 1

)
(C2 + �′)

− 

C sin �̂

√(
cot2 �̂ + 1

)
(C2 + �′) = B̂ − Â ,

with the boundary conditions

lim
C→ 1

G±1
)(C) = 0, lim

C→ 1
G±1

)′(C) = ∓1.

Proof. By a standard computation, the scalar curvature of $ can be expressed in terms
of the variable � as

B($) = 2BΣG
1 − G� −

G

1 − G�

(
2)(�)1 − G�

G

)′′
,

with )(�) satisfying (4.2.4). After the affine change of variable C = 1/G − �, our claim
follows directly from Lemma 4.4.1 and the explicit formula (4.3.8) for �(C).

Setting #(C) = 2C)(C), we obtain the ODE

#′′(C) =
(
2 cos �̂

sin2 �̂
− B̂ + Â

)
C − 

sin �̂

√(
cot2 �̂ + 1

)
(C2 + �′)

− 

sin3 �̂

C2√(
cot2 �̂ + 1

)
(C2 + �′)

+ 2BΣ (4.4.2)

with the boundary conditions

lim
C→ 1

G±1
#(C) = 0, lim

C→ 1
G±1

#′(C) = ∓2
(

1
G
± 1

)
, (4.4.3)

and the positivity condition

#(C) > 0, 1
G
− 1 < C <

1
G
+ 1. (4.4.4)

By integrating twice, we get the general solution of (4.4.2) with integration constants
30 , 31

#(C) =BΣC2 +
(

3

cos �̂
sin2 �̂

− B̂ − Â6

)
C3 − 

3 sin �̂
((

cot2 �̂ + 1
) (
C2 + �′

) ) 3
2

+ 30 + 31C , (4.4.5)
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which satisfies (4.4.3) if and only if we set

30 = −
(−2 + BΣG)

(
−3 − 3:2

1 − 2:1:2 − 3:2
2 + 3

(
1 + (:1 − :2)2

)
G2

)
3
(
1 + (:1 − :2)2

)
G3

,

31 = −

(
−2

(
1 + :2

1 + :2
2
)
+

(
1 + (:1 − :2)2

)
BΣG

) (
−1 + G2)

4:1:2G2 ,

 =

√
4:2

1 +
(
1 − :2

1 + :2
2
)2

2
(
1 + (:1 − :2)2

)
:2

2

(−2 + BΣG) .

In order to check the positivity condition (4.4.4), we observe that

34#

3C4
= −3

4
(
�′

:1

)2 (
C2 + �′

)− 5
2 > 0. (4.4.6)

Moreover, setting C− = 1/G − 1 and C+ = 1/G + 1, we get

#′′(C−) − #′′(C+)

= 4
−3

(
1 + (:1 + :2)2

)2
+

(
1 + (:1 − :2)2

)2
G2 (G + BΣ)

−
(
1 + (:1 + :2)2

)2
+

(
1 + (:1 − :2)2

)2
G2

> 0, (4.4.7)

since BΣ + G < 3. Thus #′′ is a convex function defined on the interval [C− , C+], such that
#′′(C−) > #′′(C+), and this, toghether with (4.4.3), implies the positivity condition (4.4.4).
Finally let us note that if equality holds in our "stability condition",(

1 + (:1 + :2)2
)
= G

(
1 + (:1 − :2)2

)
then the quantity C2+�′ vanishes at the endpoint C = 1/G−1 and by our explicit formulae
(4.3.8), (4.4.5) we obtain a solution $, � which is smooth on " \ �∞, and such that �
extends to a form with �1/2 coefficients on ", while $ extends with �1,1/2 coefficients.
This completes the proof of Theorem 4.1.2.

Remark 4.4.3. As we will be interested in the small and large limits of the coupled
equations, we point out that (4.4.6) and (4.4.7) hold uniformly as the scaling parameter
′→ 0 and, provided the “stability condition"

(:1 + :2)2 > G(:1 − :2)2

is satisfied, also for ′→∞.
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Wecan nowprove Proposition 4.1.6. Wefirst claim that theKähler form$ constructed
above is real analytic. Recall $ is obtained by the momentum construction (4.2.2),

$ =
?∗$Σ
G
+
√
−1%% 5 (B),

for a suitable convex function 5 : R → R, where we have B = log |F |2 + log ℎ(I) with
respect to bundle adapted holomorphic coordinates (I, F). The hyperbolic metric $Σ is
real analytic, so we can choose a local holomorphic coordinate I such that its coefficients
are real analytic. On the other hand the real function ℎ(I) satisfies −

√
−1%I%I log ℎ(I) =

$Σ, with the same choice of local coordinate, and so it is also real analytic. So our claim
follows if we can show that the function 5 : R → R is real analytic. But 5 is related to
the momentum profile ) by the ODE

5 ′′(B) = )(�) = )( 5 ′(B)),

and the momentum profile )(�) of our solution is clearly a real analytic function of the
variable � ∈ (−1, 1) by (4.4.5). Thus 5 (B) is real analytic and our claim on $ follows.
In order to see that the curvature form � is also real analytic, recall that it is given by
our ansatz (4.3.1), � = �0 +

√
−1%%6(B), and that the dHYM equation satisfied by � can

be expressed in terms of 6(B) as the vanishing of the right hand side of the expression
(4.3.6). Thus, the real analitycity of 6(B) follows from that of 5 (B).

4.5 Conical singularities

In the present Section we prove Theorem 4.1.3. This extends our existence result Theo-
rem 4.1.2 to allow a Kähler form $ with conical singularities. Our main motivation for
this extension is describing examples of solutions to the coupled equations (2.0.1) with
positive coupling constant  > 0.
We consider again Kähler forms $ given by the momentum construction (4.2.2),

$ =
?∗$Σ
G
+
√
−1%% 5 (B),

with momentum profile )(�) > 0 defined on the interval (−1, 1).

Lemma 4.5.1. The Kähler form $ extends to a form with conical singularities on ", with
cone angle 2��0 along �0, respectively 2��∞ along �∞, iff the momentum profile satisfies the
boundary conditions

lim
�→±1

)(�) = 0, lim
�→−1

)′(�) = �0 , lim
�→1

)′(�) = −�∞.

Proof. For any open neighborhood * ⊂ ", in term of the bundle adapted coordinates
(I, F), �0 ∩* = {F = 0}. We assume that, near A = |F | = 0, 5 ′′ has the form

5 ′′(B) = 20A
2�0 + �(A)
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with 20 ≠ 0 and �(A) = >(A2�0). Then we have

$II =

(
1 − G 5 ′
G

)
$Σ,II +

√
−1 5 ′′%ℎ%ℎ

ℎ2 = $(1),

$FI = −
√
−1 1
F
5 ′′(B)%ℎ = $(A2�0−1),

$IF =
√
−1 1
F
5 ′′(B)%ℎ = $(A2�0−1),

$FF =
√
−1A2�0−2 (

1 + �(A)/A2�0
)
,

hence themetric $ given by themomentum construction has a conical singularity along
�0 of angle 2��0. Since 3/3B = A

23/3A, 5 ′′(B) = )(�) and 5 ′′′(B) = )(�))′(�), this implies

lim
�→−1

)(�) = 0

and
lim
�→−1

)′(�) = �0.

The proof for �∞ is the same, up to a change of variable.

As in the previous Section, it is convenient to consider the parameterization

G =
:

: + :′

for :′ > 0. Similarly, we introduce the (1, 1)-forms

� =
G2(

1 − G 5 ′(B)
)2

(
1 − G 5 ′(B)

G
$Σ −

√
−1 5 ′′(B)3F ∧ 3F̄|F |2

)
,

� = :1$ +
1 − G2

G2 :2�,

as well as the ansatz, extending the momentum construction

�6 = � +
√
−1%%6(B).

Wealso denote by �(�) the image of 6′(B) under the Legendre transformdiffeomorphism
relative to 5 (B). The proof of the following result is almost identical to the smooth case
and we leave it to the reader. A Kähler form $ with conical singularities as above is a
closed (1, 1)-current on ", with cohomology class

[$] = 2�[2�0 + :′�].

Similarly, � is a closed (1, 1)-current on " with cohomology class

[�] = 2�[2(:1 − :2)�0 + (2::2 + :′(:1 + :2)�].
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4 Coupled equations on rules surfaces

Moreover,
√
−1%%6(B) extends to a closed (1, 1)-current on ", which has vanishing

cohomology class iff �(�) satisfies the boundary conditions

lim
�→±1

�(�) = 0.

We are now in a position to complete the proof of Theorem 4.1.3. Let us first note that,
precisely as in the proof of Theorem 4.1.2, under themomentum construction the dHYM
equation for $ and � becomes the ODE (4.3.4), together with the boundary conditions
(4.3.5). By Lemma 4.5, the cone angles do not play a role in this reduction. It follows
that the second of our coupled equations (2.0.1) also reduces to the same ODE (4.4.2)
for a single function #(C) > 0 of the variable

C = 1/G − �

appearing in the proof of Theorem 4.1.2. By Lemma 4.5.1, the boundary conditions
corresponding to general cone angles �0, �∞ are

lim
C→±1

#(C) = 0, lim
C→ 1

G+1
#′(C) = −2�0

(
1
G
+ 1

)
, lim
C→ 1

G−1
#′(C) = 2�∞

(
1
G
− 1

)
.

However, as (4.4.2) is second order ODE, this problem is overdetermined. If we consider
the general solution (4.4.5) and impose the boundary condition

lim
C→ 1

G+1
#′(C) = −2�0

(
1
G
+ 1

)
corresponding to a cone angle 2��0 along �0, we find that the integration constant 31
can be expressed in terms of �0 and the coupling constant  as

31 =
(G + 1)(2:1(G(−2�0 + BΣ(G − 1) + 1) + 1)

2:1G2

− 
:2(G − 1)

√
:4

1 − 2:2
1(:2

2 − 1) + (:2
2 + 1)2)

2:1G2 . (4.5.1)

Similarly, imposing the condition

lim
C→ 1

G+1
#(C) = 0

and using our expression for 31 gives the relation

30 = 4
:2

2
(
G3(:1 − :2)2 + (:1 + :2)2 + G3 + 1

)
3G3

√(
−:2

1 + :2
2 + 1

)2 + 4:2
1

−
(G + 1)2

√
:4

1 − 2:2
1
(
:2

2 − 1
)
+

(
:2

2 + 1
)2(G(−6�0 + BΣ(2G − 1) + 2) + 2)

3G3
√(
−:2

1 + :2
2 + 1

)2 + 4:2
1

.
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4 Coupled equations on rules surfaces

Further, imposing the condition

lim
C→ 1

G−1
#(C) = 0

and using our expressions for 30, 31 determines the coupling constant uniquely as

 =

√(
−:2

1 + :2
2 + 1

)2 + 4:2
1
(
BΣG

2 − 3�0(G + 1) + G + 3
)

2:2
2G ((:1 − :2)2 + 1)

. (4.5.2)

We can now compute directly that a solution #(C) corresponding to a cone angle 2��0
along �0 satisfies

lim
C→ 1

G−1
#′(C) = −

2(�0 + �0G − 2)
G

= 2
−2 + �0(1 + G)
−1 + G

(
1
G
− 1

)
,

which yields a cone angle 2��∞ along �∞, with

�∞ =
−2 + �0(1 + G)
−1 + G .

In order to prove the positivity of #(C), we consider again (4.4.6), with the coupling
constant  given by (4.5.2). When

3 (1 + G) �0 − 3 > G (1 + BΣG) ,

we construct solutions for  < 0 and hence 34#
3C4

> 0. Moreover

#′′(C−) − #′′(C+)

= 4

(
3 (1 + G) �0 − 3

) (
1 + (:1 + :2)2

)2
− G2

(
1 + (:1 − :2)2

)2 (
BΣG

2 + G
)(

1 + (:1 + :2)2
)2
G −

(
1 + (:1 − :2)2

)2
G3

> 0

and we can use essentially the same argument given in the proof of Theorem 4.1.2.
When  > 0, an explicit analysis of the momentum profile is more complicated and the
positivity of #(C) is best checked with the assistance of a numerical software package
(see Figure 4.1). This completes the proof of Theorem 4.1.3.

4.6 Twisted Kähler-Einstein equation

This Section is devoted to the proof of Proposition 4.1.5, which states explicitly when
the equation in (2.0.1) involving the scalar curvature of $ reduces to a twisted Kähler-
Einstein equation. For a general complex surface, we should require that

[Ric($)] + 

2 sin �̂
[�] = B̂ − Â

4 [$], (4.6.1)
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5 5.5 6 6.5 7

0

0.2

0.4

C

)
(C
)

�0 = 1
�0 = 0.5
�0 = 0.1

Figure 4.1: The momentum profile )(C) of the solution when :2 = −:1 = 1, ℎ = 0 and
G = 1/6.

and we will make this condition explicit in our current setting.
For any Kähler form $ on " given by the momentum construction, with cone angle

2��0 along �0, respectively 2��∞ along �∞, the cohomology class of Ric($) is given by[
Ric($)

2�

]
=

(
�0 + �∞

)
[�0] +

(
2 (1 − ℎ) − :�∞

)
[�] .

Proof. We recall that

Ric($) = −
√
−1%% log det$

= −
√
−1%% log det

(
2
|F |2

(
1
G
− 5 ′

)
5 ′′$Σ

)
= −
√
−1%% log det

((
1
G
− 5 ′

)
5 ′′$Σ

)
,

hence, by a straightforward calculation, we get

−
√
−1%I%I log det

((
1
G
− 5 ′

)
5 ′′$Σ

)
=

(
5 ′′′

5 ′′
+ �Σ −

G(
1 − G 5 ′

) 5 ′′) $Σ
and

−
√
−1%F%F log det

((
1
G
− 5 ′

)
5 ′′$Σ

)
=
√
−1 1
|F |2

3

3B

(
G(

1 − G 5 ′
) 5 ′′ − 5 ′′′

5 ′′

)
3F ∧ 3F.
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4 Coupled equations on rules surfaces

Using the identities 5 ′′′(B)/ 5 ′′(B) = )′(�), 5 ′′(B) = )(�) and the boundary conditions
required for the momentum profile and its derivative, we compute∫

�0

Ric($) =
(
)′(−1) + 2(1 − ℎ)

:
−

)(−1)
G−1 − 1

) ∫
Σ

$Σ3I ∧ 3I

= 2�
(
2(1 − ℎ) + :�0

)
and ∫

�

Ric($) =
∫
C\0

√
−13F ∧ 3F|F |2

3

3B

(
G(

1 − G 5 ′
) 5 ′′ − 5 ′′′

5 ′′

)
=

∫ ∞

−∞

∫ 2�

0

3

3A

(
G(

1 − G 5 ′
) 5 ′′ − 5 ′′′

5 ′′

)
3A ∧ 3�

= 2�
(
�0 + �∞

)
,

so our claim follows directly from (4.2.6).

For the following computations, it is convenient to introduce the quantity

Γ =
3 + G + BΣG2 − 3(1 + G)�0

G
= 4 − 6�0 + 3 :

′

:
(1 − �0) + 2 1 − ℎ

: + :′ .

Using Lemma 4.5 and Lemma 4.6, we can then rephrase the general condition (4.6.1) as
the system of equations{

1+(:1+:2)2
2:1:2

Γ = 2 + 4 1−ℎ
:+:′ − 2

(
�0 + �∞

)
,

1+(:1+:2)2
2:1:2

Γ
(
:′
2 + :

)
= 2 (1 − ℎ) 2:+:′

:+:′ − 2:�∞ − :′.
(4.6.2)

Notice that the two equations in (4.6.2) actually coincide when

−2 (1 − ℎ) 2: + :′
: + :′ + 2:�∞ + :′ = (2: + :′)

(
�0 + �∞ − 1 − 2 1 − ℎ

: + :′

)
,

or, equivalently,
2 (:′ + :) = (2: + :′) �0 + :′�∞. (4.6.3)

Recall however that in order to have solutions to our equations in the momentum
construction the cone angle 2��0 is not arbitrary but must satisfy

�∞ =
−2 + �0(1 + G)
(−1 + G) ,

inwhich case (4.6.3) holds automatically. Then the general condition (4.6.1) corresponds
to

1 + (:1 + :2)2
2:1:2

Γ = 2 + 4 1 − ℎ
: + :′ − 2

(
�0 + �∞

)
= 2

(
2 1 − ℎ
: + :′ + 2 :

:′
(
�0 − 1

)
− 1

)
. (4.6.4)
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In order to show that this coincides with the condition (4.1.4) spelled out in Proposition
4.1.5, we rewrite the latter as

(−1 + G)
(
1 + (:1 + :2)2

)
Γ − 4:1:2

(
1 + BΣ − G

(
−1 + BΣ + 2�0

) )
= 0,

which implies

1 + (:1 + :2)2
2:1:2

Γ = 2 1
−1 + G

(
1 + BΣ − G

(
−1 + BΣ + 2�0

) )
= 2

(
BΣG + 2�0

G

1 − G +
1 + G
−1 + G

)
= 2

(
BΣG + 2 G

1 − G
(
�0 − 1

)
− 1

)
= 2

(
2 1 − ℎ
: + :′ + 2 :

:′
(
�0 − 1

)
− 1

)
.

Reading these identities backwards shows that the two conditions (4.1.4), (4.6.4) are
indeed equivalent.
It remains to establish the second claim of Proposition 4.1.5, namely that the condition

(4.6.4) actually holds for infinitely many solutions of the system (2.0.1). It is convenient
to rewrite (4.6.4) in the form

�(:1 , :2) = �(:, :′, ℎ, �0), (4.6.5)

with

�(:1 , :2) =
1 + (:1 + :2)2

2:1:2

and

�(:, :′, ℎ, �0) =
2
Γ

(
2 1 − ℎ
: + :′ + 1 − �0 − �∞

)
= 2

2 1−ℎ
:+:′ + 2(�0 − 1) ::′ − 1

2 1−ℎ
:+:′ + 3 :′: (1 − �0) + 4 − 6�0

.

We assume that :2 < 0, so the stability condition (4.1.2) is automatically satisfied, and
the system (2.0.1) is solvable. We observe that, under this assumption, the l.h.s. of
(4.6.5) satisfies

�(:1 , :2) > 2.

On the other hand �(:, :′, ℎ, �), as a function of the single variable �, has a vertical
asymptote at

� =

4
3 : + :′ +

2(1−ℎ):
3(:+:′)

:′ + 2:
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and it is easy to check that 0 < � < 1, for :′ > "(:, ℎ) > 0. Moreover, at � = 1 we have

0 < �(:, :′, ℎ, 1) = : + :′ + 2 (ℎ − 1)
: + :′ + ℎ − 1 < 2,

and

3

3�
�(:, :′, ℎ, 1) = 4:

:′
(
−2 + 2(1−ℎ)

:+:′
) + 2

(
6 + 3:

:′
) (
−1 + 2(1−ℎ)

:+:′
)

(
−2 + 2(1−ℎ)

:+:′
)2 < 0,

(Figure 4.2 shows the graph of �
(
�
)
for : = :′ = 1 and ℎ = 6). This implies that

�(:1 , :2) ∈ (2,∞) ⊂ im� |�∈(0,1) ,

which completes the proof of Proposition 4.1.5.

�

�(� = 1) ≈1.71

0 0.5 1

-20

20

�

Figure 4.2: �(:, :′, ℎ, �) for : = :′ = 1 and ℎ = 6.

Remark 4.6.1. A direct computation using (4.5.1), shows that the condition (4.1.4) holds
precisely when the coefficient of the linear term 31 in #(C) vanishes, i.e. a solution $ is
twisted Kähler-Einstein precisely when the linear term is missing from the momentum
profile.

4.7 Large and small radius limits

Let us first prove Theorem 4.1.7. As we have already observed, the "slope parameter"
′ appears in the coupled equations (4.1.5) simply as a scale factor for the curvature
form �. In other words, a pair $, � solves (4.1.5) iff the pair $, ′� solves (2.0.1): the
cohomology parameters are simply rescaled (:1 , :2) ↦→ (′:1 , ′:2). Thus, according
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to Theorem 4.1.2, there exists a (unique) solution of (4.1.5) given by the momentum
construction iff the “stability condition"

1 + (′)2 (:1 + :2)2 > G
(
1 + (′)2 (:1 − :2)2

)
holds. Since G < 1 by construction, this inequality holds for all sufficiently small ′,
depending only on :1 , :2 and :′. Let us write $′ , �′ for the corresponding family of
solutions.
The attached function �′(C) = �−(C) appearing in (4.3.4) is also obtained from (4.3.8)

simply by rescaling (:1 , :2) ↦→ (′:1 , ′:2), and so it can be computed explicitly as

�′(C) = C cot �̂′ −
√(

cot2 �̂′ + 1
) (
C2 + �′′

)
,

4
√
−1�̂′ =

(
1 − (′)2:2

1 + (′)2:2
2 − 2
√
−1′:1

)
√(

1 − (′)2:2
1 + (′)2:2

2
)2 + (2(′)2:1)2

,

cot �̂′ = −
−(′)2:2

1 + (′)2:2
2 + 1

2′:1
,

�′ = 4(′)2:1:2

(
1

G2 ((′:1 − ′:2)2 + 1) −
1

(′:1 + ′:2)2 + 1

)
. (4.7.1)

By elementary computations using these explicit formulae, recalling that we also have
:1 < 0, we find

�′(C) =
(
:1C +

:2
C

(
−1 + 1

G2

))
′ + (′)2'(′, C) (4.7.2)

for some function '(′, C), smooth up to ′ = 0.
As a first consequence, we can show that the sequence of Kähler forms $′ converges

smoothly to a Kähler form $ as ′ → 0. It will be enough to show the smooth conver-
gence of the momentum profiles )′(C). According to Lemma 4.4.2 and the subsequent
explicit formulae for the coupling constant  and average radius Â, the profile )′(C) is
obtained by integrating twice the identity

2BΣ
C
− 1
C

(
2C)(C)

)′′
= 

(
cos �̂

(
1 − �(C)�

′(C)
C

)
− sin �̂

(
�′(C) + �(C)

C

))
+ B̂ − Â , (4.7.3)

where all quantities are understood as evaluated at (′:1 , ′:2), and in particular

 =

√
4(′)2:2

1 +
(
1 − (′)2:2

1 + (′)2:2
2
)2

2
(
1 + (′:1 − ′:2)2

)
(′)2:2

2

(−2 + BΣG)

Â =

√(
1 − (′)2:2

1 + (′)2:2
2
)2 + 4(′)2:2

1 . (4.7.4)
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By the latter explicit formulae and (4.7.2), the quantity



(
cos �̂

(
1 − �(C)�

′(C)
C

)
− sin �̂

(
�′(C) + �(C)

C

)
− Â

)
has a smooth limit as ′ → 0, so the same holds for the right hand side of (4.7.3) and
for the momentum profile )(C) = )′(C). The positivity of )′(C) and its limit for ′→ 0
follows fromRemark 4.4.3. We can now show that the curvature forms �′ also converge
smoothly as ′ → 0. By construction we have �′ = �0,′ +

√
−1%%(′)−16′(B), where

�0 = 21$′+ 22�′ and the potential 6′(B) corresponds to the solution for the parameters
(′:1 , ′:2) (i.e. for the cohomology class ′[�0]). By the smooth convergence of the
Kähler forms$′, whichwe just established, it will be enough to show that the potentials
(′)−16′(B) converge smoothly. In fact they converge smoothly to the zero potential.
Indeed by (4.3.3) and (4.7.2) we have

(′)−16′(B) = (′)−1�′(�)

= (′)−1
(
′:1C + ′

:2
C

1 − G2

G2 − �′(C)
)

= ′'(′, C)

where '(′, C) is smooth in a neighbourhood of ′ = 0. It follows that we have, smoothly
as ′→ 0,

�′ → �0 = 21$ + 22�,

which is indeed a solution of the HYM equation Λ$� = �.
Finally, this allows to write down the equation satisfied by the limit Kähler form $.

Recall $′ solves the equation

B($′) − ′ Re
©«4−
√
−1�̂′

(
$′ −

√
−1′�′

)2

$2
′

ª®®¬ = B̂ − ′ Â′ .

Expanding around ′ = 0 we find

Re
(
4−
√
−1�̂′ ($′ −

√
−1′�′)2

)
= $2

′ −
(
�′ ∧ �′ − I1$′ ∧ �′ + I2$

2
′
)
(′)2 + $(′4)

for certain cohomological constants I1, I2. Similarly,

′ =
1
(′)2

(
−2 + BΣG

2:2
2
+ $(′)

)
,

Â′ = 1 + $(′).
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Thus, taking the smooth limit as ′ → 0, and using our result that the limit curvature
form satisfies Λ$� = �, we see that $ satisfies

B($) + ̃Λ2
$(� ∧ �) = 2

where
̃ =
−2 + BΣG

2:2
2

and 2 is a cohomological constant. This completes the proof of Theorem 4.1.7.

The proof of Theorem 4.1.8 is quite similar. Our assumption

(:1 + :2)2 > G(:1 − :2)2

implies that, for any ′ > 0, the “stability condition"

1 + (′:1 + ′:2)2 > G(1 + (′:1 − ′:2))2

holds. Thus, by Theorem 4.1.2, the coupled equations (4.1.5) are uniquely solvable with
the momentum construction. We denote the corresponding solutions by $′, �′ as
before. By (4.7.1), as ′→∞, we have an expansion

�′(C) =

√(
:2

1 − :2
2
)2

(
:1:2

(
4

G2(:1−:2)2 −
4

(:1+:2)2

)
+ C2

)
+ :2

1C − :2
2C

2:1
′

+ (((′)−1 , C) (4.7.5)

where ((H, C) is a smooth function near H = 0. By this expansion and (4.7.4), the quantity



(
cos �̂

(
1 − �(C)�

′(C)
C

)
− sin �̂

(
�′(C) + �(C)

C

)
− Â

)
has a smooth limit as ′ → ∞, so the same holds for the right hand side of (4.7.3) and
for the momentum profile )(C) = )′(C). Since we are assuming (:1 + :2)2 > G(:1 − :2)2,
)′(C) and its limit satisfy the positivity condition, by Remark 4.4.3. Thus the sequence
of Kähler forms $′ converges smoothly to a Kähler form $ as ′→∞.

Considering now the curvature forms �′ = �0,′ +
√
−1%%(′)−16′(B) as before, we

find

(′)−16′(B) = (′)−1�′(�)

= (′)−1
(
′:1C + ′

:2
C

1 − G2

G2 − �′(C)
)

= :1C +
:2
C

1 − G2

G2 − (′)−1�′(C),
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where by (4.7.5) we have the smooth convergence, as ′→∞,

(′)−1�′(C) →
:2

1 − :2
2

2:1
 ±(C),

where

 ±(C) = C ±
√
C2 + �̂ ,

�̂ = 4:1:2

(
1

G2(:1 − :2)2
− 1
(:1 + :2)2

)
and the sign ± agrees with the sign of the quantity :2

1 − :2
2. Thus, by the convergence of

the Kähler forms $′, the curvature forms �′ also have a smooth limit � as ′→∞.
Finally we may write down the equations satisfied by the limit Kähler form $ and

curvature form �. By our previous results we have expansions, as ′→∞,

Im
(
4−
√
−1�̂′ ($′ −

√
−1′�′)2

)
=

(
/1$′ ∧ �′ − /2�

2
′
)
′ + $(1),

Re
(
4−
√
−1�̂′ ($′ −

√
−1′�′)2

)
= �2

′(′)2 + $(1),

for some cohomological constants /1 , /2. Similarly,

′ =
|:2

1 − :2
2 |

2(:1 − :2)2:2
2

(−2 + BΣG)
(′)2 + $

(
1
(′)3

)
,

Â′ = |:2
1 − :2

2 |(′)2 + $(′).

Thus, passing to the limit as ′ → ∞ in the equations (4.1.5), we find that $, � satisfy
the equations {

� ∧ $ = 21�
2

B($) − ∞ �2

$2 = 22

for a unique ∞ and cohomological constants 21, 22. Using the first equation, the second
can also be written in the twisted cscK form as

B($) − ̂Λ$� = 22

for some unique ̂. This completes the proof of Theorem 4.1.8.
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