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Notations

e R% Euclidean space of dimension d;

e d.: Euclidean distance on R

o Z%: d-dimensional Lebesgue measure;

e #A(X): Borel sets of a topological space X;

o ./ (R%): locally finite signed measure;

o /1 (R%): locally finite non negative measure;

e #(X): non negative Borel probability measure on a topological space X;

e #5(X): non negative Borel probability measure with finite second moment on a metric
space (X, d);

e CY(RY): the space of continuous functions with compact support;

o C°(R?): the space of C* functions on R? with compact support;
e C([0,1],X): the set of continuous curves with values in X;

e Lip(X): the space of Lipschitz functions f: X — R;

e Lipy(X): the space of Lipschitz and bounded functions f: X — R;
e Lip,,(X): the space of Lipschitz and bounded functions f: X — R;
e lipf: the slope of f;

e lip, f: the asymptotic Lipschitz constant of f;

e Lip(f): the Lipschitz constant of f;

e [P(m) = LP(X) = LP(X,m): the Lebesgue space of p-integrable functions for p € [1, +00)
defined on (X, m);

e L°(m) = L>®(X) = L>®°(X,m): the space of essentially-bounded functions defined on (X, m);

e IV (]0,1] x X), with p € [1,00]: the space of functions that are in LP(B) for every bounded

loc

set B C [0, 1] x X;
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LO%(m) = L%(X) = L°(X, m): the vector space of m-measurable functions, up to quotient m
a.e.;

supp(f): support of a funtion f € L%(X);

xA: indicator function on the set A;

M: Hardy-Littlewood maximal operator;

M): local Hardy-Littlewood maximal operator for some 0 < A < 400;
h:: heat flow at time ¢ > 0;

(TE): short-hand notation to denote the transport equation;

(CE): short-hand notation to denote the continuity equation;

M%: model space of curvature K, i.e. 2-dimensional Riemannian manifold with constant
sectional curvature equal to K;

Sec,: sectional curvature of a smooth Riemannian manifold (M, g) at the point z;
wy: Lebesgue measure of the ball of radius 1 in RY;

vk, N (r): model space with parameters K and N, i.e. Riemannian manifold with constant
Ricci curvature K and dimension V.
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Introduction

0.1 Non smooth spaces and parallel transport

The aim of my PhD thesis is to build parallel transport in the class of non collapsed RCD(K, N)
spaces. Parallel transport is a widely used concept in Riemannian geometry. It can be stated as
follows. Given a smooth Riemannian manifold and a smooth curve on it, we consider a vector
belonging to the tangent space at the initial point of the curve. Then a parallel transport is
a smooth vector field along the curve with vanishing covariant derivative at every time. The
existence of such a vector field can be obtained by writing the condition of being a parallel
transport in local coordinates and solving (locally) an ODE in R? by taking into account the
existence and uniqueness results given by the Cauchy-Lipschitz theory.

Uniqueness of parallel transport instead is a consequence of the uniqueness of the solution of the
mentioned ODE in coordinates. Moreover, it is also a byproduct of the Leibniz formula, that we
now describe.

We consider a smooth Riemannian manifold (M, g) and we denote by T, M the tangent space at
a point € M. Given a smooth curve 7: [0,1] — M and two smooth vector fields along the curve
0,1] 3 ¢t — V;, W, € T, M, we have that [0,1] > t — g(V;, W;) € R belongs to C*([0,1]) and

d
EQ(V}/, Wi) = g(Vs, Vi, Wi) + g(Vi, V5, W) for every t € [0, 1].

Uniqueness can be retrieved as follows: consider two parallel transports 0,1 5t — VL V2 €
T,,M of V along 7. Then, thanks to the Leibniz formula, we have that the function [0,1] > ¢ —
|Vt — V2|? € R belongs to C*([0,1]) and

d
aml - ‘/;2|2 = QQ(V’%V? - v"YtV;fZa th - Vt2) =0 foreveryte [07 1]'

Since |V — V§Z| = 0, we get that V! = V;2 for every ¢ € [0, 1].

We are interested in the study of such properties when the underlying space is not anymore
a smooth Riemannian manifold. When considering more general underlying spaces, the study of
parallel transport encounters several difficulties. We have to take into account the regularity of
functions and of vector fields (that are expected to have a lower regularity of 'one degree’ with
respect to functions) at our disposal and formulate a definition of parallel transport which is
independent of solving an ODE in local coordinates. Before outlining the content of the thesis,
let us mention two non smooth settings on which the problem is studied.

i) the Wasserstein space (P2(M),Ws), that is a metric space defined in the following way.
We consider a smooth Riemannian manifold (M, g), we denote by &(M) the set of Borel



probability measures defined over M, we denote by d, and Vol, respectively the geodesic
distance the volume measure induced by the metric and we define, given zg € M,

Po(M) = {,u e ZPM): /dz(x,:cg)d\/olg(a:) < 400
for some (and thus all) z¢ € M},

and

Wi(p,v) = inf{/dg(:r,y) dy(z,y):v € (M x M),
(A x X) = p(A), v(X x A) =v(A) for A Borel.}.

This setting can be considered a generalization of smooth Riemannian manifolds; indeed,
M is isometrically embedded into &?5(M) via the map x — §,; moreover, after the work of
Otto in [85], (P2(M),Ws) can be described as a sort of infinite dimensional Riemannian
manifold and that Wy can be interpreted as the geodesic distance induced by a suitably
defined metric.

For the construction in this setting we refer to [5] for the case of Z(RY), to [52] for the
case of Py(M), where (M,g) is a Riemannian manifold and to [82] for an alternative
construction;

ii) the case of Alexandrov spaces, i.e. metric spaces having a lower bound on the sectional
curvature, the so-called CBB(K') space (which stands for curvature bounded from below
by K) whose systematic study has been initiated by Burago, Gromov and Perelman in
[30]. The definition of such spaces takes inspiration from the following theorem due to
Topogonov. We denote by Sec, the sectional curvature of M at the point x and by M%( the
2-dimensional Riemannian manifold with sectional curvature constantly equal to K. We
denote by dx the distance on the model space M%(.

Theorem 0.1.1 (Topogonov). Let M be a smooth, complete and connected Riemannian
manifold and K € R. The following are equivalent:

a) Secy(0) > K for every x € M and every 2-dimensional vector subspace o C T, M ;

b) for every x,y,z € M there is a minimal geodesic [0,1] >t — v € M with vy =y and

Y1 = z such that, provided that dy(z,y) +dg(y, 2) +dg(z, z) < 2\/”7 in the case K >0,

if we consider z',y', 2’ € M% being such that

dg(xay) :dK(wvy)7 dg(y7z) :dK(y7Z)7 dg(az,z) :dK(x’Z)

(that always exists under these assumptions), there exists a minimal geodesic [0,1]
t > 4 € M2 such that o =y and 1 = 2’

dg(, %) = dx (e, 2')  for every t € [0,1].

Notice that condition b) can be stated without relying on the existence of a smooth Rie-
mannian metric, but just the concept of the distance. Therefore, this leads to the definition
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of CBB(K) space, namely a metric space that is complete, geodesic and for which condition
b) holds (obviously substituting the notion of geodesics with the one in Def. . For a
survey introducing this topic, see [29, Chapter 10] and [I].

The construction of parallel transport in this setting is due to Petrunin in [87].

Before explaining the approach we followed in [32] in the case of non-collapsed RCD(K, N)
spaces, we need an historical account of the theory of metric measure spaces with Riemannian
Ricci curvature bounded from below.

As done for the case of the Alexandrov spaces, i.e. for lower bounds on the sectional curvature,
there is a long story in defining what it means for a metric space to have a lower bound on the
Ricci curvature. Since the Ricci curvature deals with distortion of volumes (see e.g. [67]), the
right framework to look at in this case is that of metric measure spaces (X,d, m).

The first steps in this direction is through the works of Cheeger and Colding ([35], [36], [37],

[38]) on Gromov-Hausdorff limits of Riemannian manifolds. The key step in this direction is
the following consideration due to Gromov in [6§]: fix N € N, K € R, D € (0,+00) and con-
sider @i n,p the class of Riemannian manifolds with dimension bounded from above by N, Ricci
curvature bounded from below (in this sense of symmetric bilinear forms) by K and diameter
bounded from above by D. Then @k y p is precompact in the Gromov-Hausdorff topology. A
Ricci limit space is a limit of elements belonging to this class for some triple K, N, D.
One of the features of this theory is that it is extrinsic, meaning that the theory relies on the
existence of a smooth approximating sequence of Riemannian manifolds to deduce properties of
the Ricci limit space. We point out that a version of Cheeger-Gromoll splitting theorem ([39])
holds in this setting ([35]) and it is a crucial tool in order to study the structure theory of Ricci
limit spaces.

What was really missing at that stage was an intrinsic treatment of Ricci curvature of metric
measure spaces, i.e. a theory that does not rely on the approximation by a smooth sequence. The
first steps in this direction were done in the smooth category in [86], [41] and [97]; in these works,
optimal transportation is used to characterize the property of a Riemannian manifolds of having
Ricci curvature bounded from below by K (in the sense of bilinear form) and dimension bounded
from above by N in terms of convexity properties of entropy functionals along Was-geodesics.
For the adimensional case of the lower bound on K, the Shannon entropy functional is studied,
defined as:

Ent(y|m):/Xplog(p) dm

if v < m with v = pm and plog(p) is integrable with respect to m and +oo otherwise. For the case
of characterizing both the lower bound by K on the Ricci curvature and the upper bound by N
on the dimension, other entropy functionals replace the Shannon’s one, like for instance the Rényi
entropy. These convexity properties do not involve the smooth structure and the Ricci tensor
and they can be formulated even in the metric setting, definining a notion of lower bound on the
Ricci curvature, thus leading to the definition of CD(K, c0) (for the case of Shannon entropy)
and of CD(K, N) spaces (for the case of Rényi one). The key results in this direction are due
to independent works of Lott and Villani ([83]) and Sturm ([94],[95]). One of the key properties
of this class of spaces is the compatibility with the case of (weighted) Riemmanian manifolds,
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the stability of the definition with respect to Gromov-Hausdorff convergence and the validity of
geometric inequalities, such as the Brunn-Minkowski inequality and the Bishop-Gromov mono-
tonicity formula. Bacher and Sturm introduced in [I7] a weaker curvature dimension condition,
called the reduced curvature dimension condition, called CD*(K, N), having better globalization
and tensorization properties.

The class of CD(K, N) spaces contains Finsler manifolds, namely manifolds whose norm on
the tangent space does not satisfy the parallelogram rule, i.e. it does not come from a scalar
product. Indeed, it is proved in the last theorem in [96] that (RY,| - ||,.Z"), where || - || is any
norm on RV, is a CD(0, N) space. In this direction, it was not possible to extend to an intrinsic
setting theorems in differential geometry involving the Riemannian structure. Therefore, the
idea due to Ambrosio, Gigli and Savaré in [10] is to enforce the CD(K, co0) condition with the
linearity of the heat flow, thus ruling out Finsler structures. They introduced the so called class
of RCD(K, c0) spaces, showing in particular stability of the condition under Gromov-Hausdorff
convergence. In [54], Gigli proposed the definition of RCD(K, N) space enforcing the CD(K, N)
condition with infinitesimal Hilbertianity (similarly, we can define RCD*(K, N) spaces), giving
a finite dimensional counterpart to the theory, strongly motivated by the proof the splitting
theorem in the setting of RCD(0, N) spaces by the same author in [53]. The splitting theorem,
that was already a key tool in the structure theory of Ricci limit spaces, motivates the definition
providing a tool in order to study the regularity of such class of spaces (see for instance [57]). It
has been proved in [33] that the definition of RCD(K, N) and RCD*(K, N) spaces are equivalent
in the case in which the reference measure is finite. The bound from below on the curvature and
from above on the dimension in the smooth category can be also characterized by means of the
so called dimensional Bochner inequality. Consider a smooth Riemannian manifold (M, g) and
f € C*°(M); then we have

2 2
A (|V2f|g> >g(Vf,VASf)+ (Ag) + Ric(Vf, V).
A careful study of the heat flow that can be seen either as the gradient flow of the Dirichlet
energy in L? or as the gradient flow of the Shannon entropy functional in the space (Z5(X), Wa)
(see [76]) provides a bridge between two ways of seeing the heat flow, as vertical displacement
in the first case and as horizontal one in the second one (see [51], [56], [9]). This leads in [I1]
to the proof of the equivalence of the formulation of RCD(K, c0) space with convexity properties
of entropy functionals (connected to horizontal displacement) and with a distributional adimen-
sional Bochner inequality (connected to vertical displacement). The same equivalence with a
distributional dimensional Bochner inequality in the case of RCD(K, N) has been established in
[49] (and indipendently in [14]).

In the works of Cheeger and Colding on Ricci limit spaces ([36], [37], [38]), the class of non col-
lapsed Ricci limit spaces is presented. An intrinsic generalization of this class has been proposed

by De Philippis and Gigli in [45] (after [77]), namely the class of non collapsed RCD(K, N) spaces.

Having at our disposal second order calculus tools and in particular a notion of covariant
derivative, we can build parallel transport by borrowing and generalizing arguments coming from
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the smooth category. For what concerns our approach, it is important to identify three objects:
the object we want to transport, along what we perform the construction and the notion of
solution to the problem. We will present in the next section in details the case we studied in [32].

0.2 Major contributions
In this section, we describe the main contributions obtained in the works [32] and [31].

Parallel transport in non-collapsed RCD(K, N) spaces. We explain the strategy used in [32]
to build a theory of existence and uniqueness of parallel transport in the class of non-collapsed
RCD(K, N) spaces. By inspecting the regularity of the underlying space, we can quantify the reg-
ularity of objects at our disposal (functions, vector fields, tensors). In [55], Gigli developed a first
order differentiable structure of metric measure spaces, without further regularity assumptions.
Indeed, starting from the Sobolev space W12(X), it is possible to discuss what a L2-integrable
1-form is and by duality what an L2-integrable vector field is. To speak about gradients of
Sobolev functions as single valued objects, a further regularity assumption on the underlying
space is needed, that is the so-called infinitesimally Hilbertianity. Roughly speaking, this prop-
erty amounts to require that the norm on cotangent objects (L?-integrable 1-forms) is induced
by a scalar product, thus asking a sort of Riemannian-like behaviour of (X,d,m). To discuss
about second order objects, namely Hessian of functions and differentiation of vector fields, it is
needed to ask that the underlying space satisfies a further regularity assumption, namely being an
RCD(K, ) space, that gives extra regularity properties of the heat flow. In this class, it has been
shown in [55] that there is a well defined notion of covariant derivative: this should be intended
in an appropriate Sobolev sense, i.e. it is possible to define the concept of a vector field with
covariant derivative in L?. ’Covariant derivative’ and ’parallel transport’ are two extremely close
concepts, and thus it is natural to expect that the latter also exists in the same generality, pro-
vided one pays due attention to the way to formulate the concepts in relation with distributional
notions of covariant differentiation. An attempt in this direction has been made in [61]: there
the problem of parallel transport is formulated not along a single given curve - as it is customary
in the smooth setting - but rather along a test plan. A test plan is a probability measure on the
metric space of continuous curves with values in X, concentrated on ‘regular curves’ (the class
AC that will be presented later) and ‘well distributed’, in the sense that at every time the curves
do not superpose too much (see Definition . One of the successes of these objects is that
they can be used in duality with functions to define Sobolev functions over a metric measure
space, i.e. the class W12(X,d, m) (see [9]).

The well-posedness of covariant differentiation on RCD(K, 00) spaces seems not sufficient to de-
rive well-posedness of parallel transport and the main result in [61] can be roughly summarized
as follows:

i) it makes sense to define what the ‘covariant differentiation along a Lipschitz test plan =’
of ‘smooth’ vector fields is; the condition to be Lipschitz can be interpreted by saying that
the speed of curves is essentially bounded in time and with respect to ;

ii) to such differentiation operator, one can associate the ‘W’ and ‘H’ Sobolev spaces # 12()
and #12(m), defined respectively in duality or as closure of ‘smooth’ vector fields. In this
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generality, it is not known if the two spaces coincide (mainly due to the lack of a regularizing
operator), but still it is proved that

%”1’2(7r) C WLQ(W);

iii) in the Sobolev space J#12(w) uniqueness of parallel transport can be proved (but not
existence).

On top of these results, we shall see in Section [3.3| (taken from appendix A in [32]) that in #12(wr),
by a general argument based on approximation by viscosity, existence of parallel transport can
be established (but not uniqueness). It is therefore natural to look for some sort of intermediate
space between 712 (m) and #12(m) where both existence and uniqueness of parallel transport
can be obtained.

We didn’t do that in the generality of RCD (K, 00) spaces nor for Lipschitz test plans. Instead,
we impose additional regularity on both the space and the test plan involved to get a better theory.
We shall in fact work with only certain types of test plans on the class of non-collapsed RCD (K, N)
spaces, obtaining

existence and uniqueness of parallel transport

in this setting. The actual statement of our main result requires a bit of terminology, so we
postpone it to the main discussion. In Section we shall compare the construction of [32] to

those in [61] and prove that, in a very natural sense, the relevant space involved sits between
V2 () and #12 ().

Let us give more details about our setting. Rather than investigating ’generic collections
of smooth curves’, as test plans can be thought of, we focus on flows of Sobolev vector fields,
which are in some sense the most regular vector fields at disposal in such a non smooth setting.
Specifically, in the setting of RCD (K, 0o) spaces the concept of Regular Lagrangian Flow ([15], see
also [2], [47] for the Euclidean setting) provides a reasonable counterpart to the classical Cauchy—
Lipschitz theory and it gives meaning to the flow (F}°) (with initial time ¢ and final time s) of a
family (b;) of Sobolev vector fields with uniformly bounded divergence (see Theorem for the
precise statement). A non-trivial regularity result - established in [27] (see also [25]) - concerning
such flows in the finite-dimensional case is that they are uniformly Lusin—Lipschitz, i.e. there is a
Borel partition (E;) of the space up to a m-negligible set such that the restriction of F{ to E; is
uniformly Lipschitz in ¢. Moreover, in the class of non-collapsed RCD spaces, sharper regularity
estimates with respect to time are available at a.e. point z, that in particular allow to say that
the norm of the differential of F at the point = deviates from 1 with a term of order |s —t| (see
Proposition for the precise statement). This key regularity property, obtained in the recent
[25], is needed if one wants to differentiate in time the differential of the flow and recover the
covariant derivative of the underlying vector field b;. In this direction, Chapter 2] aims at being
an informal introduction to the theory of wellposedness and regularity of such flows both in the
Euclidean and in the metric setting.

Consider for a moment a Riemannian manifold (M, ¢g) and assume that (b;) is smooth. By
direct computation, if [0,1] x M > (¢, z) — v (x) € T, M is smooth in ¢, z and defining the vector
field V; := dF{(v;) we can compute the covariant derivative along the curve ¢ — F{(x) by

Vs oy ViES (2)) = (AF(30) + Vi) (Fi ().
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In the smooth setting a vector field ¢t — V; € TFOt(_,C)M is a parallel transport along ¢t — F{(x) if
and only if for v, = dFY(V;) € T,,M we have

v = —dFtO(Vng(vt)bt), for every t. (1)

In other words, the quantity dF(Vy F ('ut)bt> takes into account the time derivative of the distor-
tion given by the differential of the flow. The advantage of working with the vectors v, is that
they all belong to the same tangent space, so that it is clear what the derivative ¥y is and this
advantage is particularly felt in our nonsmooth setting, where it is less understood how to define
the covariant derivative of a vector field of the form ¢ — Vi € T,y M.

Therefore, in the nonsmooth setting, we can measure the regularity of a vector fields along
a family of integral curves of a regular Lagrangian flows in terms of regularity at initial point
by means of the differential of the flow. We define Sobolev curves of vector fields with values in
the "tangent’ at initial point and we call it W2([0,1], L°(TX)) (for (v¢) belonging to this space,
it makes sense to define (v;)). Then, we define Sobolev vector fields along integral curves as
the image via the differential of the flow of the latter space. By analogy with the Riemannian
case, we can define the convective derivative of a vector field ¢t — Z; = dF{(z;) with () €
Wh2([0,1], L%(TX)) as

DyZ; = dFE(%) + Vz,by.

Consistently with (1)), a parallel transport is a vector field t — Z; = dF{(z) with (z) €
Wt2([0,1], L%(TX)) for which
Dy Z; = 0.

Using the strategy of solving an equivalent version of , we obtain the existence of a parallel

transport (see Theorem [5.4.4)).

Then, it is natural to study the problems of uniqueness of parallel transport and of the
preservation of scalar products of vector fields along the transport. As we explained before, this
is connected to the validity of a Leibniz formula, which can be stated in our setting as follows
(see Theorem [5.3.4). Let ¢t — V; = dF¢(v), Zy = dF}(2) with (vy), () € WH2([0,1], LY(TX)).
Then for m-a.e. x, the map t — (V;, Z;) o F(x) belongs to W12([0,1]) and we have

d
" ((Vi, Zi) 0 Fi(2)) = (DiVi, Zy) o Fi(z) + (Vi, Dy Zy) o Fi(z),  ZL'-ae. t.
When trying to prove the Leibniz formula, very soon we encounter the need to compute, given
Vi = dF{(v), the derivative in time of df(V;) o F¢ = d(f o F{)(vt) for f sufficiently regular.
Therefore, a key step of our work is, given a sufficient regular f, showing ¢ — d(f o F{) is
differentiable at a.e. time and
d
ad(f o Fy) = d(df(b) o Fy). (2)
To actually make this plan work, in particular to prove , a few non-trivial technical obsta-
cles have to be dealt with, in particular in relation with the need of interchanging differentiation
in time and differentiation of functions/vector fields. Usually, this sort of issues are managed
through closure properties of the differentiation operator considered in conjunction with Hille’s

xi



theorem about exchanging (Bochner) integration and a closed operator. We stick to the philos-
ophy of this general plan, although we need to revisit and adapt some crucial steps. Indeed, we
have to work in two directions:

A) definition of differential and the closure of such operator. We shall indeed need to work
with functions of the kind f o Ff for f € W2(X) and (F}) Regular Lagrangian Flow as
discussed above. It is well known that one should not expect Sobolev regularity for this
kind of functions, but at least a notion of differentiation can naturally be given using the
Lusin-Lipschitz property of Fy, that in turn ensures that also f o F} is Lusin-Lipschitz.
The problem with the concept of differential defined by locality for Lusin—Lipschitz maps is
that it is by no means a closed operator. What we need to do to get closure is to properly
restrict the domain of the operator. The idea we use is inspired by the original work of
Hajtasz [70] about Sobolev maps in metric measure spaces and the estimates by Crippa—De
Lellis [43], revisited by Brué-Semola [27]: for given ¢ € L°(X) non-negative and R > 0,
we can quantify Lusin-Lipschitz regularity by considering the space Hy g(X) C L%(X) of
functions f € L?(m) such that for some non-negative G' € L?(X) we have

f(y) — f(2)] < d(@,)(G(z) + G(y))e?® W)

for every x, y outside some negligible subset of X and whose mutual distance does not exceed
R. We shall denote by As g(f) C L?(X) the set of G’s as above and endow Hy p(X) with
the natural norm

1 ller, m): :\/”f”%%m)+Gej§i<f)”G”2L2<m> for every f € Hy (X)

(see Definition . It is clear that functions in Hy r(X) are Lusin-Lipschitz. More-
over, crucially, the differential restricted to bounded subsets of Hy r(X) is a closed operator
on L? (see Proposition . Here the role of the estimates in [25] is to ensure that for
f € WH3(X) the functions f o FY are uniformly bounded in Hy r(X) for some properly
chosen ¢, see Lemma [5.3.1

B) formulation of Hille’s theorem and the underlying concept of integration. Due to the low
integrability properties of the differential of the flow, it is not natural to work with vector
fields in LP? for p > 1, but rather it is better to deal with L vector fields. In turn, since
LY(TX) is not a Banach space (in fact, it is not even locally convex) we need to define what
the integral of a map t — v; € LY(TX) is, or more generally of a map t — v; € . with
¢ some LO-Hilbert module: we do this in Section and the approach that we choose
might be described as a sort of ‘pointwise Pettis integral’. More in detail, we first declare
t — f; € L°(X) to be integrable provided so is the map ¢ + f;(z) € R for m-a.e. z, and then
we say that t — v; € J is integrable provided so is the function t + |v| € L%(X). In this
case, its integral can be defined noticing that for any z € # the function t — (z,v;) € L°(X)
is integrable and its integral depends L’-linearly and continuously on z, so that Riesz’s
theorem for L°-Hilbert modules gives the desired notion.
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To this concept of integration we need to attach a form of Hille’s theorem. Its standard proof
for closed operators L : E — F, with E, F' Banach spaces, uses integration in the product
space and concludes using the fact that Bochner integral commutes with projections. In
turn, this latter property follows from the more general fact that Bochner integration com-
mutes with linear and continuous operators, a fact that trivially follows from the definition
of Bochner integral. This exact line of thought does not work in our setting, partly because
we cannot work with ‘pointwise integration’ as we are not assuming the closed operator
L to be L%linear. Still, the general approach does, our idea being to first prove that our
notion of integration can be realized as limit of Riemann sums in analogy with a classical
statement by Hahn, so that its commutation with projections into factors can trivially be
established. To the best of our knowledge, previous results in this direction required the
additional assumptions on the operator L to be continuous, L’-linear, and with uniformly
bounded pointwise norm (see [50]).

It is worth to point out that our assumptions cover the case of geodesics in the following sense.
Let (u¢) be a Wa-geodesic so that pg, 1 have bounded supports and bounded densities. Also, let
e € (0, %) and consider the restricted geodesic 14 := p(1_g)e44(1—¢)- Then, there are vector fields
(b;) satisfying our regularity assumptions (see Proposition for the precise set of these) such
that the associated flow (Ff) satisfy (Fy).vy = v, for every t,s € [0,1]. Moreover, for vp-a.e.
z € X the curve t — F}(x) is a geodesic and the map Fy is the only optimal map from 14 to v;.
The fact that these (b;) exist is a consequence of the abstract Lewy—Stampacchia inequality [58]
and the estimates in [55] (just let by := Vn, with 7, obtained from Kantorovich potentials via the
double obstacle problem, see [58, Theorem 3.13]). In particular, considering the (only, by [15])
lifting 7 of (14), we have that w = (Fj ).y for every t € [0,1], where F; : X — C([0,1],X) is the
map given by = — (s — F7 (ﬂs)) Therefore our results can be read as existence and uniqueness
of parallel transport along m-a.e. geodesic. It is unclear to us whether the initial restriction from
(1) to (1) is truly necessary, but let us point out that it is well known in geometric analysis
and metric geometry that this sort of restriction of geodesics are much more regular than ‘full’
geodesics (see e.g. [40] and the already mentioned construction of parallel transport in item ii)
from [87]).

Let us notice that the class of non-collapsed RCD spaces contains that of finite dimensional
Alexandrov spaces with curvature bounded from below equipped with the appropriate Hausdorff
measure (by the results in [80], [88], [98]), thus our construction provides a notion of parallel
transport alternative to that in [87]. We obtain existence and uniqueness - in place of ‘only’
existence (plus a related second order differentiation formula that we do not explore) - at the
price of describing parallel transport not along a single geodesic, but rather along a.e. geodesic,
in a sense. It is certainly natural to try to compare the two notions, and while we expect them
to agree, we do not investigate in this direction.

Local convergence in measure of differentials of flows associated to Sobolev vector
fields. Let us conclude this introduction describing the content of the work in preparation [31].
The problem that we are going to present was motivated by the construction of a wellposed theory
of parallel transport in ncRCD(K, N) spaces. Our original approach was to proceed by density.
The reason is that, previously, we were able to prove the existence theorem of parallel transport
and the Leibniz formula in the case of flows associated to piecewise-in-time autonomous vector
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fields; then, the idea was to retrieve the mentioned results in the nonautonomous case for flows
associated to vector fields that are the closure in a suitable sense of piecewise-in-time autonomous
ones. Since existence theorem and the Leibniz formula rely on estimates on the differential of the
flow, it is natural to study the problem of stability of differential of flows of converging vector
fields; hence, we treat the problem in the Euclidean setting for Sobolev exponent p > 1 in [31].
However, we realized in [32] that a wellposed theory could be directly proved in the case of time
dependent vector fields, without relying on the aforementioned strategy.

Let us explain the problem. We consider a sequence of vector fields, equibounded in L5 with
equibounded divergence in L{ L and assume that they converge to a limit one in L%W; P We
further assume equibounds of the distributional derivatives of the sequence of vector fields in
L LY. We prove that the approximate gradients (a.e. defined for Lusin-Lipschitz maps) of the
associated flows converges locally in measure to the approximate gradient of the limit one (see
Theorem [6.0.1)). The strategy used is based on the study of the linearized equation

OV Fj(x) = Dby(Fg(z)) VEG (), (3)

that is satisfied by reading in the Euclidean case and Theorem can be proved by taking
the limit in the distributional formulation of the linearized ODE. An important remark is due:
from hyphothesis of order one on the converging sequence of vector fields, namely the assumptions
that the limit vector field belongs to L%Wé’p , and convergence in Ltl’m (plus equibounds on the
vector fields and their divergence) the stability at order zero of flows, namely local convergence
in measure, can be proved (see [43, Theorem 2.9]). However, for the local convergence in measure
of the differentials of the flows, we don’t need any condition at second order neither on the
converging sequence nor on the limit vector field, thanks to the special form of . The validity
of an analogous statement of Theorem in the RCD setting is yet to be understood.

0.3 Organization of the thesis

The thesis is organized as follows. Chapter [I| has the general goal of presenting the calculus
tools on metric measure spaces with the language of nonsmooth differential geometry developed
by Gigli. Section [1.1| contains general preliminaries of measure theory and analysis on metric
spaces. Then we present several calculus tools available at different hierarchies of regularity of
the underlying space. Therefore Section[I.2]develops first order calculus on metric measure spaces;
Section [I.3] contains definitions and some relevant properties for the scope of this manuscript of PI
spaces and RCD spaces; Section presents test functions on RCD(K, 00) and the development
of second order calculus in this setting. Chapter [2has the goal of summarizing in an informal way
the theory of flows associated to Sobolev vector fields, thus leading the reader to the key estimates
we use in [32]. In particular, Section is a recap on the classical theory of flows of Lipschitz
vector fields, and the theory of flows of Sobolev vector fields according to the axiomatization
of Ambrosio (after DiPerna-Lions) and their regularity; Section presents such a theory in
the context of RCD(K, c0) spaces and the regularity of flows associated to Sobolev vector fields
in the setting of RCD(K, N) spaces, plus the key refined estimates in the case of non-collapsed
RCD(K, N) spaces. Chapter has the goal of presenting the functional spaces of [61] to speak
about vector fields along a test plan and existence and uniqueness of parallel transport respectively
in the class # and ¢ is discussed. Chapters [4] and [5| both rely on the results of [32]. Chapter
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[] contains all the functional analytic tools needed to build our theory of wellposedness in the
non—collapsed setting. Chapter [5 contains the theory of existence and uniqueness (thanks to the
proof of a Leibniz formula) of parallel transport in the case of non—collapsed RCD(K, N) spaces.
In particular, Section [5.5| acts as a comparison with the novel theory with the functional spaces
of Chapter showing that in a suitable sense our class of solutions fits in between the ¢ and
W space. Chapter |§| relies on the results of the forthcoming work [31] and we present a stability
result in the Euclidean setting, under suitable convergence of the vector fields, for the gradients
of associated flows.
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Chapter 1

Calculus on metric measure spaces

1.1 General preliminaries

A metric measure space, mms in short, is a triple (X,d, m), such that (X,d) is a complete and
separable metric space, m is a nonnegative Borel measure (where Borel sets are the one induced
by the topology of d) that is finite on bounded sets. In particular, we denote by #(X) the set of
Borel subsets of X and by #(X) the set of nonnegative Borel probability measure on X.
Given two metric spaces (X,dx) and (Y,dy), a Borel map f: X — Y and p € #Z(X), we define
fapp € Z(Y) as

Fon(B) = u(f~\(E)

for every Borel set E and we call it the pushforward measure of p via the map f.

Consider a metric measure space (X, d, mx) and a Borel map ¢: X — Y. We say that ¢ is mx-
essentially invertible if there exists a Borel map v: Y — X such that ¢ o ¢ = Idx mx-a.e. and
po1y = Idy p,mx-a.e.. In this case, we call ¢ a p,mx-essential inverse, which turns out to be
unique up to ., mx-negligible sets.

Given two metric spaces (X, dx) and (Y, dy), we denote by X x Y the cartesian product of X and
Y and when is not furtherly specified we give it the structure of a metric space with the following
distance

dXXY((‘T7 y)? (xlv y/))2 = dX(‘T7 m/)2 + dY(y7 y/)2

for every x,2' € X and y,y' € Y. We define the projection maps 71: X x Y — X as my(z,y) =z
and m: X XY — Y as ma(x,y) = y for every z € X and y € Y. They are both linear and
continuous, with the base space endowed with the topology induced by the distance dxxv.

Given a complete metric space (X,d), we consider C([0,1],X) the set of continuous curves
with values in X. It is a complete metric space when endowed with the sup norm. If (X,d) is
separable, then C(]0,1],X) is separable. We refer to an element ~y: [0, 1] — X of this space as v
or (y¢). We define, for every ¢ € [0, 1], the continuous map

e C(0,1,X) = X as er(y) == v

and we call it the evaluation map at time ¢.



Definition 1.1.1 (Absolutely continuous curves). Given v € C([0,1],X), we say that v €
AC([0,1],X) if there exists g € L*(0,1) such that for every s <t

t
d(%,%)é/ gr dr.

We will say without ambiguity that v € AC or v is an AC curve. An important property of
AC curves is the following proposition.

Theorem 1.1.2 ([7, Theorem 1.1.2]). Consider v: [0,1] — X. Then the limit

. - d(vs, )
= lim ———*
el = )

exists for L'-a.e. t € (0,1). Moreover, the function (t — |§|) € L(0,1), it is admissible as g in
the definition of AC curves. It is minimal in the sense that given an admissible g |¥.| < g in the
L-a.e. sense.

A particular class of AC curves is that of (constant speed) geodesics.

Definition 1.1.3 (d-geodesic). We say that v: [0,1] — X is a (constant speed minimizing) d-
geodesic if, for every t,s € [0,1], d(v¢,7vs) = |t — s|d(v1,70)-

We define some relevant weaker definitions of modulus of the gradient in the case of a Lipschitz
function f: X — R. We denote by Lip(X) the space of real valued Lipschitz continuous functions
on (X, d) (usally there is no ambiguity about the distance), with Lip,(X) and Lip,,(X) respectively
the space of Lipschitz and bounded functions and Lipschitz functions with bounded support.
Given a Lipschitz function f: X — R, we denote by Lip(f) its Lipschitz constant. Given f: X —
R Lipschitz, we define the slope of f as lipf: X — [0, +00) defined as

lip/ (2) := in w

We define the asymptotic Lipschitz constant as

In the last two definitions lip f(x) = lip, f(x) := 0 if = is an isolated point.
We denote LP(m) for p € [1,+00) the space of (m-a.e. equivalence class of ) p-integrable functions
and with L>°(m) the space of m-essentially bounded functions. We introduce here the vector
space

L°(m) := {Borel measurable functions f: X — R finite m — a.e.} / ~

where ~ denotes the equivalence relation given by m-a.e. equality. L°(m) can be endowed by the
notion of local convergence in measure that can be metrized by the following distance. Consider
m’ € #2(X) such that m’ < m < m’ and define djo: L%(m) x L°(m) — [0, +00) as

dro(f,g) i:/!f—g A 1dm’
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We don’t keep track in the notation dyo of the measure m’. It can be checked that djo satisfies
the axioms of a distance and that, endowed with this distance, L"(m) is a complete and separable
metric space. By explicit construction, it can be shown that such an m’ exists; for instance
consider m’ := "> 1 27"m(By41(0) \ Bn(0)) " X B, .1 (0)\Bn (o)™ With the convention of neglecting
the term in the sum when m(B,11(0) \ By(0)) = 0 for some n; the choice of m’ satisfying the
previous condition is clearly not unique. We mention the following classical proposition.

Proposition 1.1.4. Consider f € L°(m) and (f,) C L°(m). The following are equivalent:
i) dro(fn, f) = 0 as n — +o0;

ii) given any subsequence (N, )m, there exists a further subsequence (npy)k such that for m-a.e.
x € X limy, fp,,, () = f(z);

iii) for every € >0 and E C X with m(E) < oo, m(EN{|fn — f| > €}) = 0 as n — +o0;

w) for every e >0, W' ({|fn, — f| > €}) = 0 as n — +o0.

The last proposition implies the following property: different choice of m’ may change the
distance d 0, but not the topology it induces. Moreover, the metric space (L°(m),d;0) is complete
and separable. An important property that will be used in the following is that:

the inclusion LP(m) < L°(m) is continuous for every p € [1,00]. (1.1)

1.2 First order calculus on metric measure spaces

We consider in this section (X, d, m) to be a metric measure space. The literature on definitions
of Sobolev functions on metric measure spaces is very broad, but it can summarized in at least
three schools:

1) the original definition due to Cheeger, based on a relaxation procedure in [34]; the definition
is reformulated in [9] in terms of slope of Lipschitz functions;

2) the definition due to Shanmugalingam (see [91]), based on p-modulus of curves (after being
introduced in [79));

3) the definition due to Ambrosio, Gigli and Savaré based on the notion of minimal weak upper
gradient (see [9]).

Another distinct approach is the one due to Hailasz in [70], which provides a different notion with
respect to the others. In this thesis, we will use in Section a weaker notion of this space, that
we call weighted Hailasz Sobolev space, which is inspired by the definition in [70]. We focus here
on 3). All the approaches aims at identifying a function that is the counterpart of the 'modulus
of distributional derivative’. All the notions of Sobolev spaces coincide and also all the functions
playing the role of 'modulus of distributional derivative’ (we refer to [91],[9] for the equivalence
between 1) and 2) and to [§] for the equivalence of the previous ones with 3)). We explain now
the approach in item 3), which is based on providing a nonsmooth counterpart to the fact that,
given f: R? — R, |Vf| < G everywhere if and only if for every smooth curve v: [0,1] — R? we
have |f(11) = f(0)| < o Gl dr.

We define the kinetic energy of a curve KE: C([0,1],X) — [0, +00] as KE(y) = fol |4¢|2 dt if 7y is
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an AC' curve and +oo otherwise. For what concerns this approach, we refer to [9], Section 5]. We
need the following definition.

Definition 1.2.1 (Test plan). We say that w € Z(C([0,1],X)) is a test plan if the following two
conditions hold:

i) there exists a constant C > 0 such that e, < Cm for every t € [0, 1]

i) [KE(y)dm(y) < +o00.

Definition 1.2.2. We define the vector space S?(X,d, m) (S?(X) in short, if there is no ambigu-
ity) as the set of f € L%(X) for which there exists G € L*(m) such that

1
/|f061 ~ foepdr < /0 /G(%)\%\dﬂ(v) at

for any test plan 7. In this case, we will say that G is a 2-weak upper gradient for f.

The set
oy :={G : G is a weak upper gradient for f}

is trivially convex and closed in the L?(m) topology, therefore it admits an element of minimal
L?(m)-norm, that we denote by |Df| and call the minimal weak upper gradient of f. It turns out
to be also minimal m-a.e. We define

WX, d,m) := L?(m) N S?(X,d, m).

We will write W12(X) when there is no ambiguity on the distance d and m. It is obvious that
Wh2(X) is a vector space and it is a Banach space when endowed with the norm

111200y = 112y + D F 112 -

The Sobolev spaces inherites some calculus rules, which are mainly inequalities since the minimal
weak upper gradient estimates the modulus of the distributional derivative.
The following hold:

i) Locality: consider f,g € S?(X). Then |Df| = |Dg| holds m-a.e. on {f = g};

ii) Chain rule: consider f € S?(X) and a Borel set N C R with .#!(N) = 0. Then |Df| =0
m-a.e. on f~1(N);if p: R — R is a Lipschitz function, then po f € S?(X) and |D(po f)| =
|¢'| o f|Df|, where |¢| o f is arbitrarily defined on f~*({t € R: Ao/ (t)});

iii) Leibniz rule: consider f,g € S?(X) N L>®(m). Then fg € S*(X) N L>(m) and |D(fg)| <
|f| | Dg| + |g| |Df] holds m-a.e.;

iv) Subadditivity: let f,g € S?(X), then f + g € S*(X) and |D(f + g)| < |Df| + |Dg| holds
m-a.e.

Definition 1.2.3 (The space SZ_(X,d,m)). We define S3(X,d,m) as the set of functions f €

L°(X) such that for any bounded Borel set B C X there exists a function fg € S*(X,d, m) such
that fg = [ in the m-a.e. sense on B. For any f € SE_(X,d,m), we define |Df| as

|Df|:=|Dfp| in the m-a.e. sense on B, for any fp as before.
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|Df| is well defined by the locality property of the minimal weak upper gradient. We define
WoA (X, d,m) := L (m) N S2 (X, d,m).

Motivated by this theory, it is possible to define the differential d as a linear operator d: S?(X) —
A and to find a right ambient space A in order to speak about covectors, endowed with a structure
that encodes all the properties we know about Sobolev functions on X, such as |Df|. For this
reason, the language of L?(m)-normed L>°(m)-modules came into play, developed in connection

with W12(X) in [55].

Definition 1.2.4 (LP(m)-normed L*°(m)-modules, [55, Definitions 1.2.1, 1.2.10]). Consider p €
[1,400]. A LP(m)-normed L (m)-modules is a quadruplet (A, || - ||.z,-,|- 1), where (A, |- ||.#)
is a Banach space. The multiplication by L>(m) functions L°(m) X 4 — M (f,v) = f-visa
bilinear map, satisfying (fg)-v=f-(g-v) and 1-v =0 for every f,g € L>®(m) and v € A4 (we
denote by 1 the function in L°°(m) identically equal to 1). The pointwise norm |- |: .# — LP(m)
satisfies |v| > 0 m-a.e. for everyv € A, |f -v| = |f||v| m-a.e. for every f € L>®(m) and v € A .
Moreover, |[v]|’, = [|v|Pdm for every v € 4.

We will say that v € .# is 0 on the m-measurable set E if |v| = 0 m-a.e. on E. As mentioned
before, the connection with W1?(X) is expressed in the following proposition.

Theorem 1.2.5 ([55, Section 2.2.1]). Let (X, d, m) be a metric measure space. Then there exists a
unique couple (L?(T*X),d) where L*(T*X) is an L*(m)-normed L™ (m)-module and d: S?*(X) —
L2(T*X) is a linear map such that the following holds:

i) |df| = |Df] holds m-a.e. for every f € S%(X);
i) {30 xa,dfi + Ai € B(X), fi € S3(X)} is dense in L*(T*X).

Uniqueness is intended up to unique isomorphism, i.e. given another couple (M, 51) satisfying i)
and i) there exists a module isomorphism ®: L3(T*X) — M which preserves the pointwise norm
such that ® od = d.

Let us comment the items in Theorem item 1) states the consistency of d with the notion
of minimal weak upper gradient and item ii) the fact that L?(T*X) is the smallest’ L?(m)-module
containing the differential of elements in S%(X). We call L?(T*X) the cotangent module associated
to (X,d, m) and d the differential.

Usually, we refer to property ii) by saying that L?(T*X) is generated by differentials of elements
in S%(X).
Important consequences of the definition of differential are two following three properties:

i) Locality: let f,g € S?(X). Then df = dg on the set {f = g};

ii) Chain rule: consider f € $?(X). Given a Borel set N C R such that .Z'(N) =0, df = 0 on
f~Y(N); given I C R such that (fim)(R\ ) =0and ¢: I — R is a Lipschitz function, then
pofeS*X)and d(po f) = ¢ o fdf. The expression ¢’ o fdf is a well-defined element
of L?(T*X);

iii) Leibniz rule: given f,g € L*®(m) N S%(X,d, m) we have fg € L>®(m) N S?(X,d,m) and
d(fg) = gdf + fdg.



To speak about L%-integrable vector fields, it is costumary to define the notion of dual module.

Definition 1.2.6 (Dual of an L?module). Let .# be an L*(m)-normed L°°(m)-module. Then
we define M* as

M* = {L: M — L' (m) such that L is linear and continuous.}

and we endow it with the following operations:
o (L+L")(v):=L(v)+ L'(v) for every L,L' € #* and v € M ;
o (f-L)(v) :=L(f-v) for every L € A*, ve .# and f € L>®(m);

o |L|:= esssup L(v) for every L € .#*;

[v|<lm—a.e.
o 1Ll = NEll oy for every L € a*.
Endowed with operations, #* has the structure of a L?(m)-normed L°(m)-module.

Definition 1.2.7. We define L*>(TX) := (L*(T*X))* and we call it the tangent module.

It may happen that in some situation we don’t care about the integrability of a vector field
or we don’t have it at our disposal; for this reason, the following language turns out to be very
useful.

Definition 1.2.8 (L%(m)-normed L°(m)-modules). An L°(m)-normed L°(m)-module is a quadru-
plet (M ,T,-,|-|), where (A ,T) is a topological vector space. M is a module over the commutative
ring LO(m), namely the operator -: LO(m)x.# — # is bilinear, called the multiplication by L°(m)
functions satisfying (fg)-v = f-(g-v) and 1-v = v for every f,g € L°(m) and v € A (we
denote by 1 the function in L°(m) identically equal to 1). The operator | - |: .4 — L°(m), called
pointwise norm, satisfies |v| > 0 m-a.e. for every v € A with equality if and only if v =0 and
v+ w| < |v| + |w| m-a.e. for every v,w € A .

For some Borel probability measure w' € (X)) such that w' < m < m' it holds that the distance
d 4 defined for v,w € A as

dy(v,w) = /|v —w| A 1dm'
is complete and induces the topology T.
We need to fix some notations, that will be repeatedly used in this manuscript.

Definition 1.2.9 (Support). Given an L°(m)-normed L°(m)-module .# , we define for v € M
the support of v (and we denote it as supp(v)) as supp(v) := supp(|v|).

Similarly as for the case of L(m) with Proposition we have the following result in the
case of L?(m)-normed L°(m)-modules.

Proposition 1.2.10. Let (#,7,-,|-|) be an L°(m)-normed L°(m)-module. Consider v € .4 and
(vn) C A . The following are equivalent:

i) d_g(vn,v) = 0 as n — +o0;



i) for every e >0 and E C X with m(E) < oo, m(E N {|v, —v| > €}) = 0 as n — +oo;

i) for every e > 0, m'({|v, —v| > €}) = 0 as n — +oo.

It is important to point out that, as a consequence of the last proposition, in particular of the
equivalence (i)-(iii) the choice of m’ affects only the value of d 4, but not its completness nor the
fact that 7 is the induced topology.

We want to recall now the notion of 'measurable sections of the tangent bundle’ or 'measurable
vector fields’.

In order to do so, it is important to understand two constructions in order to pass from an L?(m)-
normed L>(m)-module to an L°(m)-normed L°(m)-module and viceversa.

The construction is similar to the case of functions. The Lebesgue spaces and the space L°(m)
are related in the following way. When considering L?(m), the space L°(m) can be seen as the
completion of L*(m) with respect to the distance djo(y). On the other side, L?(m) is defined as

{f € LOm): fe L¥(m)}.
The first link is given by the following proposition (see [55, Section 1.3]).

Proposition 1.2.11 (Restriction of an L°(m)-module). Let (.#°,7,-,|-|) be an L°(m)-normed
LO(m)-module. Then
M= {ven: |v| € LP(m)}

has the strcture of a LP(m)-normed L (m)-module with -,| - | inherited from A#° and || - || 4 :=
Il e (m) -

The following result is proved in [55, Section 1.3] and actually was the construction that
motivated the axiomation in Definition [[.2.8

Proposition 1.2.12 (Completion of an L°(m)-normed module). Consider (A, | - ||z, |- 1) an
L?(m)-normed L>®(m)-module. Consider m' € 2(X) withm’ < m < m’ and define d_y4 as above.
Then consider the completion #° of (M, || - ||.») with respect to dyo and T the induced topology
ofd_y. Then (A°,T) has the structure of an L°(m)-normed L°(m)-module with the operator -, |- |
extended from M to #°.

Let us make a comment about the last statement in the proposition. The operator -: L% (m) x
M — M can be extended to an operator -: LY(m) x .#° — .# in the following way: given
feLl(m),ve . #° (fi)n € L*(m), (vu)n C A such that f, — f in L°(m) and v, — v in
(#°,d_y), we have that f,, - v, is Caucy in with respect to d_, with limit that we call f-v € .Z°.
It can be checked that - satisfies all the properties in Definition We can argue similarly for

- 1.
Definition 1.2.13. We define L°(T*X) := L?*(T*X)? and L°(TX) := L*(TX)° and we call them
respectively the measurable cotangent module and the measurable tangent module.
Morever, we define for p € [1,+00]
LP(T*X) := {v € LY(T*X) : [v] € LP(m)} and LP(TX):= {v e LYTX) : |v| € LP(m)}.

Another construction on LY(m)-normed modules is localization.
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Definition 1.2.14 (Localization of a L°(m)-normed module). Let .#° be a L°(m)-normed module
and consider E C X. Then

.//ZO|E = {xpv:ve.n’} .
It turns out that ///0|E is stable under all the module operations of #° and it is complete, thus

has the structure of a L°(m)-normed module.

Definition 1.2.15 (Dual of an L%(m)-normed module). Let .#° be an L°(m)-normed L°(m)-
module. Then we define (#°)* as

() = {L: . #° = L°(m) such that L is L°(m)-linear and continuous.}
and we endow it with the following operations:
o (L+L')(v):= L)+ L'(v) for every L, L’ € (#°)* and v € .#°;
o (f-L)(w):=L(f-v) for every L € (#°)*, v e .#° and f € L°(m);

e |L|:= esssup L(v) for every L € (#°)*.

[v|<lm—a.e.
Endowed with operations, (.#°)* has the structure of a L°(m)-normed L°(m)-module.

Remark 1.2.16. Fiz an L?(m)-normed L°(m)-module .# . It can be checked that there is an iso-
morphism of modules which preserves the pointwise norm between the dual of its L°(m)-completion
(#°)* and the completion of its dual (.*)°.

Still concerning the theory of normed modules, it is important to mention the class of Hilbert
modules.

Definition 1.2.17. Let (7, | - ||, |-]) be an L?*(m)-normed L*°(m)-module. We say that H#
is an Hilbert module if for every v,w €

lv+w|? + v —w|? = 2Jv]* + 2|w|? m-a.e. (1.2)
The same definition holds for the case of L°(m)-normed L°(m)-modules.

The definition above is equivalent to say, in the case of L?(m)-modules, that (JZ,| - ||) is
an Hilbert space. This condition states that | - | is 'pointwisely induced by a scalar product’. In
particular, given an L?(m)-normed Hilbert module 7, defining (-,-): 2 x # — L'(m) as

2 1nl2 (]2
(v, w) = [+ wl 2|v [w] for every v,w € S (1.3)

we have that it is L°°(m)-bilinear. When # is an L°(m)-normed Hilbert module, we have that
(+,): H x A — L°(m) defined as in is L(m)-bilinear.
Both in the case of L?(m)-normed Hilbert modules and of L°(m)-normed Hilbert modules we
have that

(v,v) = |v|%, [{(v,w)| < |v||w], for every v,w € . (1.4)

10



Remark 1.2.18. It follows that an L?(m)-normed L>(m)-module # is Hilbert if and only if its
LP-completion s#° is. Moreover, it can be readily checked that the scalar product in (1.3) can
be extendend to a L°(m)-bilinear map on the L%completion 70, satisfying also (1.4). |

Another important property for both L?(m)-normed and L°(m)-normed Hilbert module is the
Riesz representation theorem.

Proposition 1.2.19 (Riesz theorem for L?(m)-normed Hilbert modules, [55, Theorem 1.2.24]).
Let 5 be a L?(m)-normed L (m)-module 5. Then the map S > v+ L, € H*, defined as

Ly(w) := (v,w) for every w € H
is an isomorphism of modules and is called Riesz isomorphism for L?(m)-normed modules.

Proposition 1.2.20 (Riesz theorem for LY(m)-normed Hilbert modules). Let 7#° be a L°(m)-
normed L°(m)-module 7. Then the map S° > v L, € (H#°)*, defined as

Ly(w) := (v,w) for every w € #°
is an isomorphism of modules and is called Riesz isomorphism for L°(m)-normed modules.

Proof. Tt is straightforward to check that v ~— L, is a L°(m)-linear isometry. It is enough to prove
surjectivity (the proof is taken from [I8]). We consider L € (#°)* and we solve the problem of
finding v € 2 such that

1 1
5\11]2 — L(v) = essinfwejf()g\wy? — L(w). (1.5)

We can choose a sequence (vy), € 7 such that 3|v,|? — L(vn) > $|vn41]* — L(vp41) and such
that 3|v,|*> — L(vs) — essinf,,¢ o |w]> — L(w) m-a.e.. It can be checked that

1 1 1 . 1
Z‘vn - Um‘2 < §|Un|2 - L(Un) + §|vm|2 - L(Um) - 26851nfw€(7fo§|w’2 - L(w)'

So (vn)n is Cauchy in 50 and admits a limit v; by continuity of #° > v — $|v|? — L(v) € L%(m),
v solves (1.5). The strict subadditivity of | - |? grants that the solution is unique. Consider v the
solution of ((I.5)): we have that, for every w € J#° t € R,

1 1
5\1} +tw|? — L(v + tw) > 5\0\2 — L(v)

holds m-a.e.., which yields
1
§t2|w\2 + t(v,w) —tL(w) > 0.

Dividing by ¢ and taking the limit ¢ \, 0 and ¢t 0, we get that L(w) = (v,w) for every
w e A, O

We recall the definition of the pullback of an L°(m)-normed module. The original construction
comes from [55] for the case of LP(m)-normed L (m)-modules.
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Theorem 1.2.21 ([61, Theorem 2.7]). Let (X,dx,mx) and (Y,dy,my) be two metric measure
spaces. Let ¢: X — Y be a Borel map such that p,mx < my. Let .#° be an Lo(my)—normed
module. Then there exists a unique couple (N°,T) (up to unique module isomorphism preserving
the pointwise norm) such that A% is a L°(mx)-normed module and T: .#° — A is a linear
map such that

i) |T(v)| = |v| o ¢ holds in the mx-a.e. sense, for every v € .#°;

ii) the set of elements of the form > v | xa,T(v;), with (A;); partition of X and v, ..., v, € MY
is dense in N0,

In this case, we denote the couple (N0, T) = (¢* #°, ¢*) and we call *.#° the pullback module
of .#° via the map ¢ and ¢* the pullback map.

We now turn to recall the definition of some differential operators that are needed in this
manuscript.

Definition 1.2.22 (Divergence, [55, Definition 2.3.11]). Consider p € [1,+00]. The space
D(div,) C LY(TX) is the set of all vector fields X € L'(TX) for which there exists f € LP(m)
such that for every g € Lippy(X)

/fgdm:—/dg(X)dm.

In this case, we call f (uniquely determined by the density of Lipy(X) in LP(m)) the divergence
of X and denote it by div(X).

As a consequence of Leibniz rule for differentials, we get that, given X € LP(TX) N D(divy)
and f € L>®(m) N S?(X) with |df| € L*°(m) we have

fX € D(divp,) and div(fX)=df(X)+ fdivX.
We say that, given f € S?(X), an element L € L?(TX) belongs to Grad(f) if
df(L) = |L|* = |df|* holds m-a.c.

In particular, when Grad(f) consists of only one element, we call it V f.

We say (X,d, m) is infinitesimally strictly convex if for every f € S?(X) Grad(f) consists of
only one element.

An important definition which encodes the fact that the pointwise norm on elements of the
cotangent and tangent modules come from a scalar product is that of infinitesimally Hilbertian
metric measure spaces and the content of the next proposition.

Proposition 1.2.23 ([55, Proposition 4.22]). The following are equivalent:
i) WH2(X) is an Hilbert space;
it) (X,d, m) is infinitesimally strictly conver and df(Vg) =dg(Vf), m-a.e.;

iii) L2(TX) and L?(T*X) are Hilbert modules;
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) (X,d,m) is infinitesimally strictly conver and V: S*(X) — L*(TX) is linear;

v) (X,d,m) is infinitesimally strictly conver and V: S*(X) — L?(TX) satisfies the Leibniz
rule, i.e. V(fg) = gVf+ fVg for f,g € S*(X) N L>®(m).

We say that (X,d,m) is infinitesimally Hilbertian if one (and thus all) of i)-v) hold.
From now on, we work in the following setting:
we assume that (X, d, m) is infinitesimally Hilbertian

We stress out that, in the case of infinitesimally Hilbertian metric measure spaces, (L?(TX), V)
can be characterized as the only couple satisfying:

i) V: S2(X) — L*(TX) is linear and |V f| = |Df| holds m-a.e.;
i) {30 xa, Vi A € B(X), f; € S*(X)} is dense in L*(TX).
As before, uniqueness is meant up to module isomorphism preserving the pointwise norm.

Remark 1.2.24. Notice that item i) and ii) are indeed the same properties satisfied by the
couple (L?(T*X),d)). This is not surprising compared with Theorem because there is an
isomorphism of modules which preserves the pointwise norm between L?(T*X) and L?(TX).

|

We now define the Laplacian operator with range in L?(m) and in L2 (m) (in particular, for
the case of a general metric measure space and of the measure valued Laplacian, possibly not

single valued, we refer the reader to [54], Definition 4.4]).

Definition 1.2.25 (Laplacian in L?). Let (X,d,m) be an infinitesimally Hilbertian metric mea-
sure space. Given f € WH2(X), we say that f € D(A) provided there exists g € L*(m) such
that

/ghdm: —/(Vf,Vh) dm (1.6)

for every h € WY2(X). The function g (uniquely determined by the density of W12(X) in L?(m))
will be denoted by Af.

The infinitesimal Hilbertianity assumption, thanks to item iv) in Proposition [1.2.23| yields
indeed that A: D(A) C L?(m) — L?(m) is linear.
2

We introduce a weaker notion of Laplacian as an element in Lj, (m).

Definition 1.2.26 (Laplacian in L? ). Let (X,d, m) be an infinitesimally Hilbertian metric mea-

sure space. Given f € VVli)f(X), we say that f € Dioc(A) provided there exists g € LE _(m) such
that

/ghdm: —/<Vf,Vh) dm (1.7)

for every h € Lipy,(X). The function g, uniquely determined, is called the Laplacian of f and
denoted by Af.
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Notice that, given f € D(A), we have that f € Djo(A) and Af coincides in the two def-
initions. In order to define the RCD(K, N) in a distributional way, it is important to produce
some 'regular’ functions. To this aim, the main tool in this setting that act as a regularization
operator on functions is the heat flow, formalized as gradient flow on Hilbert spaces, according
to the theory in [23],[78] (see also the monograph [24]). We need some preliminary definitions.
Consider an Hilbert space H and denote by (-,-) and | - | respectively its scalar product and the
induced norm. Given a function E: H — [0, +0o0], we denote by

Dom(FE) :={xz € H : E(x) < 400}.

In particular, if E/ is convex and lower semicontinuous, we define the subdifferential of F at the
point x € H and we denote it by 0~ E(z) as the set

0 E(x):={ve H:E(x)+ (v,y —x) < E(y) for every y € H}.

Moreover, we define the slope of E as the functional [0~ E|: H — [0, +0o0] given by

(E(z)—E@)* ifxreD E
0~ B(x)] = {S“p#x o= if @ € Dom(E)
+00 otherwise.

Notice that |07 E|(z) = 0 if and only if = is a minimum point of E. It can be proved that

0 FE = i . 1.8
0 El(x) = _min I (1)

Theorem 1.2.27 (Gradient flow on Hilbert spaces). Let H be an Hilbert space and E: H —
[0, 4+00] a convex and lower semicontinuous functional. Consider x € Dom(E). Then there exists
a continuous curve [0,+00) 3t — x4 € H such that xg = x, is locally AC in (0,+00) and satisfies

xy € =07 E(xy) for a.e. t € [0,+00). Such a curve is called the gradient flow of E starting from
x. Moreover:

i) given two gradient flows (x;) and (y;) starting respectively from x and y, we have
|ze — ye| < |z —y| for everyt > 0.

Such a property is usually called contraction property and yields uniqueness of the gradient
flow from a fized initial point;

it) the maps t — x; and t — E(x) are locally Lipschitz in (0,400);
iii) the maps t — E(x¢),|0” E(xt)| are non increasing for t € [0, +00);
iv) giveny € H, we have that E(x¢) 4+ (x}, ¢ — y) < E(y) holds for a.e. t € (0,400);
v) we have that —%E(xt) = |2¢|? = |07 E|*(x4) for a.e. t € [0, +00);
vi) Giveny € H and t € [0,+00), the following estimates hold:

|20 — yl?

2
_ _ o —
S Py <o BPm) + 2 )

E(xt) < E<y) + 12
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vit) fiven t > 0, limp o w =: v, where v is the element of minimal norm in 0~ E(x),

where for t =0 holds if 0~ E(x) # 0.

We define the Cheeger energy functional Ch: L?(m) — [0, +o0] as

%f|Df|2dm if feWh3(X),

] (1.10)
400 otherwise.

Ch(f) == {

Definition 1.2.28 (Heat flow). We define the heat flow (ht)i>0 as the gradient flow in L?(m) of
the Dirichlet energy Ch.

Proposition 1.2.29. Let (X,d, m) be an infinitesimally Hilbertian metric measure space. Con-
sider Ch: L?(m) — [0, +oc] be defined as in (1.10). Then f € W12(X) belongs to D(A) if and
only if 0~ Ch(f) # 0 and in this case 0~ Ch(f) = {—-Af}.

Thanks to the last proposition, Theorem [I.2.27] can be specified to the case of the Cheeger
energy in the setting of infinitesimally Hilbertian metric measure spaces, by saying that for every
f € L%(m) there exists a curve [0, +00) > t — f; € L?(m) such that

i) fo=r;

i) t — f; belongs to C([0,4+0o0), L?(m)) and AC(K, L?(m)) for every compact interval K C
(0, +00);

ii) for a.e. t, f; € D(A) and d;f = Af, where the limit in J; is meant in the norm of L?(m).

In particular, item vi) in Theorem [1.2.27| can be read in the case of the heat flow for f,g €
Wh2(X) as

2 2 Hf - g”%Q(m)
H’Dhtpr(m) < |HDg|HL2(m) + g .
If = all7 :
1A f 11 2 my < 1AGNT 2y + TW

Some relevant properties of the heat flow are the following ones.

Proposition 1.2.30 ([60, Proposition 5.2.14]). Let f € L?*(m) be fized. Then the following
properties hold:

i) weak mazimum principle: assume that f < ¢ m-a.e. for ¢ € R. Then hyf < ¢ m-a.e. for
every t > 0;

i) consider p € [1,+o00]. Then ||hif|[1r@m) < [|fllzr(m) for every t > 0.

The definition of RCD(K, N) space in Section in terms of Bochner inequality is formulated
in a ’distributional’” way. We want to do some comment on how to obtain the function with the
needed regularity in the definition. We will have the following two classes:

o = {f € D(A), Af € WH(X)},

(1.12)
oy = {g € D(A) N L®(m)T, Ag € L®(m)}.
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Notice that by the properties of the heat flow, {hyf : f € L?(m) for some t > 0} C @, giving
the information that  is not empty and contains ’a lot’ of elements. For 7%, we need to
introduce the following object, the time regularized heat flow h, (see e.g. [55, Section 3.2]),
defined as follows: consider a non-negative p € C°(0,+00) and f € L?(m) N L (m); we define
hof € L*(m) N L®°(m) as

+oo
hof ::/0 hsf o(s)ds. (1.13)

In particular, hyf € D(A) and there exists C(¢) > 0 such that [[Ahg f][z2m) < C(@)IfllL2(m)-
Moreover, using the fact that A: D(A) C L?(m) — L?(m) is a closed operator and Hille’s theorem,
we have that for f € L%(m) N L>(m)

Ahsof:/o Ahsfgo(s)dSZ/O 85h8fcp(s)ds:—/0 hsf ¢ (s)ds (1.14)

thus having that Ahyf € L®°(m) and [|Ahy fllpeom) <[5 €' (s)| sl fl|Loo(m)- Moreover, as a
consequence of the definition of A, both items in Proposition and the linearity of the heat
flow, it follows that h,f > 0 whenevert f > 0 and h,f € L>(m).

Hence, collecting the previous results, we have that

{hof : f € L*(m) N L®(m), f >0} C o

showing as before that 7 is not empty and producing ’a lot’ of elements belonging to it.

1.3 Relevant properties of PI spaces and RCD spaces

Let (X,d,m) be a metric measure space. A very general theory that needs to be mentioned is
that of PI spaces, firstly introduced by Heinonen and Koskela in [72]. In order to formulate it,
we need the following definitions. We say that (X,d, m) is locally uniformly doubling if, for every
R > 0, there exists Cr > 0 such that for every x € X and r < R we have

m(Bar(z)) < Crm(B,(z)) (1.15)

We refer to Cr as the doubling constant up to scale R.

An important consequence of the definition of the doubling assumption is that (X,d) is proper,
i.e. closed and bounded sets are compact.

It is a well known fact (see e.g. [73], Section 3.4]) that, if (X, d, m) is locally uniformly doubling,
Lebesgue differentiation theorem holds. As a direct consequence, given a Borel set F, almost
every point in E is a density point. Given f : X — R U {fo00} Borel and z € X we define the
approximate limsup of f at x as

ap-lim f(y) := inf {\ € RU {£o0} : = is a density point of {f < A} }

y—>x
and analogously we define the approximate liminf ap-lim,_, f (y). Then the approximate Lips-

chitz constant at x of a Borel function F': X — Y with (Y, dy) metric space is defined as

ap-lip F(z) := ag-_)lgiﬁim dY(};((gyJ) ,;;(x)) : (1.16)
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Finally, we recall that a Borel map F' : X — Y is said Lusin—Lipschitz provided there exists a
sequence (E;) of Borel sets in X such that m(X\ J; E;) =0 and F | g, i Lipschitz for all 7 € N.

We recall the definition of Hardy Littlewood maximal operator. Given f € Llloc(X7 m) and

A > 0, we define
1
My f(z) :== sup / | f| dm.

o<r<x M(Br()) JB,(2)
that we call the Hardy Littlewood maximal operator up to scale A. When A = +o00, we call it the
Hardy Littlewood maximal operator and denote it by M. Then on a locally uniformly doubling
space we have that: for every 1 < p < oo and A > 0 there exists a constant C), » such that

(1.17)

| Mxfllze < Cpallfllee for every f e LP(X,m). (1.18)

See e.g. [73, Theorem 3.5.6] for a proof (notice that in such reference the measure is assumed to
be doubling, i.e. with the constant in to be independent of both « and R, however as the
argument in the proof shows, since we are considering the restricted maximal function, this is not
really an issue).

We say that (X, d, m) satisfies a weak local (1-1) Poincaré inequality provided for every R > 0
there exists Cp(R) > 0 and A > 1 such that for every f: X — R Lipschitz, z € X, 0 < r < R we
have

BT(I) B)\r(x)
where fp () = m fBr(w) fdm.

Definition 1.3.1 (PI space). We say that (X,d, m) is a PI space if it is locally uniformly doubling
and satisfies a weak local (1-1) Poincaré inequality.

For us, this class of spaces is relevant because the results in [34] apply and because RCD(K, N)
spaces are PI spaces. This a consequence of the fact that they are locally uniformly doubling (see
[95]) and satisfies a local Poincaré inequality (see [89]). Another relevant property of PI spaces
is that, as proven in [34], given f € W12(X) N Lip(X), we have

|Df| =lipf in the m-a.e. sense

(while the inequality < holds in general metric measure spaces).

On PI spaces, the following maximal estimate holds (see [7I, Theorem 3.2]): given f €
W12(X), there exists a m-null set NV such that

[f(@) = f(y)| < C(Mar(IDfI) () + Mur(IDf)(y))d(z,y)  ¥z,y € X\ N, d(z,y) < R. (1.19)

In particular, notice that ((1.19) can naturally be used in the Euclidean setting when (X, d, m) =
(R4, d., £%).

We now recall the definition of RCD (K, 00) and of RCD(K, N) following the Eulerian charac-
terization by means of the Bochner inequality in [I1].
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Definition 1.3.2 (RCD(K, o0) spaces). Let K € R. Then a metric measure space (X,d, m) is a
RCD(K, o0) space provided the following conditions hold:

i) there exists C >0 and a point = € X such that m(B,(z)) < CeC";
it) for every f € WH(X) with |Df| € L°°(m), there exists a Lipschitz function f which is a
representative of f and ||| D f||| peo(m) = Lip(f);
iii) the space (X,d,m) is infinitesimally Hilbertian;

i) for every f € D(A) and positive g € D(A) N L>®(m) such that Af € WH2(X) and Ag €
L*°(m), it holds that

5 [ 1077 Sgam > [ (94,980 + KIDSP) gdm.

The condition iv) is a distributional-like version of Bochner inequality. Still following [11],
we have the following finite dimensional counterpart in terms of a distributional-like Bochner
inequality.

Definition 1.3.3. Let K € R and N € (1,00). Then a metric measure space (X,d, m) is
a RCD(K, N) space if it is an RCD(K,00) space and for every f € D(A) and positive g €
D(A) N L®(m) such that Af € WH2(X) and Ag € L®(m) the following holds:

2
;/|Df|2Agdm2/(<A]\J;) +<Vf,VAf>—|—K!Df|2>gdm.

Remark 1.3.4. We point out that the objects in (1.12)) are the one needed in order to write down
the Bochner inequality in Definition [1.3.2] and [1.3.3} we refer to the discussion there explaining
how to produce objects in those class by means of the heat flow. |

In the class of RCD(K, N) spaces, the Bishop-Gromov monotonicity formula holds (actually it
holds in the more general class of CD(K, N) spaces, as proven in [95]). We denote by vk n(r) the
volume of the ball of radius r in the Riemannian manifold of Ricci curvature K and dimension

N. Given (X,d,m) a RCD(K, N) space and a point x € X, we have that the function
B

m(Br () is non increasing. (1.20)

vr,N (7)

For the proof, we refer to [96, Theorem 30.11]. Thanks to the monotonicity property of Bishop-
Gromov monotonicity formula (|1.20)), it makes sense to introduce the following definition.

Definition 1.3.5 (Bishop-Gromov density). Let K € R and N € [1,00). Assume (X,d,m) is a
CD(K,N) space. Given z € X, we define the Bishop-Gromov density at x as

B B
o) — tim "B (B(@)
r—0 UKJV(T’) r>0 UKyN(T)
It follows from the definition of vi n(r) that lim,_,o USNI\;%) =1, where wy is the Lebesgue measure

of the ball of radius 1 in RN ; therefore, 6(x) can be equivalently characterized as
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We point out that the function : X — [0, +00], being the supremum of a family of continuous
m(Br(z))
vk, N (7)
The notion of non-collapsed RCD(K, N) spaces (ncRCD(K, N) spaces in short) has been intro-
duced in [45] (after [77]) as a synthetic counterpart of non-collapsed Ricci limit spaces studied in

I36],[37] and [38)].

functions, namely x +—> , is lower semicontinuous.

Definition 1.3.6 (Non-collapsed RCD (K, N) spaces). We say that an RCD(K, N) space (X,d, m)
is a non collapsed RCD(K, N) space (ncRCD(K, N) space in short) if m = 5.

In this setting, we have major information on the Bishop-Gromov density. Notice that, as
a general theorem about differentiation of measures (see e.g. [45, Lemma 2.11]), we have that
— AN
lim, 0 W < 1 for s#N-a.e. x, which together with the lower semicontinuity of @ yields

that 6(x) <1 for every = € X.

Definition 1.3.7 (Regular point). Let K € R and N € [1,00). Assume (X, d, m) is a ncRCD(K, N)
space. We say that x € X is a reqular point if 6(x) = 1.

1.4 Heat flow, test functions and second order calculus on RCD(K, c0) spaces

Assume from now on that (X,d,m) is an RCD(K,c0) space. The heat flow sastisfies further
regularizing property in such a setting.

Proposition 1.4.1 (L™ to Lipschitz regularization, [I0, Theorem 6.8]). Let (X,d,m) be an
RCD(K, 00) space. Consider f € L*>(m) and t > 0. Then |Dh.f| € L*>°(m) and
C(K)
Vit
We point out that (1.21)), the first in (1.11)) with g = 0, together with Marcinkiewicz interpo-
lation theorem grants that, for every f € LP(m) with p € [2,+o0], |Dhyf| € LP(m) and:

C(K
[IDhefl| Lo m) < \(/i)Hf”LP(m)-

Moreover, we can define (see [I0], [6]) the dual semigroup h;: P5(X) — P5(X), defined by

/X f dhups = /X hef dp

for every p € P5(X) and for every f € Lipy(X). It can be proved that the image of the operator
indeed lies in #3(X) and that actually is contained in the set of absolutely continuous (with
respect to m) measures. Therefore, we define the heat kernel p: (0,4+00) x X x X — [0,4+00) by
defining for every x € X

[ Dhe f[ |l oo (m) <

I £1l oo (m) (1.21)

pe(x,)m := hidy.

In the case of RCD(K, N) spaces, Jiang, Li and Zhang in [75] (after the works of Sturm [92] and
[93]) proved the following bound: there exists C}, > 1 and ¢ > 0 such that

1 d*(z,y) C d(z,y)
WGXP (_315 — Ct) < pt(fL', y) < rn(Bi\/z(x))eXp <_5t + Ct> (1.22)
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for any x,y € X and for any ¢ > 0. We point out that, in the case of RCD(0, N), it is possible to
take ¢ = 0 in the estimate ([1.22]).

We introduce the notions of test functions, firstly introduced by Savaré in [90].

Test(X) := {f € LIP(X) N L®(m) N D(A) : Af € WH3(X) N L>®(m)}.
We call elements belonging to this set test functions. Some important properties of this class are
the following ones:
i) Test(X) is dense in W12(X) in the W1?(X) norm;
ii) Test(X) is an algebra;
iii) given f € Test(X), |Df|? € W12(X) (see [90, Lemma 3.2]).

Notice that item i) implies the fact that test functions are ’a lot’. To produce them and also
to prove item i), we need to use time regularized heat flow h, defined in , applied to a
function f € L?(m)N L>(m). The main reson to use this operator is that it produces L> bound
on the Laplacian. The RCD assumption instead comes into play in the proof of item i) in the fact
that hy f € Lip(X) thanks to Proposition and the definition of h,.

It will be very useful in our discussion to introduce the vector space of 'regular vector fields’, that
we call test vector fields. We define TestV(X) C L?(TX) as the vector space

TestV(X) := {Z fiVagi : fi,g; € Test(X) for every i and n € N} )
i=1

We recall the tensorization property of the tangent module. Given a metric measure space
(X,d, m). Let .#, .# be L?(m)-normed L*(m)-modules. Then the product module .# x .4 has
a natural structure of L?(m)-normed L°°(m)-module when endowed with the pointwise norm

(v,w) := |[v]* + |w]*m a.e. for every (v,w) € M x N.

Let (X,dx,mx) and (Y,dy, my) be metric measure spaces. The product space X x Y is always
implicitly endowed with the distance

dXXY(($> y)a (:Ela y,)) = dx(l‘, :U/)Q + dY(yv y/)2

for every (z,y), (2/,y') € Xx Y and the product measure mx ®my. Let .# be an L?(myx)-normed
L (myx)-module. Then the space L?(Y,.#) has a natural L?(mx ® my)-normed L>(mx ® my)—
module structure: given any v,w € L?(Y,.#) and f € L>®(mx ® my), we put

(v+w)(y) :=v(y) + w(y) € A for my-ae. yeY,

(f-0)(y) == (-, y) - v(y) for my-ae. y €Y,

[v|(z,y) :== |v(y)|(x) for mx @ my-a.e. (z,y) € X x Y.

We review here the tensorization properties of the Cheeger energy and derive the tensorization
properties of the tangent module. Let (X, dx, mx),(Y,dy, my) be metric measure spaces. Given
f € L*(mx ® my), we define f(,) € L?(my) and f¥ e L?(mx) as

fwy (@) = fY(2) == f(z,y) for (mx @ my)-ae. (z,y) € X x Y.
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Theorem 1.4.2 ([I1, Theorem 5.1]). Let (X, dx, mx),(Y,dy, my) be metric measure spaces. Con-
sider f € WY2(X xY). Then

f) € WYA(Y)  for mx-a.e. x € X with /Df(x)](y) d(mx @ my)(z,y) < oo,
£ € WI2(X)  for my-a.e. y €Y with / IDFD)|(2) d(mx ® my) (@, ) < o0,

Moreover, it holds that
1D fw)*(y) + [DFYP(z) = |DfI*(x,y)-

As a consequence of the last proposition, we have the following theorem about the tensorization
of the tangent module.

Theorem 1.4.3 ([63, Theorem 3.13]). Let (X,dx,mx),(Y,dy,my) be metric measure spaces.
Then the map

d: LA(T(X xY)) = L*(X,LA(TY)) x L*(Y, L*(TX))
defined for W2(X x Y) as
O(df) = (= dfeyy = dfY)
extends to an isomorphism L?(mx @ my)-normed L> (mx @ my)-modules preserving the pointwise
norm.

To define what the Hessian of a function is, we need to recall here the objects needed in order
to speak about Hessf as a ’tensor of type (0,2).
We outline here the construction of the tensor product of two Hilbert modules. Consider two
Hilbert L?(m)-normed L*°(m)-modules J4, 74.
We consider 74 ®?}>§ (m) J% the tensor product between 7] and %3, consisting of formal finite
sums of objects of the kind wy ® wy for wy € F4 and wy € 4, quotentied with respect to the
subspace generated by the elements of the form

(c1v1 + av2) @ w — aq(v1 @ w) — ag(v2 @ w),
v ® (frwy + Powsz) — B1(v @ wy) — Ba(v @ wa),
(fo)@w—v® (fw).

for a1, a9, 1, P2 € R, v1,v2,v € JA, w,w1,ws € H#% and f € L*°(m). We can endow it with the
structure of algebraic module over L>°(m) by means of the following pointwise operation: given
feL®m), w €74 and we € S5 we have

[ (wr @ wa) := (fwr) ® we = w1 & (fwa).

(\iN(; ca(111 endow .74 ®‘/2(l§(m) % with the operation : (4 ®/2}§(m) #)? > (A,B) —» A: Be Lm),
efined as

(w1 & wg) : (’u~}1 & U~12) = <w1,ﬁ)1> (’U)Q,QZ]Q) for every wi, wa, W1, Wy € LQ(T*X)
and extending it by bilinearity. The map is L°°(m)-bilinear. The poinwise norm on J#4 ®?},§ (m) It
is defined for A € J4 e I as |A| .= VA : A Then A4 ® 75 is defined as the completion

Lo (m)
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of {A € A4 ®?},§(m) 5 . |A| € L*(m)} with respect to the norm ||Al sz = /[ |Al?dm.

Therefore, constructed in this way, it is possible to check that (/4 ® 74, -, |- |,| - |.4e) has
the structure of a L?(m)-normed L (m)-module.
When we consider ! = #? = 4, we denote the tensor product S @ # by %2

We introduce the transpose operator and so also symmetric and antisymmetric tensors. Given

vweH, vQw e H ®2§(m) A, we define the transpose (v @ w)t € H# ®?}§(m) I as

(vew! =wav

Lo (
involution, preserving the pointwise norm, being such that (fA)! = fA? for every f € L®(m)

and extending it by linearity. The map 7 N m) H > A— At e ¥ ®‘2§(m) S is a linear

and A € # ®/2},§( m) €. In particular, it can be extended to a linear involution preserving the
pointwise norm and being such that (fA)! = fA?! for every f € L°°(m) and A € %2,
Definition 1.4.4. Given an Hilbert module 7, a tensor A € %2 is called symmetric if A' = A
and antisymmetric if A' = —A.

Definition 1.4.5. We define L*(T*®?X) := L*(T*X) ® L*(T*X) and L*(T®?X) := L*(TX) ®
L*(TX). Moreover, we denote with LO(T**2X) and L°(T®%X) the completion with respect to the
distance dpo respectively of L*(T*®?X) and L*(T®?X).

Since both L?(T*®2X) and L?*(T®2X) are Hilbert modules, they are reflexive and canonically
isomorphic to their dual. We can identify one with the dual of the other, via the duality mapping:
(w1 & wQ)(_Xl & XQ) = wl(Xl) ’LUQ(XQ) m-a.e.

for w; ®@ws € L2(T*®?X) and X; ® Xy € L?(T®?X) and then extended to both spaces by linearity
and continuity. We can use the duality map together with the pointwise scalar product to build
the two isomorphisms

T°(S):=T: S, A% T .= A(T),
for T,S € L*(T®%X) and A € L*(T*®?X).
The definition of Hessian as an element 'L? integrable’ goes together with the definition of the
Sobolev space W22(X). The content of what follows is mainly taken from [55, Section 3.3]. The
definition in the nonsmooth setting comes from the following computation in the Riemannian
case: consider a smooth Riemannian manifold (M, g) and f,g,h € C°°(M); then we have

2Hess(f)(Vg, Vh) = (g, V{(V [, Vh)) + (h, V(V [, Vg)) = (Vf,V(Vg,Vh)).
Writing down “distributionally’ the last identity gives rise to the definition of W?22(X).
Definition 1.4.6 (The space W22(X)). The space W?2(X) C W12(X) is the space of all func-
tions f € WY2(X) for which there exists A € L*(T*®2X) such that for every g1, ga, h € Test(X)
the following holds
Q/hA(Vgl,vgg) dm
=— / (Vf,Vg1)div(hVga) + (Vf,Vgo)div(hVg1) + h(V f,V(Vg1,Vga)) dm.
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In this case, Hess f := A and is called the Hessian of f. We endow the vector space with the
norm

Hf”%vzz(x) = ||f||%2(m) + ||df||i2(m) + |[Hess f||%2(m)-
By the property that

finite sums of {hVg; ® Vga : h,g1,92 € Test(X)} are dense in L*(T%?X)

we have that element A defined as above is uniquely determined.

Remark 1.4.7. We point out that, to produce the last definition, all the elements tested against
f and its gradient needs to be L? integrable; indeed it is straightfoward to check that, if g1, g2, h €
Test(X),

Vg1 div(hVg2), Vga div(hV 1), h V(Vg1, Vo)) € L*(TX).

The last of the three terms belongs to L?(TX) thanks to item iii) in the properties of test functions,
that gives by polarization that, if f,g € Test(X), (Vf, Vg) € W'2(X), hence it makes sense to
compute V(Vg1,Vg1) € L*(TX). [ |

An important property of test functions is that [55, Theorem 3.3.8]
Test(X) € W22(X)

so it makes sense to compute the Hessian of a test function.
Some remarkable properties of the space W22(X) are the following ones [55, Theorem 3.3.2,
Propositions 3.3.20, 3.3.21]:

i) W22(X) is a separable Hilbert space;
ii) given fi, fo € Test(X), we have that

Hess (f1f2) = faHess fi + fi Hess fo + dfi @ dfs + dfa ® df;
as elements of L?(T*®2X);

iii) given f € Test(X) and ¢ € CH1(R) with bounded first and second derivative, we have that
po feW?(X) and

Hess (po f) = ¢"o fdf @ df + ¢ o fHess f
as elements of L?(T*®2?X).

With the definition of Hessian of a function in mind, we can differentiate vector field, thus defining
what the covariant derivative of a vector field is. Similarly as for the Hessian, the definition of
‘covariant derivative’ that is L2-integrable is tightly linked to the definition of the functional space
W5(TX).

Similarly as we did for the Hessian, we can introduce the covariant derivative of a vector field,
by making distributional-like the following smooth computation. We refer to [55, Section 3.4].
Consider a smooth Riemannian manifold (M, g), a smooth vector field X and h, g1, go € C°(M),
we have

h(Vyg, X, Vge) = (V(X,Vga), V1) — Hess g2(Vgr, X).
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Definition 1.4.8 (The space Wé’Z(TX)). The Sobolev space W(ljz(TX) C LY(TX) is defined as
the space of all X € L*(TX) for which there exists an element T € L*(T®?X) such that for every
91,92, h € Test(X) the following holds

/hT 1 (Vg1 ® Vgo)dm = — / (X,Vg2)div(hVg1) + hHess g2 (X, Vgi) dm.

In this case, we will call T the covariant derivative of X and will denote in VX. We endow

Wclv’2(TX) with the norm || - HWCIJQ(TX) defined as follows:

||X||I2/Vé’2(TX) = X172 + IV X2 roax) -

The element T € L?(T%?X) is uniquely determined by the density of finite sums of elements
in {hVg1 ® Vga: h,g1,92 € Test(X)} in L?(T%?X).

Remark 1.4.9. We point out that, to produce the last definition, as for the Hessian, all the
elements tested against X needs to be L? integrable; indeed it is straightfoward to check that, if
91,92, h € Test(X),

Vgodiv(hVgy) € L*(TX), hHessgo(-,Vg1) € L*(T*X).
[
Some remarkable properties of the space Wé’2(T X) are the following ones [55, Theorem 3.4.2]:
i) Wé’Q(TX) is a separable Hilbert space;
i) for f € W22(X), we have Vf € W5*(TX) with V(Vf) = (Hess f)#;
iii) TestV(X) C WA*(TX) and given v = Y1, f;Vg; for fi, g; € Test(X)
Vo = z”: Vf; ® Vi + fi(Hess g;)*.
i=1

It can be readily checked that Vv is well posed, i.e. depends only on v and not in the way it
is written. The following notation is very useful in the following manuscript, in analogy with
Riemannian geometry. Given X € Wcl,’Q(T X) and Z € LY(TX), we denote by VX the element
in L°(TX) defined as:

(VzX,Y):=VX:(Z®Y), mae.,for every Y € LO(TX).
An important calculus rule is the following one, that is a suitable restatement of [55, Prop. 3.46].
Proposition 1.4.10. Let f € Test(X) and Z € L*>(m) ﬁWClJQ(TX). Then df(Z) € WH3(X) and
d(df(Z)) =Hess f(® Z)+VZ: (-®@ Vf). (1.23)

When dealing with flow of nonsmooth vector field (see Section , to have a well-posedness
theory it is enough to have a control of the integrability of the symmetric part of the covariant
derivative and not of all of it. Therefore, we recall the definition of vector fields with symmetric
covariant derivative in L2, according to the axiomatization given in [27, Definition 1.18].
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Definition 1.4.11 (The space Wéi(TX)) The Sobolev space Wéi(TX) C L*(TX) is the space
of all elements X € L*(TX) with divX € L?(m) for which there exists S € L*(T®%X) such that,
for every h, g1, g2 € Test(X), the following holds

/ hS(Vgl, ng) dm

1 . . .
=3 / (X,Vg2)div(hVg1) + (X, Vg1) div(hVgs) + div(hX)(Vg1, Vg2).

In this case, we will call S the symmetric covariant derivative of X and will denoted by Vgym X.
We endow the space Wéi(TX) with the norm
HXH?/Vé’i(TX) = 1 X122 ) + [ VeymX |12 (gaex-

Notice that Vgym X defined above is a symmetric tensor in the sense of Definition [T.4.4 Tt is
remarked in [27] that, from the definition, it follows that

X € WETX) with divX € L3(m) = X € WA(TX)

and VgmX = (VX + (VX)!).
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Chapter 2

Flows associated to Sobolev vector

fields

We want to summarize in this section the developments of the theory of flows of nonsmooth vector
fields in the Euclidean space (in Section [2.1)) and then in the case of nonsmooth underlying space

(in Section [2.2)).

From now on, the setting is R? and we consider a vector field b : [0,7] x R? — RY. We write in
short by(z) = b(t,x). Similarly for a function u : [0,7] x R? — R, we shall write u;(x) = u(t, z).
We don’t specify for the moment the regularity assumptions on the objects involved. We consider
two related problems:

e Lagrangian problem. Given x € R? we consider v: [0,7] — R? such that

Yo =

e Eulerian problem. Given p: R? — R, we consider a function p: [0,T] x R? — R which
solves the continuity equation (denoted with short notation (CE)), namely

Oypr + div(bipr) = 0, (2.2)
po=p

Another PDE related to the ODE problem is the transport equation (denoted with short
notation (TE)): given 4, a function u: [0, 1] x R? — R which solves the transport equation,
i.e. that solves

ug = U.

{(%Ut + bt . Vut = 0,

The two PDEs are related and in the case of divergence free vector fields the solutions of the two
PDEs coincide. The interpretation underlying the last two problems can be seen as follows:

e Lagrangian problem. The first problem aims at following the trajectories of a single
particle up to time ¢ that moves according to the time dependent velocity field by;
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e Eulerian problem. The second problem in the case of (CE) aims at considering an initial
distribution of pollutant p in a liquid where p(z) stands for the density of pollutant at the
point x; then we let the pollutant evolving along a velocity field b; in the liquid and the
distribution of pollutant at freezed time ¢ at the point x is ps(x).

2.1 The Euclidean setting: wellposedness and regularity

We start considering the Lagrangian problem . Existence of solutions to this problem for
fixed initial data x can be proved under continuity assumptions on b, while uniqueness needs
some regularity assumptions at the first order of differentiability for b, known in literature as the
Cauchy-Lipschitz theory. This is the content of the following classical theorem.

Theorem 2.1.1. Let b: [0,1] x R? — R? be a continuous a vector field. Assume that there evists
L > 0 such that

[b(t, ) = b(t,y)| < Llx —y| for every t € [0,1], 2,y € R%.

Then for every x € R? there exists a unique solution v € CY([0,1]) of R.1) starting from x.
Moreover, the following stability estimate holds: fized t € [0, 1]

the map x — v, (t)

where v, (t) is the solution of ([2.1) starting from x € R? at time t € [0,1] is Lipschitz.

Existence can be proved by means of Banach-Caccioppoli theorem, while uniqueness and
stability is a consequence of Gronwall lemma, as follows. Consider respectively a solution v, (-)
of starting from = and another one 7,(-) starting from y; then the map ¢ — |y, (t) — v, (t)]
is Lipschitz (since it is the composition of the Lipschitz function |- | with a C'' function), hence
a.e. differentiable, with derivative given by

Otlva(t) = vy(t)] < 1b(t,72(t)) — b(t, (1)) < LIva(t) — vy (t)| for ae. t
Hence Gronwall lemma grants that
et) = 2 (8)] < Mz —y| for every t € [0,1]. (2.3)

This computation will be crucial when passing to the Sobolev setting in the Euclidean space (see
Proposition below). Once we know the wellposedness theorem in the Lipschitz setting, it
will be convenient to bundle the trajectories together, defining the flow map X : [0,1] x RY — RY,
where X (-, x) is the solution of starting from z, hence having

{6tX(t, z) = b(t, X (t, 1)),

X(0,z) ==x. 24)

It is convenient to define X ~1(¢,-) as the inverse of the map X (t,-), i.e. as a map such that
X(t, X Yt,z)) = X"Yt, X (t,z)) =« for every t,z.

Under the standing assumptions on b, X (t,-) is a biLipschitz homeomorphism of R, If b €
C>([0,1] x RY), then X belongs C*°(]0,1] x R%) and so does its inverse.
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Remark 2.1.2. The uniqueness of solutions in C'([0, 1]) stems, with the same arguments of the
proof of Theorem also from the assumptions that b(¢,-) is Lipschitz for a.e. t € [0, 1] and

1
/ Lip(b;) dt < oo.
0

In this case, the stability estimates holds with Lipschitz constant in (2.3]) eJo 1ip(s) s jngtead of
Lt
e". |

We consider now the Eulerian problem. Consider b verifying the hyphothesis of Theorem[2.1.1

The Cauchy-Lipschitz theory of flows yields wellposedness of smooth solutions of the transport
and continuity equations together with a representation formula for both of them. We assume
that b € C*°(]0,1] x R9).
Wellposedness of smooth solutions of the transport equation follows by an application of the
theory of characteristic lines. Consider € C>°(R%). We consider the flow X defined as before.
For every solution u € C*([0,1] x ]Rd) of the transport equation, we have that for every x,
t e u(t, X (t,z)) is C1([0,1]) and

d
au(t, X(t,x)) = (Opuy) (X (t,2)) + (by - Vug) (X (t,z)) =0 (2.5)
for every t, thus having that, for every z € R?, u(t, X (¢t,z)) = u(z). Therefore, the following
formula gives an expression of a solution of the transport equation in terms of the flow associated
to b:

ult,x) = a(X (1) (@) (2.6)
thus showing existence and uniqueness of solutions in C*([0,1] x RY) to (TE) for a given u €
C>®(R9).
We now turn to the case of the continuity equation (2.2)). We discuss wellposedness of solution
of (CE) in the class C*([0,1] x R%). We fix p € C>°(R?).
For this case, we can also derive an explicit formula for a solution of the continuity equation

in terms of the initial distribution p and the flow map X, which is due to Liouville. We start
noticing that, for fixed € RY, the map ¢ + det(V,X(z)) belongs to C''([0,1]) and

%det(V$Xt(x)) = divb,(X(x)) det(V,X(x)) for every t.

using Gronwall’s lemma we get for every x and t € [0, 1]:
o Jo 14ivbs | oo ay ds < det(Vo X o(z)) < oJo 1divbsl oo (gay ds (2.7)
Therefore, it is easy to check that
0u(p(t, X 1(2)) det(V. X (1)) ) = 0

therefore, given a smooth solution p of (CE) the following formula holds for every (¢, z) € [0, 1]xR?

plt, X (t,7)) = ova@;m)
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We point out that the formula above is well defined as a consequence of the fact that X; is a
diffeomorphism. A much more elegant and coincise way of writing down the solution can be
expressed via measure theory and the definition of pushforward. We have that the function p
defined as above is given by

pr?? = X (t,)e(po L)

The aim of this chapter is to go beyond the Cauchy-Lipschitz theory and study vector fields
with less regularity than the Lipschitz ones. When the vector field b does not have a Lipschitz
regularity in space uniformly in time or doesn’t satisfy the hyphothesis of Remark we don’t
have in general uniqueness of solutions of the Lagrangian problem for fixed initial point. Let us
present this problem with the following famous textbook example. From now on, with a little
abuse of notations we denote the Lebesgue and Sobolev spaces of vector fields with LP(R?) and
WhP(RY), as done for functions.

Example 2.1.3. A classical example of non uniqueness of integral curves in R is the following
one. Consider the (autonomous) vector b*(z) := \/z. In this case, fived as initial point 0 we have
that the one parameter family of curves (V¢).cr+

Y(t) = {0 =c (2.8)

H(t—c)? t>c

solves (12.1) with v¢(0) = 0 and the choice of b as above.
In this case, the vector field is indeed not Lipschitz, but belongs to VVI})f(R) foreveryl <p < 2.

We are interested in the case in which b has Sobolev regularity in space. Apart from the
problem expressed in the above example, there is another (more technical) problem: we need to
find a notion of flow which is independent of the choice of the representative of the vector field.
Both problems together impose the necessity of a way of selecting integral curves of a vector
field, that leads to the following definition. Notice that we think b in the following definition as
a pointwise defined object.

Definition 2.1.4 (Regular Lagrangian flow). Let b: [0, 1]xR? — R? be Borel and in L'([0, 1], L>(R%)).
Then we say that F: [0,1] x R? — R (we denote F(t,x) = Fy(z)) is a regular Lagrangian flow
associated to b provided it is Borel and

i) for every x € RY, the curve F.(x) is continuous and Fy(z) = x;
ii) there exists C > 0 such that Fy, L? < CZL? for every t € [0,1];

iii) it solves the ODE: for a.e. x the curve t — Fy(x) is absolutely continuous and

O Fi(x) = b (Fy(z)) for a.e. s.
Item ii) imposes that the trajectories do not overlap too much at any time ¢ € [0, 1]. The con-
stant C' is usually called a compressibility constant of the flow. Consider b € L([0,1], L?(R%)) C
I d+1) and two Borel representatives b' and b? of b. In particular, it holds that

i+l ({(t,:n) e R . bl(t,x) # b2, x)}) —0.
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Assume for a moment that a regular Lagrangian flow F associated to b' exists; then F is also a
regular Lagrangian flow associated to b%. Moreover, if we consider a Borel F': [0,1] x R — R?
such that F.(z) € C°([0,1],R?) for every z and F.(z) = F.(z) for Z%a.e. z, then F is a regular
Lagrangian flow associated to b'. In a reverse order to how we proceeded in the Lipschitz
setting, in the Sobolev one wellposedness of regular Lagrangian flows stems from wellposedness of
distributional solutions of the PDEs at the Eulerian level (transport and continuity equations) in
the class of non-negative bounded solutions. The technique, due to DiPerna and Lions in [47], is
to introduce the concept of renormalized solutions for which well posedness holds and then show
that all the nonnegative bounded solutions are renormalized. The notations are taken from [21].
We denote by .# (R%) the vector space of locally finite signed measure on RY, normed with total
variant variation norm (possibly taking the value +00). To avoid confusion, we denote with V,
the gradient operator defined in C*°(]0,1] x R?) just with respect to the last d variables.

Definition 2.1.5 (Distributional solution of (CE)). Consider a Borel vector field b: [0,1] x R? —
Re. A weakly Borel function [0,1] > t + p; € A (R?) such that by is a locally finite signed
measure is a distributional solution of (CE) associated to b with initial distribution i if

T
| [@etta) + bit.a) - ootta)) dunctt + [ o(0.0) ) =0

for every p € C°([0,1) x RY).

We denote the curve (t — p;) sometimes with p. We say that ¢ — py is weak™ continuous in
the sense of measures if for every f € CO(R?) t — [ fdu is continuous. When py = p.£? for
every t with L (R?), we recall that ¢ — p; is weak™ continuous in L>(R9) if for every f € L'(R?)
t — [ fdpue is continuous. It is worth pointing out the regularity of the curve [0,1] 3 ¢t — i €
A (RY) by knowing that is solves the continuity equation in the sense of Definition Indeed,
we have the following results, whose proof can be found in [21, Proposition 1.7, 1.8]:

t > piy solves (CE) and esssup || (R?) < oo

= 3t +— [ such that uy = i for a.e. t, t — fi; is weak™ cont.in the sense of measures
and
t = p solves (CE) and py = pr.Z for a.e. t, p € L=([0,1] x RY)
= It — iy = p; L% such that g, € L°(RY) for every t,
pr = ps for a.e. t, t — iy is weak*® continuous in L™ (R?).

We formulate distributionally the transport equation with linear term:
Owuy + by - Vug = cpug,  ug = .

The situation here is more delicate: since we are interested in u € L°([0,1] x R%), the term
b - Vu is not in general a distribution. Nevertheless, in the case in which the distribution divb is
represented by a function in Li ([0,1] x R9), it makes sense to define the distribution b - Vu as

follows: given ¢ € C°((0,1) x R?), we define (b; - Vug, ) := —(bs ug, Vo) — (uz divhy, ©).
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Definition 2.1.6 (Distributional solution of (TE)). Assume that b € LL ([0,1] x RY), divb €

LL ([0,1] x RY) and ¢ € L ([0,1] x RY). Consider u € L (RY). Then we say that u €
L2 ([0,1] x RY) is a distributional solution to the (TE) if for every ¢ € CX([0,T) x RY)

loc

1
/ /[u@tw + ub; - Voo + udivby ¢ + crurp) de dt + /u(x)cp(O, z)dx = 0.
0

We have in the case of (TE) the following regularity of a distributional solution.

t — u; solves (TE) and u € L([0,1] x R%)
= 3¢+ 1 such that 4, € LOO(Rd) for every t,

u; = @ for a.e. t and is weak* continuous in L (R?).

This formulation will include the case of the continuity equation when ¢;(x) = —divbi(z) €
LL ([0,1] x R%). Therefore, we study here only (TE) and retrieve the results for (CE) by means
of the choice of ¢; as above. Before discussing the wellposedness, we define the concept of renor-
malized solutions.

Definition 2.1.7 (Renormalized solution of (TE)). Let b € Li ([0,1] x R, RY) be such that
divb € LL ([0,1] x RL,RY) and ¢ € LL ([0,1] x RY). We say that u € L ([0,1] x RY) is a
renormalized solution of (TE) with initial datum a, if for every B € C*(R), B(u) solves (TE)
with initial datum B(w) in the sense of Definition [2.1.6|

The general philosophy of the concept of renormalized solutions is that, fixed @ and b belonging
to some vector space <7, if all the solutions of (CE) in a vector space & are rernormalized, then,
if they exist, they are unique in /. Indeed, uniqueness of solutions of (TE) in 7 follows from
the fact that the transport equation is linear and the comparison principle holds for renormalized
solution, namely given two renormalized solutions to (TE) u! and u?

ug <ui = ul <ul for every t €[0,1],

We can retrieve the same results for (CE), choosing ¢; = —divb;.
The wellposedness of solution to the transport equation with linear term consists of two
results:

i) the existence result can be easily achieved via the following technique for a given b €
LY([0,1], LP(RY)), ¢ € L'([0,1], L>=(RY)), @ € L>°(m): we fix a parameter ¢ > 0, we regular-
ize the vector field b, ¢ and the initial datum « with a mollifier of size € p., by defining

b; :=byxps, ¢ :=cixpe foreveryt,

us = U pe.

We call u® the solution of (TE) associated to b° (and associated flow to it X®) and linear
term ¢ with initial datum . For fixed € > 0, it holds that for every z

%ue(tv Xi(2)) = (Qu® + b - Vu)(t, Xi(x)) = (¢, Xi(x))u(t, Xi(2)).
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Then, applying Gronwall lemma and using ||a¢||pe < ||@| pee, [|cE(X5())|lree < [[¢f]|ree <
llet|l L for every t
1
[ (8, X5 (8, )] < ] oo el NI 3,

We retrieve L> bound on the approximate solutions u¢; by weak*-compactness in L ([0, 1] x
RY), we pass to the limit in the distributional formulation, obtaining a solution to (TE);

ii) for uniqueness result, it is important to know some regularity properties about the dis-
tributional derivative Db, for a.e. ¢t (for the literature about it, far from being complete,
we refer to [47], [2], [22], [19]) and to the survey [4]. The case of our interest here is
that of Sobolev vector fields. Thus consider b € L([0, 1], WP(R9)) for some p > 1 and
divb € L([0,1], L>°(R%)). What is proved in [47] is that all the solutions in L>([0, 1] x R%))
are renormalized. Therefore, this discussion can be read in a concise way in the following
theorem of uniqueness.

Theorem 2.1.8 (DiPerna-Lions, '89). Let b € L'([0,1], W'P(RY)), ug € L®(R?) with
p > 1. Assume moreover that divb € L*([0,1], L>°(R%)); then there exists a unique solution
u € L>([0,1] x RY) to (TE).

Remark 2.1.9. The last theorem holds in a larger class for the initial datum and the
solution. Given b € L'([0, 1], W'P(R?)), @ € LY(R?) with % + % < 1, uniqueness holds for
u € L*([0,1], LY(RY)). u

The wellposedness of regular Lagrangian flows stems from the wellposedness of (non negative)
solutions in L>([0, 1] x R?) of the continuity equation (CE). To do so, as a connection between
the Eulerian and the Lagrangian theory, we have the following result due to Ambrosio in [2] that
acts as a probabilistic theory of characteristic lines. We recall that we denote with .#*(R?) the
set of non-negative, locally finite measure.

Theorem 2.1.10 (Ambrosio’s superposition principle). Consider a bounded, Borel b: [0,1] x
R? — R? and [0,1] 3 t — pu; € AT (RY) a distributional solution of (CE) starting from i €
AT (RY) in the sense of Definition . Then there exists a (weakly Borel) family {n,},crd,
with n, € 2(C([0,1],R%)) such that eq,m, = 6, and for every t € [0,1]

Lt = /Rd(et*nx)du(aj). (2.9)

Moreover, for ji-a.e. x, 1, is concentrated on absolutely continuous curve solving the ODE asso-
ciated to b, namely for fi-a.e. x

/v(t) —x —/0 b(s,v(s))ds|dn,(y) =0, for everyt e [0,T].

The integral in has to be intended in the sense of Appendix because since the family
{m,}+ is weakly Borel and, given ¢, e; is continuous, then also {e;,n, }, is also weakly Borel. The
following theorem transfers wellposedness of the continuity equation into wellposedness of regular
Lagrangian flows.
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Theorem 2.1.11 ([42], Proposition 6.4.3]). Consider a vector field b € L°(]0,1] x RY). Assume
that, given i = p. with p € L®(R%), the solution to the (CE) in the class L>=([0,1] x R%)
is unique. Consider a (weakly Borel) family {n,},cra with n, € 2(C([0,1],R?)) concentrated
on absolutely continuous solutions of the ODE starting from x, for £%-a.e. x. Consider n =
[, di(z) and assume ep,m = p(t, )L for p € L>([0,1] x RY). Then n, is a Dirac mass for
L a.e. xcRY.

Let us outline the strategy for the proof of the theorem. Assuming that the conclusion of the
theorem is false, we can find C' € Z(R?) with 5(C) > 0, € [0,1], E, E' € #(R?) with ENE' =)
such that for some M > 0 for every z € C

0<n,({v:1€E})<Mn,({y:v€ED).

Starting from this observation, we can build two different non-negative solutions of the (CE) in
the class L>=([0, 1] x RY) as follows. We define

1. — 2. —
77 '_/;nz|{7:7t€E}du(x)7 ’l’] '_/Cnﬂf‘{'y:'yteE’}d“(x)'

Then we define the curve t ~— pi := e;,n' for i = 1,2, that are both distributional solutions
to (CE). The crucial fact is that by the fact that £ and E’ are disjoint we have ,u% 1 u% and
py < Mp3. The conclusion follows by 'renormalizing’ the measure n? in order to have, without
renaming the measures, ,u(l) = M(Q) and still preserving orthogonality at time ¢. As a consequence
of this general theorem, we have the following corollary.

Proposition 2.1.12 ([42], Proposition 6.4.1]). Consider a vector field b € L>(]0,1]xRY). Assume
that, given i = pL?* with p € L>®(R?), the solution to the (CE) in the class L>([0,1] x R%)
is unique. Then the reqular Lagrangian flow associated to b, if it exists, is unique. Assume

furthermore that the (CE) with initial datum i = £ has a non-negative solution in L>([0,1] x
R%). Then we have existence of a regqular Lagrangian flow associated to b.

Coupling the last general result with Theorem [2.1.8, we obtain the following.

Theorem 2.1.13 (Existence and uniqueness of regular Lagrangian flows for b € WP). Consider
a vector field b € L>([0,1] x RY). Assume b € L'([0,1], WhP(RY)), ug € L= (RY) with p > 1 and
that divb € L'([0,1], L°(R%)). Then the regular Lagrangian flow F associated to b exists and is
unique. Uniqueness is meant in the following sense: consider two reqular Lagrangian flows F*
and F? associated to b. Then, for £%-a.e. v, Fl(z) = F%(x) in C([0, 1], R%).

Remark 2.1.14. It is convenient to define the flow starting from time ¢ up to time s. We can
define F: [0,1]2 x RY — R? as follows. We define F: [t,1] x RY — R? as

Fts = Fs—ta

where F is the regular Lagrangian flow in the time interval [0, 1 —t] associated to the vector field
bs := bs++ and we point out b satisfies the hyphothesis of Theorem [2.1.13| yielding existence and
uniqueness of the flow. Similarly, we define F}: [0,1] x R? — R? as

Fts = Ft—Sa

where F is the regular Lagrangian flow in the time interval [0,t] associated to the vector field
bs := —b;_s. Similarly, Theorem [2.1.13| applies, since b satisfies all the hyphothesis. |
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Therefore, existence and uniqueness of regular Lagrangian flows in Theorem [2.1.13]| can be
proved according to the following axiomatization.

Definition 2.1.15 (Regular Lagrangian flow, axiomatization 2). Let b: [0,1] x R? — R? be Borel
and in L'([0,1], L(R%)). Then we say that F: [0,1]?> x RY — R is a regular Lagrangian flow
associated to b provided it is Borel and

i) for every x € RY and t € [0,1], the curve F;(x) is continuous and satisfies F}(x) = x;
ii) there exists C > 0 such that for Ff, %% < CZL? for every t,s € [0,1];
iii) it solves the ODE: for every t, for a.e. x, the curve s — Ff(x) is absolutely continuous and

OsFf(x) = bs(F(x)) for a.e. s €[0,1].

The uniqueness statement is meant in this case by saing that, given two regular Lagrangian
flows F and F associated to b satisfying the hyphothesis of Theorem we have that for every
te0,1]

for Z%-a.e. point z € X it holds Ff(z) = F(z) for every s € [0,1].

We now turn to the problem of regularity with respect to the initial condition of regular La-
grangian flows. As remarked before, in the Lipschitz setting, grants that the maps F; are
Lipschitz. In the case of Sobolev vector fields, this is not the case; however, we have that F;
satisfies a Lusin Lipschitz property uniform in time, namely we can find a partition in Borel sets
(E;); which covers a.a. R% such that Ft| B is Lipschitz for every t. The first result in this direction

n [12], using the continuity equatior; in order to transfer the information at a Lagrangian
level. In [43], the authors provided a proof of Lusin Lipschitz regularity of flows by introducing a
functional directly at the Lagrangian level, measuring the incremental ratio of flow maps F}; the
same technique grants stability estimates and wellposedness results of flows. We present here a
short proof of Lusin—Lipschitz regularity, presented in [26, Proposition 2.9].

Proposition 2.1.16. Consider b € L'([0,1], W'P(RY)) for some p > 1, and F a regular La-
grangian flow associated to b with compressibility constant L. Then for everyt € [0, 1], there exists
a measurable function gi(x): RY — R U {+oo} such that l9tll p(ray < C(p,d)L f(f IVbs|| Lp(ray ds
for every t € [0,1] and

e~ 9t(@)=9:(v) < ’FtS(T) — Ff(y)\ < e91(®)+9:(v) for every z,y € RY, s € [0, 1].
r—Yy

Proof. We consider N the null set in item iii) of Definition[2.1.15, ¢ > 0, 2, € R\ N and ¢ € [0, 1].
We have that s — log(e + |Ff(z) — F#(y)|) is absolutely continuous, hence a.e. differentiable and

T s |Fy () —
£+ \fc—y!

/logs+Ft<x> Fi () dr

< [ ARG bW,
ST IR@- R
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Using the estimate for maximal functions in (1.19)) (recalling M f < M f for every f € L%OC(Rd)),
and taking the limit as ¢ — 0, we get

log (’Fts(x) — Iy
lz -yl

)| < cu [anvniEr@yar s ca [ anen i m)

We set gi(z) = Cy fol(M\VbsD(Fts(x))ds for # € R4\ N and +oco otherwise. The fact that

[g¢ll Lo (ray < C(p,d)L fol |Vbs|| 1p(ray ds follows by applying the strong LP — L? estimate for p > 1
and item ii) in Definition [2.1.4] O

The last statement provides a sort of quantitative Lusin-Lipschitz estimate. Indeed, the maps
(F¥) are uniformly Lipschitz with respect to s on the sublevels of the function g;.

2.2 The RCD setting: wellposedness and regularity

Let (X,d,m) be a RCD(K,00) space. In this section, we discuss the wellposedness and the
regularity theory of flows of nonsmooth vector field in such a nonsmooth setting. A vector field
has to be interpreted in the sense of normed modules, as in Section[l} Since we don’t have at our
disposal Lipschitz vector fields in such a setting, the theory that we export from the Euclidean
space is the one of flows induced by Sobolev vector fields. The philosophy pursued in [15] is
the same of the one in the Euclidean setting. The arguments work in the context of theory of
Dirichlet forms and I'-calculus; however, for this presentation, we tailor and discuss it in the case
of RCD(K, c0) spaces. In particular, as observed in [I5] and using the notation of the authors,
we can use as the algebra of functions .o/ the space Lip,s(X), which plays the role of the space
C>(R%) in such a setting.

Definition 2.2.1 (Time dependent vector fields). Consider b: [0,1] — L*(TX) is a time depen-
dent vector field if, for every f € W12(X), the map (t,x) — by - V f(x) is measurable with respect
to the product sigma-algebra L' @ %(X).

Definition 2.2.2 (Distributional formulation of (CE)). Given b a time dependent vector field
with |b] € L _([0,1] x X). Consider i € L. (m). Then we say that u € L{2.([0,1] x X) is a

distributional solution to the (CE) if for every ¢ € CL([0,T)) and f € Lip,,(X)

T
/0 / [/ (H)urf + () (uebr - V)] dmdt = (0) / af dm. (2.10)

Remark 2.2.3. Given u that solves (CE) in the sense of Definition we have that, for every
f € Lipps(X) (t = [urfdm) € WH1(0,1), so it admits a representative in C([0,1]), being such
that
lim [ upfdm= /ufdm.
t—0
[ |

For the meaning of the class LP([0, 1], B) with B being a Banach space, we refer to Appendix
moreover, given b € L'([0,1], L?(TX)), we have that it is a time dependent vector field in
the sense given by Definition
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Theorem 2.2.4 (Existence of solution to (CE), [16, Thm. 6.1]). Consider u € L*°(m) and a
time dependent vector field b with bounded support such that b € L'([0,1], L*(TX)) with divb €
L'([0,1], L%(m)). Then there ezists a solution uw € L*>([0,1] x X) to (CE), namely (2.10).
Moreover, it is possible to build uw > 0 in the case in which u > 0.

Let us sketch the proof of the theorem and let us highlight the main differences with the
Euclidean case. While in the Euclidean setting, we can mollify the vector field via convolution
and take into account the theory of characteristic lines in order to derive uniform estimates on
the approximations, here this is no more possible. Therefore, the strategy is to introduce a
regularizing term in the equation, namely we solve ’distributionally’

Ouy + div(biuf) = cAuf, uf = u, (2.11)

by using a variant of Lax-Milgram’s lemma due to Lions, which is Lemma[3.3.1|in this manuscript
(indeed the proof of Theorem follows the same argument). Then we get uniform bounds
(where uniform means in the parameter o of the approximation) of the norms [[u”|| e ((0,1]xx)
which allow to pass to the limit in the distributional formulation and to obtain a solution of
. As discussed before, the uniqueness of solutions to (CE) follows by assumptions at first
order of differentiability of b.

Theorem 2.2.5. Consider a time dependent vector field b such that |b| € L>([0,1] x X) with
bounded support. Moreover, assume that b € L'([0,1], Wcl,’i(TX)) and divb € L([0,1], L>(m)).
Then, given u € L*°(m), there exists a unique solution to (CE) in u € L*([0,1] x X).

Let us be informal about the proof of the result, the aim of the following discussion being
clearifying why we need some regularity on b. The philosophy also here is to show that, under
the standing assumptions on b, all the solutions in L>°(]0, 1] x X) are renormalized, which means
that, ’distributionally’, solve

8tﬂ(ut) + by - Vﬁ(ut) = —utB’(ut)divbt (212)

for every 8 € C'(R). To do so, the strategy is to regularize the solution u by means of the
heat flow (h¢):>0 (again the difference with the Euclidean setting is that the convolution is not
available); therefore, the curve ¢ — hou; =: u§' solves ’distributionally’ the following equation:

atuf‘ + div(btuf‘) = cht(bt, ut).

where for every f € Lipp(X) (¢%(c,v), f) := [div(chqv)f — div(cv)hafdm. Then we need to
pass the limit as o — 0 in the following equation for 3 € C(R):

OyB(ug’) + by - V(B(uf)) = —ug B (ug)divby + B'(uf) € (by, we).

The commutator (¢, v) can be manipulated and expressed as follows:

(€%(c,v), f) = / / 2D ™¢ : Vhso @ Vhg_sf)
0
+dive (—hsv Ahg—sf + (Vhsv, Vhg_sf)) dmda.

Therefore, the standing assumptions on b and the L*-Lip regularization in ((1.21]) (which holds in
RCD(K, ) space) used on the first term yields that the commutator converges to zero, obtaining
a solution to (2.12)). We introduce the concept of regular Lagrangian flows in such a nonsmooth
setting.
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Definition 2.2.6. Consider b € L'([0,1], L?(TX)). We say that F: [0,1] x X — X is a regular
Lagrangian flow associated to b provided it is Borel and the following properties are verified:

i) For some C > 0 we have
(Fp)sm <Cm  Vtel0,1].

ii) For every x € X, t € [0,1] the curve [0,1] > t — Fy(x) € X is continuous and satisfies
Fy(x) = z.

iii) Given f € WH2(X) and t € [0,1], one has that for m-a.e. x € X the map [0,1] > t
(f o Fy)(z) € R belongs to W11(0,1) and satisfies

% (foFy)(z) = df(bt)(Ft(ac)) for L'-a.e. t € [0, 1].

Notice that X in general is just a metric space, without any vector space structure, so we give
the definition of solving the ODE in item iii) in a weak way by postcomposition with Sobolev
functions. We turn the Lagrangian part of the problem. The authors in [I5] developed therein a
superposition principle, which allows to turn from the Eulerian formulation into the Lagrangian
formulation, obtaining wellposedness at the Lagrangian level.

Theorem 2.2.7 (Superposition principle). Consider a time dependent vector field b such that
|b| € L>=([0,1] x X) and t — u; is a nonnegative solution to (CE) (in the sense of Definition

, starting from @ with ||ut|| ;1 m) = 1 for every t. Then there exists a (weakly Borel) family
Ny fzex, with n, € P(C([0,1],X)) such that egyn, = O and for every t € [0,1]

e = / (er.m,)p(a)

Moreover, for um-a.e. x, m, is concentrated on absolutely continuous curves solving the ODE
associated to b, namely for every f € Test(X) for um-a.e.

/ ‘f(v(t))—f(w)— [ a6 as| dny(2) =0 for every € 0.7

With a similar argument as in the Fuclidean setting, the following theorem about wellposed-
ness of Lagrangian flows in the setting of RCD spaces follows.

Theorem 2.2.8. Consider a time dependent vector field b with bounded support such that |b| €
L>(]0,1] x X). Moreover, assume that b € L(0, 1],Wé’§(TX)) and divb € L'([0,1], L% (m)).
Then there exists a unique reqular Lagrangian flow (F}) of b. Uniqueness has to be intended as:
if () is another Regular Lagrangian Flow, then for every t € [0, 1] we have that for m-a.e. point
x € X it holds Fy(z) = Fy(z) for every t € [0,1].

Notice that, as done in the Euclidean case, we can define the flow F! starting from s € [0, 1]
up to time t € [0,1]. The vector field b, suitably translated still satisfies the hyphothesis of
wellposedness of regular Lagrangian flows, therefore the same arguments of Remark can
be repeated verbatim in this case. Therefore, existence and uniqueness in Theorem [2.2.8 may be
interpreted with the following axiomatization of regular Lagrangian flow.
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Definition 2.2.9 (Regular Lagrangian Flow, axiomatization 2). Let (X,d,m) be an RCD(K, c0)
space, for some K € R and (b;) € L'([0,1], L*(TX)). Then F :[0,1]?> x X — X is said to be a

Regular Lagrangian Flow for w provided it is Borel and the following properties are verified:

i) For some C > 0 we have
(FY),m < Cm Vt,s € [0, 1]. (2.13)

ii) For every x € X, t € [0,1] the curve [0,1] > s — Ff(x) € X is continuous and satisfies
Fi(x) =x.

iii) Given f € WH2(X) and t € [0,1], one has that for m-a.e. x € X the map [0,1] > s —
(f o F#)(x) € R belongs to WHL(0,1) and satisfies

% (foFy)(z) = df(bs)(FtS(a;)) for L'-a.e. s €[0,1]. (2.14)

We shall typically write (F}?) in place of F' for Regular Lagrangian Flows.
The uniqueness statement is meant in this case by saing that, given two regular Lagrangian flows
F and F associated to b satisfying the hyphothesis of Theorem we have that for every
t €10,1]
for m-a.e. point z € X it holds F(x) = F¥(x) for every s € [0, 1].

The regularity theory in RCD(K, N) setting was studied by Brue and Semola in [2§8] in the
case of compact N-Ahlfors regular metric measure spaces and then extended to the setting of
RCD(K, N) spaces in order to prove that the dimension of an RCD(K, N) space is constant in
a suitable sense in [27]. The last part of the discussion concerning the case of non-collapsed
RCD(K, N) comes from [25]. We point out that, as it will be clearer later, the estimates in the
collapsed setting are fundamental in order to obtain uniqueness of parallel transport and the
validity of a Leibniz formula.

The main idea in [27] is to try to reproduce the scheme of Crippa-DeLellis in [43] of differentiating
the distance of two different flow lines d(F(z), F;’(y)) with respect to s.

In the setting of metric measure spaces under integral assumptions on the vector fields, it is not
possible using the following computation to quantify the rate of change of d(Fy(x), Ff(y)) in
time. Let us be more specific in the case of a Riemannian manifold (M, g) and for simplicity
we assume that b € L*°([0,1] x M). It can be readily checked that this assumptions grants
in particular that the map s — (Fy(x), Ff(y)) € M x M is Lipschitz for every z,y € M \ N,
where N is Vol,negiglible. Therefore, the map s dg(Fts(x), F$(y)) is Lipschitz, hence .Z'-a.e.
differentiable, with derivative given by

LR (@), B W) = (Va2 b W) + (Ve - b(F () for e s

ds IF (x 9Fs
We recall the following fact: if the function dy is differentiable at y € M, then there exists
a unique geodesic v: [0,1] — M such that 79 = y and 71 = 2 and 7 = —V(d,2/2)(y). We
interpolate the last term, by using the compatibility of the Riemannian metric with the Levi
Civita connection. Indeed, consider a smooth curve 7: [0,1] — M and a vector field V'; we have

d

7<;Ysa V>'y

P = (Vi 95, V), +(V5,V.9s),, forevery s € [0,1].

s
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Integrating the last formula in the case in which V' = b; and 7 is a geodesic such that vy = F7(z)
and v; = F7(y) we have

(VA ) /2) - BEL ) + (VA 12) - B)(FE () = (b, — (o bs)s

1 1
- A vbs(’%“u ;YT)'YT dr - /0\ vsymbs(f‘y"” ;YT)’YT d’f’

. Vbi+(Vb)T . - .. .
where Vgymb; := ———=——. The problem here is that it is not known whether it is possible to

find a Borel function H for which we can estimate the last term as follows

1
| FambeCiinhs dr < (HE @) + HES W) EE @), Fi(0)

thus providing by means of Gronwall lemma a quantitative Lusin-Lipschitz estimate as in Propo-
sition

Coming back to the RCD setting, to solve the problem, we deal with another quasi-metric dg,
comparable to d and whose derivative involves the tensors above in integrated form with respect
to m. The quasi-metric is defined by noticing that in R? (with d > 3) the Green function of the
Laplacian has the form G(z,y) = c¢gd(z,y)?>~¢. Taking this into account, we can define the quasi-
metric dg(z,y) = ﬁy) whenever = # y and 0 otherwise. Therefore, since we want to compute
the rate of change of dg along the flow lines, it is enough to do it before for the function G. When
differentiating the map s — G(F7(z), F¥(y)), we obtain the quantity b; - VG.(y) + b, - VGy(x),
that can be estimated formally (or distributionally in the Euclidean setting) using that, for every
z € X, —AG, = J,, having:

by - VGa(y) + by - VGy(z) = / by - VG, do,(z) + / by - VG, do,(z)
=— / b - VGo dAG,(2) — / by - VG, dAG,(2)

=2 / Veymbi (VGy, VG,) dm — / divb (VG,, VG,) dm.

Provided the bound on Vg,b is of integral type with respect to m, the last estimate allows to
obtain a bound on b;- VG, (y)+b;- VGy(x). The last result is used together with the the following
formula: we have that there exists C' > 0 such that, given a Borel function f: R — R,

/ FIVG,|IVG,|dm < CG(z,y) (Mf(x) + Mf(y))

where M is the Hardy-Littlewood maximal function. The last formula will be applied, for fixed
t €[0,1], to f = [Vsymby|.

We now underline which hyphothesis are needed on the base space X in order to perform the
above argument. We consider for a moment a complete Riemannian manifold (M, g) with Ric, >
0. Due to a characterization by Varopoulos (we refer for instance to [66, Corollary 9.9]), we
have that there exists a positive Green function of the Laplacian, namely a smooth function
G:Mx M\ {(z,y) € M xM:z =y} — (0,+00) (we denote G(z,y) = G.(y)) such that
—AG,; = 0y, if and only if for some (and thus all) z € M

ds < oo.

/1 Voly(Bs(x))

40



In this case, we say that (M, g) is non—parabolic. The idea is to work in the non smooth setting
under assumptions on the base space which ensures existence and finiteness properties of a positive
Green function.

Definition 2.2.10. We say that a metric measure space (X,d,m) is non—parabolic if for some
(and thus all) x € M

/1 7111(33(:1;)) ds < 0.

We point out that the arguments here cover the case of negative K. The idea is to work in the
setting of RCD (K, N) spaces satisfying the following assumption, which implies non parabolicity of
the metric measure space. Then the final estimate can be derived for a general RCD(K, N)
space using the calculus tools on tensor products of metric measure spaces, as it will be mentioned

in Remark 2.2.18

Assumption 1. We assume that (X,d, m) is the tensor product between an RCD(K, N —3) space
for some K € R and 4 < N < 400 and the Euclidean factor (R3,d., £3).

For the case of RCD(0, N) spaces satisfying Assumption (1} the authors in [27] used the Green
function of the Laplacian, defined as

G(z,y) = /000 pi(z,y) dt.

Since in this treatment, we want to directly review the case for general K, we point out that they
had to slightly change the definition, the reason being to compensate the term in the upperbound
of (1.22)) of the form e’. Therefore, this leads to the definition

G(l‘,y) = / eict pt(‘ray) dta Ge(x7y) = / eict pt(x7y) d¢  for e > 0.
0 €

To stress the fact that one variable is freezed, we denote G(x,y) = G5 (y) = G () for € > 0 and
G(z,y) = Gz(y) = Gy(x). Assumption |1f grants finiteness at every point, with the exception of
x, of the function G, and of G,. As mentioned before, we introduce the Green quasi-metric dx

@ if x #y,

0 otherwise.

d@(ﬂ?, y) = {

We introduce the function F': X x (0, +00) — (0, 400) by F(z,r) := [ m ds, useful in the

following computations. The function G formally solves the PDE AG, = —d, +cG,. An instance
of this fact can be seen in the following proposition (from [27, Lemma 2.5]).

Proposition 2.2.11. Let (X,d,m) be an RCD(K, N) space satisfying the Assumption . Then
the function G5 defined as above belongs to Lipy(X) N Dioc(A) and

AGS = —epi(a,y) + Gl m— o
Moreover, G, € VVli’cz(X) and G5, — Gy in VV;’S(X)
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By using an approximation procedure based on the funciton G¢, the following theorem holds.

Theorem 2.2.12 ([27, Proposition 2.27]). Let (X,d,m) be an RCD(K, N) space satisfying As-
sumptz’on and consider Br(p) C X. Then for any bounded b € Wéi(TX) such that divb €

L?(m), with support contained in Br(p), there evists a positive function h € L?(Bg(p),m) such
that
b-VGaly) +b-VGy(z) < Glz,y)(h(z) + h(y))

for m x m-a.e. (x,y) € Br(p) x Br(p) and ||h]|12(3ap)m) < Cv (I VsymbllL2(m) + 1divh]| L2 (m)),
where Cy = Cy(Br(p)) > 0.

This result allows to estimate the difference of the Green function along flow maps.

Proposition 2.2.13. Let b be a time dependent vector field supported in Br(p) for some R > 0
and p € X, such that |b] € L=([0,1] x X), b € L'([0,1], Wg2(TX)) and divb € L*([0,1], L (m)).
Then for every t, for m x m-a.e. (x,y) € Br(p) X Br(p)

da(Fi(z), F(y)) < da(z,y)e Jins o (FY (@) dr Jy($ e (Y () dr for every s. (2.15)

Proof. We have that, for m x m-a.e. (z,y) € Br(p) X Br(p) using Theorem [2.2.12| with bs for a.e.
s

%%(Ff(x)f:(y» Lo @), )
~GF @), )72 (b - VG ) (FF () + by - VGir () (i ()
G(F? (@), () (hs (F (@) + ho(F7 ()
= dg(F; (2), B () (ho(F} () + ho(F} (1))

where h; are the functions defined in Theorem [2.2.12] for fixed . An application of Gronwall
lemma yields for m x m-a.e. (x,y) € Br(p) x Br(p) for every s € [t, 1]

da(FP(x), Ff (y) < dg(a, y) el (@) drfi7 he(F (y)) dr
and similarly for s € [0, ], concluding the proof. 0

To obtain a similar estimate for d, we need to compare the quasi-metric ds with d.

Proposition 2.2.14 ([27, Proposition 2.21]). Let (X,d, m) be an R_CD(K7 N) space satisfying
Assumption . Then, given Br(p) C X, there exists a constant C = C(Bgr(p)) > 1 such that for
any z,y € Br(p)

%EMWthdawgéﬂwww)

Corollary 2.2.15. Let (X,d,m) be an RCD(K, N) space satisfying Assumption . Then, given
Br(p) C X, there ezists a constant C; = C1(Bgr(p)) > 1 such that for any x,y € Br(p)

Cid(x y) <dg(z,y) < Crd(z,y). (2.16)
1
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Proof. Indeed, from Proposition it is enough to find Co = C3(Bgr(p)) > 0 such that
C% d(z,y) < Fp(d(z,y)) < Cod(z,y). The second inequality is a consequence of the fact that since
there exists C' > 0 such that, for every x € Bgr(p), m(B,(z)) > Cr3. Hence fd(x’y) m ds <
C~Yd(z,y) for every x,y € Br(p). The first inequality is a consequence of Bishop-Gromov
inequality. We observe that d(z,y) < 2R for every x,y € Br(p). Moreover, since by Bishop-
Gromov inequality we have that, for every s > 2R,

s S (2R)N
m(Bs(x)) ~ m(Bar(z)) sV

we can infer that

+o0 ; s +OOL ) +o0 (QR)N ) (QR) i
/d(x,y) m(Bs(x)) ds = /2R m(Bs(z)) do = /2R m(Bap(x)) sN-1 ds = m(BQR(a:))d( 3)

O

Corollary 2.2.16. Let (X,d,m) be an RCD(K, N) space satisfying Assumption [], Let b be a
time dependent vector field supported in Br(p) for some R > 0 and p € X, such that |b| €
L>(]0,1] x X), b € L(]0, 1],W5’§(TX)) and divb € L1([0,1], L°(m)). Then there exists C1 > 0
such that, for every t € [0,1], for m x m-a.e. (x,y) € Br(p) X Br(p)

d(Fy(x), Fi(y)) < Cid(z,y)e Jens e (B (@) drt [{52 e (B () dr for every s € [0,1]. (2.17)
Proof. An application of ([2.16]), together with (2.15)) yields the conclusion. O
We define the function ht fo ))dt. To turn this estimate into an estimate for

every x,y € Bgr(p), we may proceed as in the next remark.

Remark 2.2.17. Let us comment how to obtain the result in for every x,y € Br(p).
Let us fix t € [0,1] and let Cy be the constant in Corollary We call S := {z € Bg(p) :
d(Ff(z), F{(y)) < Cid(z,y)exp (he(z) + he(y)) for every s € [0,1] for m-a.e. y}. In particular,
it follows from that m(Bgr(p)\S) = 0. For every x,y € S, we have that, setting 7 := d(z, y)

d(Fy (@), ¥ (y)) d(£ (), F¥ (2))
tog (1 " d(l‘, y) ) = ][Br(a:)ﬂBr(y) tog <1 " d(.%', Z) ) dm(Z)

d(F7(y), F(2))
* ][Br(:c)ﬂBr(y) log (1 * d(y, ) ) dm(z).

It is enough to estimate the first term in the last expression, thus having

d(Fy (z), Fi'(2)) . _
][Br(x)ﬁBT(y) tog <1 * d(z, 2) ) dm(z) <log(1+ CF) + hu(x) +][ h(2) dm(z)

Br(z)NBr(y)

<log(1+ C?) + hy(x) + ch hi(z) dm(z)
B;(l’)

where C'r depends on the local doubling costant up to scale R. The second term can be estimated
accordingly. Therefore, we can define g¢(x) := hi(x) + Cr Maghi(x) for x € S, gi(x) = 400 for
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every © € Br(p)\ S and Cy = 1+ C?. With this choice, we have for every x,y € Bgr(p), for every
t,s €[0,1] ] )
d(F} (z), F (y)) < Cod(a, y) €90 T9:W), (2.18)

Remark 2.2.18. We remark that the estimate in holds in the more general setting of
RCD(K, N) space, namely without Assumption Consider an RCD(K, N) space and a time
dependent vector field b such that |b| € L>(]0,1] x X) supported in Bgr(p) and such that b €
L([0,1], Wéi(TX)) and divb € L'([0, 1], L>(m)). We can define a metric measure space (X, d, m)
as follows: X := X x R3,

d((z, ), (y,9))? == d(z,y)* + de(a’, )

for every =,y € X and 2/,9 € R? and m := m x R3. Then we can define a vector field b on X
(which satisfyies Assumption , as follows. We consider the map

®: L*(T(X x R?)) — L*(X, L*(TR?)) x L*(R3, L*(TX))

defined as in Theorem [[.4.3l
Then we consider ¢ € C2°(R?) such that ¢ =1 on Bg/5(0) and supp ¢ C Br(0) and define

b, = d7 (0, (y — @(y)by))) for ae. t.

It is easy to check that b is supported in Bag((p,0)) and |b| € L°°([0,1] x X). Moreover, we
can check that (see [64]) divb € L!([0,1],L>°(m)) and b € L'([0, 1],W(1}§(TX)) Therefore,
the estimates in hold for the regular Lagrangian flow F associated to b for every (z,%) €
Bar((p,0)); since, for every (x,c) € XxR3 and t € [0,1], F;((x,c)) liesin {(x,y) € XxR?: y = ¢},
we obtain the estimate on X. |

We can collect the considerations in Corollary [2.2.16] Remarks [2.2.17] and [2.2.1§| in the fol-
lowing theorem. We present here the result with more restrictive assumptions on b (the one used
in [32]) with respect to the presentation up to now.

Theorem 2.2.19. Let (X,d,m) be an RCD(K,N) space with K € R, N < oo, and (b;) €
L?([0,1], Wé’Z(TX)) be such that |by|,div(b;) € L*>([0,1] x X) and for some & € X and R > 0 we
have supp(b;) C Bgr(Z) for a.e. t € [0, 1].

Then, for every t € [0,1], there exists a nonnegative function g € L} (X, m) such that for
any s € [0,1] we have

d(F (@), F¥'(y)) < 9t(@)+9:(v) Va,y € X. (2.19)
diz,y)  ~

We now briefly review what the main content of [25] is, where better estimates in the case
of non-collapsed RCD(K, N) spaces are retrieved. We recall that an RCD(K, N) space (X,d, m)
is said to be non collapsed (ncRCD(K, N) in short) if m = 2. The reason of restricting to
noncollapsed setting is that this class allow a comparison of the distance function and the Green
function introduced before at an infinitesimal scale, as stated in the following proposition. We
recall that, when dealing with the Green function and to have finite properties on it, we have to
consider Assumption
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Proposition 2.2.20 ([25, Corollary 2.4]). Let (X,d, ) be an RCD(K,N) space satisfying
Assumption [l Then for every x € X we have

7 1
li N=2 = :

When using the last estimate we come up to the following computation. Fixed ¢t € [0, 1],
x € X and a Borel set F of density one at x such that Fts‘ g 18 Lipschitz for every s (that can be
found taking the sublevels of g; in Theorem [2.2.19)) we have

lim sup dalFil2), Fi(y)) = (hmsup d(FtS(x)’Ff(y))>N_29(Fs(x)).
Y

yeE y—z G(‘r ) yeEE y—z d(xa

To get rid of the term e(giv(f ))7 the authors in [25] proved that for #V-a.e. initial point 2 the

curve Fj(x) passes through regular points for every s € [t,1]. Therefore, the last proposition,
suitably used in conjunction with (2.15) allows to obtain the following result.
We recall the definition of ap — lip in (|1.16]).

Theorem 2.2.21 ([25, Theorem 1.6]). Let (X,d, s#") be an RCD(K, N) space.

Let b € L*([0, 1],Wé”§(TX)), supported in Br(p) for some p € X and R > 0. Assume that
b] € L>([0,1] x X) and divb € L%([0,1],L>(m)). Then the regular Lagrangian flow (F!)s;
associated to b satisfies the following property. For every 0 < s < 1, for #N-a.e. x € Bg(p), for
any t € [s,1] Fi(z) is a reqular point (see Definition and

ap — lipFt(z) < els 9r(F1@) g

for N -a.e. x, where g € L%([0,1], L?(m)) and g, is non negative for a.e. r.
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Chapter 3

Existence in #?(w) and uniqueness

in 712 (1)

The goal of this chapter is to define in Section the functional spaces of Sobolev vector fields
along a test plan. As for the theory of Sobolev functions in the Euclidean setting, building upon
’smooth objects’, two definitions of Sobolev vector fields along a test plan: the space #12(m)
defined by integration by parts against ’smooth objects’ and the space %2 () as the closure of
’smooth objects’ with respect to the norm of #12(wr).

Then, we propose two notions of parallel transport, one in the class J#%?(m) (in Section
taken from [61]) and we prove uniqueness and one in the class #2(m) and we prove existence
(in Section taken from Appendix A in [32]).

3.1 Functional spaces of vector fields along a test plan

Let us assume that throughout all the following sections (X,d, m) is an RCD(K, 0c0) space. We
introduce here the right functional spaces in order to speak about vector fields along a test plan.
The aim of this section is twofold:

i) we review the theory of [61] in the case of L’-normed modules;
ii) we recast the theory built along general test plan in the case of test plan 7, = F;, 1, where
F¥ is the regular Lagrangian flow associated to a vector field b and p € 2(X) with yp < Cm.
We recall that the space VF(7r) of vector fields along 7 has been defined in [61] as
VF(m) = [] efL%(TX)
te[0,1]
(actually in [61] the pullbacks of L?(TX) are considered). Notice that the product of (v;) € VF ()
by a function in LY(w) can be defined componentwise and similarly for (v¢),(z;) € VF(m) the
function ((v¢), (z;)) is defined as t +— {v;,z;) € L(). We discuss the regularity of elements in

VF(7) with respect to time. We thus define the subspace TestVF () C VF(m) of test vector
fields along 7 as

TestVF(mr) := {t — Zn:tpi(t)xrie:vi :neN, T; € Z(C([0,1],X)) ¢; € LIP([0,1]),v; € TestV(X)} .
=0
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Definition 3.1.1 (Borel vector fields in VF(x)). An element (v¢) of VF(m) is Borel provided
t > (vg,z) € LO(m) is Borel for every (z;) € TestVF ().

It is not hard to check that for (v;) € VF () Borel the map

[0,1] > 8 = [[(vs)lle = [IVielleg 2y = Vil 2y = \//Iw\?dﬂ € [0, +oq]

is Borel. To see this, consider ¢, (y) = (yAn)VO0 for y € R, notice L°(7) > f +— Ty, (f) € [0, +00) is
Borel where T,,(f) = [ ¢n(f)?dm, and that for every t ef L°(TX) 3 v — [ |v]*dm = sup,, Tn(|v]).

Definition 3.1.2 (The space .Z?(w)). We define £?(mw) C VF(w) as the space of those Borel
(v¢)’s such that

00y = [ e <
with the usual identification up to equality for a.e. t.
It can be checked that (Z2(w,), || - | #2(z ) is an Hilbert space.

Definition 3.1.3 (The space €' (w)). Let v e VF(w). Then we say that v is a continuous vector
field provided

[0, 1] — / Vi, We) is continuous (3.1)
for every w € TestVF () and
0,13t = |Vellese(rxy is continuous. (3.2)

We denote the family of all continuous vector fields by € (m) and, for every v € € (), we put

v ¢ () ‘= max ||Vt||e;L2(TX)-

t€[0,1]

It can be checked that (¢'(w), || - [|¢(s)) is a Banach space (see [61, Proposition 3.12]). More-
over, given v € €'(m), we have that (see [61, Corollary 3.13]

the map [0,1] 3 ¢ — |v|* € L (7) is continuous. (3.3)

In order to define the convective derivative as in [61], it is necessary the notion of speed of
a test plan, namely to overcome the fact that for a general test plan 7t the map e; could be not
m-essentially injective. Therefore, we restrict to the following class, to tailor the discussion to the
relevant plans for the scope of the thesis.

Definition 3.1.4 (Test plan induced by a regular Lagrangian flow). Given w € 22(C([0,1],X)),
we say that it is a test plan induced by a reqular Lagrangian flow if there exists b € L?([0, 1], L?(TX))
with |b] € L>°([0, 1] x X) for which there exists a reqular Lagrangian flow F and p € P (X) with
p < Cm such that

Foup=m.

In this case, to shorten the notation, we say that 7™ is a regular plan, p is the initial distribution
of ™ and w is drifted by b
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To stress the dependence on p, we denote 7 by m,. It is straightforward to check by the
properties of F¥ and the fact b € L?([0,1], L?(TX)) that 7, is a test plan. Let us fix one such
test plan .

Definition 3.1.5 (Convective derivative along a test plan). We define the convective derivative
operator Dy, : TestVF(m,) — Z£%(m,) as follows: to the element v € TestVF(x,,), of the form
vi = @(t) Xaejv, for ¢ € Lip(]0,1]), A € B(C([0,1],X)), v € TestV(X), we associate the vector
field Dy, v € £3(7,,) given by

(Dz,v), == X4 (goi(t) e;v; + @i(t) eijbtv> for L'-a.e. t €[0,1]. (3.4)
and then extended by linearity. For the sake of simplicity, we will briefly write D ,v¢ instead of
(Dﬂ.uv)t.

Remark 3.1.6. The hyphothesis |b] € L>([0,1] x X) is related to the fact that, under this
assumption, (Dx,v) € Z%(m,).
We introduce two spaces of Sobolev vector fields along 7, the # and the JZ space.

Definition 3.1.7 (The space #'1%(x,,)). The space #'%(x,) C L?(m,) is defined as the col-
lection of (v¢)’s for which there is (vj) such that

/01/<vt,tht>d7rudt: —/01/<v£,zt>d7rudt (3.5)

holds for any (z;) € TestVF(m,) with ‘compact support’, i.e. such that
z: = 0 for every t in a neighbourhood of 0 and 1. (3.6)

The vector field (v}) is uniquely defined by the above, called convective derivative of (v;) along
and denoted (Dyvy).

Then #1%(m,) is endowed with the norm

v 1512 = (vl Z2 + [l (Dave) %2

and can - easily - be proved to be a Hilbert space.

It turns out that this latter definition of D; is compatible with the previous one, i.e. TestVF ()
#12(r,) and for a vector field in TestVF(m,) the convective derivative defined by formula
coincides with the one defined by . In particular, it makes sense to define J#12(m,,) as the
closure of TestVF () in #12(m,). By definition, it follows that (J12(w,), || - [|y12(x,)) is an
Hilbert space and

%1’2(7‘%) < WLQ(W#)-
An important property of vector fields in .77 12(7&'“) is that they admit a continuous representative.

Theorem 3.1.8 ([61, Theorem 3.23]). The inclusion TestVF(7,) — € (m,) uniquely extends to
a linear continuous and injective operator v : V% (mw,) — € (m,,).
Another crucial property of the space J2(m,) is the Leibniz rule.
Proposition 3.1.9 (Leibniz formula for Dr). Let v € #1%(x,) and w € 5#42(w,). Then the
function t — (v, wy) is in WH1([0,1], LY (7)) and its derivative is given by
d

&(vt,wﬁ = (D, Vv, W) + (vi, D, wy)  for L'-a.e. t€[0,1].
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3.2 Uniqueness of parallel transport in 5#%(m)

In this section, we review the results of [61) Section 4.1.1], in which uniqueness of parallel transport
in #1%(7,,), as a consequence of Proposition

Again, we assume that 7 is a regular plan, in the sense of Definition [3.1.4], with initial distribution
p and drifted by b. The map ¢ used in the following is the one introduced in Theorem [3.1.8]

Definition 3.2.1 (Parallel transport in ##12%(m,)). Let K € R, (X,d,m) an RCD(K, co) space
and 7 be a regular plan on X. A parallel transport along 7 starting from v € e5L?(TX) is an
element v € #12(m) such that Dpv =0 and t(v)g = V.

The linearity of the requirement Dyv = 0 ensures that the set of parallel transports along 7
is a vector space. From Proposition we deduce the following simple but crucial result:

Proposition 3.2.2 (Norm preservation). Let v be a parallel transport along the regular plan .
Then t — |v¢|* € LY(m) is constant.

Proof. We know from (3.3) that t — |v|?> € L'(m) is continuous. Hence the choice w = v in
Proposition tells that such map is absolutely continuous with derivative given by

d
&|vt|2 = 2(Dpve,vi) =0, a.e. t.

This is sufficient to conclude. O

Linearity and norm preservation imply uniqueness:

Corollary 3.2.3 (Uniqueness of parallel transport). Let 7 be a reqular plan and vy, vy two parallel
transports along it such that for some to € [0,1] it holds vi 4, = va,. Then vy = va. In particular,
there is at most one parallel transport along 7 starting from any v € e(’;LZ(TX).

Proof. Since Dy (vi —v2) = Drvi — Dgve = 0, we have that vi — vy is a parallel transport and by
assumption we know that |vi ¢ — va¢,| = 0 mw-a.e.. Thus Proposition above grants that for
every t € [0,1] it holds |vi; — vo¢| = 0 7-a.e., i.e. that vi; = va,. O

3.3 Existence of the parallel transport in #?(mw)

In this section, we show an existence result of the parallel transport of an initial vector field
along a regular plan in the class #12(w). In particular, we can show, by an abstract argument
of functional analysis, that for a given initial vector field V & eE‘)LQ(TX) we can find a Borel
vector field t — V; along a regular plan m such that V € #12(w), (D.V); = 0 for a.e. t, and
satisfies the initial condition in an appropriate sense. We use in this section a vanishing viscosity
approach: we approximate our problem with a sequence of problems that are coercive; on this
class of problems we can apply a variant of Lax—Milgram lemma; thanks to compactness, we can
pass to the limit and obtain a solution to our problem. More precisely, the form of Lax—Milgram
lemma is the following one (taken from [15]).
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Lemma 3.3.1 (Lions). Let E and H be a normed and a Hilbert space, respectively. Assume that
E is continuously embedded in H, with ||v||g < ||v||g for every v € E. Let B: H x E — R be
a bilinear form such that B(-,v) is continuous for every v € E. If B is coercive, namely there
exists ¢ > 0 such that B(v,v) > c|[v||% for every v € E, then for alll € E' there exists h € H
such that

B(h,v) =1(v) for everyv e E

and

.
1l < Mz ‘lE : (3.7)

We introduce the following class of approximations. For a given e, we solve in a distributional
sense the partial differential equation:

(D V)i = e(=Vi + (D2V)y), (3.8)
looking for a solution in s#12(mr).

Definition 3.3.2 (Parallel transport in W L2(m)). Let (X,d,m) be an RCD(K,00) space and
a regular plan on X. Given V € et L2(TX) we say that V. € #12(w) is a parallel transport in
W2 () of V along  if DV =0 and for every Z € TestVF(m)

R(Z)o = /(V, Zy) dr, (3.9)

where we denote by t — R(Z); the absolutely continuous representative of t — [(Vi, Zy) dm.

Theorem 3.3.3 (Existence of PT in #W12(w)). Let (X,d,m) be an RCD(K, 00) space and m a
regular plan on X. Let V € et L2(TX) be given. Then there exists V € #12(m) that is a parallel
transport in W12(m) of V along .

Proof. Fix € € (0,1/2). Consider the Hilbert space H := (#?(x), || - Hﬁa,z(ﬂ)). Define also
E :={Z € TestVF(m) | spt(Z) C [0,1)} C AV (1),

1/2

121l = (11 Zol% 2y + 1 Z13) " for every Z € B,

Clearly, | Z]|g < ||Z||g for every Z € E. Now let us define B: H x E — R and ¢: E — R as
1
B(V,Z) = //—(Vt,D,TZt> +eWVi, Zt) + € (Dr Vi, Dr Zy) dm dt,
0

UZ) :z/(V,Zg)dﬂ',

respectively. The map B is bilinear by construction. Moreover, for some constant C' > 0 we
have that ’B(V, Z)’ < C|\\Vg || Z]||g for every V € H and Z € E, thus in particular B(-, Z) is

continuous for any Z € E. The Leibniz rule grants that —2 folf (Z,DaZy)ydmwdt = [|Zp|?dm
holds for every Z € E, whence coercivity of the map B follows: given any Z € E, we have

1 1
B(Z,7) = 2/\Z0]2d7r+€//\Zt2+\D,TZt\2d7rdt26HZH%.
0
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Furthermore, it holds that ¢ € E" and ||[{||z < ||V e322(rX)- Therefore, Lemma 3.3.1| yields the
existence of an element V= € H such that [|[VE| iz < |[V||ex12(rx)/€ and B(V®, Z) = {(Z) for every
Z € E, which explicitly reads as

1
// —(VE,DrZy) +e(VE, Zi) + € (DR Vi, D Zy) dm dt = / (V,Zo)dm (3.10)
0

for every Z € E. Given any Z € TestVF(m) and ¢ € LIP([0,1]) with spt(y¢) C [0, 1), it holds
that ¢t — ¢(t)Z; belongs to E and Dx(pZ): = ¢'(t)Zt + p(t) Dx Z; for a.e. t € [0,1]. Then

2(0) / (V' Zo) dme = / 0 / —(VE D) + ¢ (VEL Z) + ¢ (DR VD Z3) dim dt
0 (3.11)

1
+ [ ) [ ez + (0 2z dma.
0

Fix a Lebesgue point s € (0,1) of t — [ —(V, Z;) + & (DA V{, Z;) dm. Define ¢, as

1 if t €10, s),
on(t) =< —n(t—s)+1 ift €[s,s+1/n),
0 ifte[s+1/n,1],

for all m € N, n > 1/(1 — s). Note that (¢,), € LIP([0,1]) is a bounded sequence in L>°(0,1),
spt(pn) C [0,1) for all n, and ¢,, — X[o,s] Pointwise as n — co. Moreover, it holds that

1 s+1/n
| e [~z e oavie zyamat=n [ [ (. 2) - e DaVE Z) dm
0 s

— / (VE, Zs) —e(DaVE, Zs)dm  as n — oc.
Therefore, by plugging ¢ = ¢, into (3.11)) and letting n — oo, we deduce that

s
/ <‘7, Zo> dm = // *(‘/tg, Dﬂ-Zt> +e€ <V;E, Zt> +¢€ <Dﬂ-‘/tg, Dﬂ-Zt> dm dt
0
(3.12)
+ / Ve, Zs) —e (DR Ve, Zg) dmr.

Given that V¢ € 2#12(m), we can find a sequence (Z"),, C TestVF () that # 12(mr)-converges to
Ve. We start noticing that from Theorem there exists a continuous injection i : %2 (w) —
% (m) such that ||[VE — Z" |4 < V2||VeE — Z"™|ly1.2 (), which grants that

nlggo Vo — Zg”egL2(TX) =0.

Therefore, it follows that
lim [ (V,Z})dr = / (V,V5)dm.

n—o0

54



By plugging Z = Z™ into (3.12)), letting n — oo, and using the Leibniz rule in s#1%(), we get
Jwvian= [ [~V DaVE) VR e IDaVER dmde [ VIR = 2 (DaVE V) dm
> [~ paveyamar+ [ ViR -2 DR V) dm
=5 [Wepam g [WeRan+ [VeP - e ez v dm

/]V€|2d 41 /|V0]2d7r—5<D VEVE) drr.

Since % [|V§|2dm — [(V,V§)dm = L [|V = V§|?dr — L [ [V2dm, we can rewrite the former

expression as
1 ¥ €12 1 (/|2 ¢ Ve 1 €2
5 [[V=ViPdm—o [[VPdm <e [(DxVE Vi) dm — o [ [VE[Pdm.

Therefore, we obtain that

1 1 1 [ - 1 [ -
2/\1{5?%3 2/;1/;€\2d7r+2/|V—1/512d7r§ 2/;V12d7r+e/<D7,v;f,Vf) dm.

By integrating the above inequality over the interval [0, 1], multiplying by 2, and then applying
Young’s inequality ab < ea® + Z—i, we infer that

1 1
//\Vf|2d7rds§/|‘_/|2d7r+25//(D7er,Vf>d7rds
0 0
B 1 1 /1
g/yV|2dn+252//yD,TV§2dwds+2//|V;|2d7rds,
0 0

whence accordingly 3 fof VEPdmds < [|V2dm + 2¢2 fof IDAVE2dmds < 3|V et L2(TX)" Ob-
serve also that {eV=}.c(0,1/2) is bounded in H. Therefore, there exist V' € L?(mw), W € H, and
a sequence £, \; 0, such that Ve — V weakly in .,2”2(#) and g,V — W weakly in H. In
particular, it must hold that W = 0. Hence, by letting n — oo in the identity

// D Zt <€n‘/f", Zt> + <Dﬂ-(€nV€")t, Dﬂ-Zt> dﬂ' dt = / <V, Z0> dﬂ',

which holds for every n € N and Z € TestVF.(m) by ( - we can finally conclude that
fof Vi,DrZy) dmw dt = 0 is satisfied for every RS TestVF (m). This grants that V € #12(w)
and DV = 0. Finally, let us prove (3.9). Fix any Z € TestVF () and denote by t — R(Z);
the absolutely continuous representative of t = [(Vi, Z;) dm (that belongs to W1(0,1)). Write
with € = ¢,, integrate over s € [0,1], and then let n — oco: by exploiting the weak
convergence Ve — V in .#?(w) (and by using the dominated convergence theorem), we obtain
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that

/( /// Vi, D Zy) d7rdtd5+// Vs, Zs) dm ds
// ( )dtds+/0 R(Z),ds

- _/ R(Z)S—R(Z)Od5+/1 R(Z)sds = R(Z)o,
0 0

where we applied the Leibniz rule with one vector field in J#%?(w) and the other in #12(mr).

Hence, the statement is achieved.

o6
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Chapter 4

Functional analytic tools

In this section, we outline all the functional analytic tools developed in [32] in order to build
the theory of existence and uniqueness of parallel transport along ’a.e. integral curve’ in non
collapsed RCD(K, N) spaces.

4.1 Useful properties of Lagrangian flows

We continue the discussion about RLF associated to a time dependent vector field b and their
properties. Notice that the uniqueness statement and the very definition of RLF, imply the
following group(oid) property:

for every t,s,r € [0, 1] we have F’oF] =F/ m— a.e.. (4.1)

It can be proved that for m-a.e. = the metric speed of the curve s — Ff(z) is exactly |bs|(F;(z)),
in particular, we have the uniform Lipschitz estimate: for every ¢, s1,s2 € [0, 1] we have

d(Fp2(z), F () < [s2 = sllllblll e oayxx),  m—ae zeX. (4.2)

A consequence of the continuity of s — Fy(x) and of the bounded compression property (2.13))
is that

fe LX) = 0,123 (t,8) — f o Ff € LP(X) is continuous, Vp e [l,00). (4.3)
Indeed, the bounded compression property gives the uniform estimate
If o F¥ Il < ClIfIL, Yt s €[0,1], (4.4)

and the continuity of s — F(x) ensures that for f Lipschitz with bounded support s — fo Fy €
LP is continuous for every t € [0, 1]. From the density of such Lipschitz functions in LP and (4.4))
we deduce that s — fo F? € LP is continuous for every ¢ € [0, 1] and f € LP(X). Now notice that

If o Ff = fo Fflls < |[fo F — fo Filluo +|1f o Fi — f o Fy|l»

1 ’
(by (4.4), (4.1)) <Co|foFy = flloe + (o FY) o Fy — f o Ff |1

1 ’ 1 ’
(by (4.4), (4.1)) <C?|foF] = fllw +Co|f o FY = (f o Fy) o Ff ||
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so that the claim (4.3)) follows from what already proved.
In a similar way, if for some bounded set B C X we have that supp(b;) C B for a.e. t we have
that
fe LX) = [0,1)%> 3 (t,8) — f o Ff € L°(X) is continuous. (4.5)

Indeed, recall that the topology of L°(X) is metrized by the distance

duo(f,9) :=/1A|f—g\dm’,

where m’ is any Borel probability measure with m < m’ << m. We thus pick m’ so that m’ g =
om|pg for some ¢ > 0 and notice that the assumption on w; ensures that F; is the identity outside

B for every t,s € [0,1]. Hence the bounded compression property gives (Fy),m’ < Cm'’ for any
t,s and therefore, in analogy with (4.4), we have

duo(foF}.goF) = [ 1AIf=gloFy d’ = [ 1]f=gld(F?)n < C [ 18] ~gldn’ = Cdps(£.9)

and the claim (4.5 follows along the same lines as (4.3]).
From (4.3)) for p =2 and by integrating (2.14)) we see that

52
foF?— foF = / df(b,) o Fy dr m—a.e., Vf e Wl’z(X) (4.6)
S1
for any t, s1, s2 € [0,1] with s; < s2, where the integral is intended in the pointwise a.e. sense (or,
equivalently, in the Bochner sense). It is then also clear that for a.e. s € [0, 1] we have
foFfth — foFs

lim =df(bs)o Ff, m—ae., VYfecWhX), (4.7)
h—0 h

the limit being in L?(X) and by usual maximal-type arguments it is not hard to see that the
exceptional set of times may be chosen independent of f € W12(X) (see e.g. the arguments in

Proposition [5.3.2)).

We now turn to the main regularity estimates on Regular Lagrangian Flows as established in
[25] (see also the earlier [27]). We recall the definition of ap — lip in (1.16). We summarize here
in a more compact way the main estimates we need, that we already presented in the discussion
of Section (extracted mainly from [25, Theorem 1.6, Proposition 3.3]).

Proposition 4.1.1. Let (X,d,m) be a ncRCD(K,N) space with K € R, N < oo, and (b;) €
L2([0,1], Wé’2(TX)) be such that |by|,div(b) € L*([0,1] x X) and for some T € X and R > 0 we
have supp(b;) C Bgr(Z) for a.e. t € [0,1].
Then there exists a nonnegative function (g;) € L*([0,1], L*(X, m)) such that for any t,s €
[0,1] we have
ap-lip F{(z) < efins 9r(FY (@) dr m—a.e x€X (4.8)
and, for every t € [0,1], a nonnegative function g € L} (X, m) such that for any s € [0,1] we
have
d(F7(2), F¥(¥) _ ge@)+aew)
d(z,y) ’

o8

Vz,y € X. (4.9)



Proof. The estimate for t < s is the content of [25, Proposition 3.3], the case t > s then
also follows noticing that s — Ftl_s is the Regular Lagrangian Flow of (—by).

We pass to and notice that [25] Theorem 1.6] states that for ¢, s € [0,1], t < s, for m-a.e.
x € X we have

o= S ar(Fy @) dr ap_md(FtS(y),FtS(w)) < ap-Tim d(Fy(y), i (x)) < eforFr@)ar (4 q0)

Yy—r d(y’l‘) Yy—x d(y’$)

where the functions g, satisfy the bound ||g,||;2 < C(K, N, R)(|||Vb,|| 12 + ||div(b,)| <) (thus
from the integrability assumptions on (b;) the integrability of (g¢) as in the statement follows).
In particular, this gives for t < s. For the case t > s we assume for the moment that for
m-a.e. x we can establish the ‘change of variable formula’ marked with a star in the following
computation

d(w, Ft(z)) 1

S

ap-lim A W) FE(@) = _
yﬁT d(yv Jj) w—)F% d(Fts(w)7 m) ap—mwﬁpst(x)

d(Fy (w),x) *
d(w,F¢(x))

Then (4.10) (that we apply with ¢, s swapped) gives

ap_m M < efst gr(F(2))dr

m-—a.e. x.
woFi(z) d(w, Fi(x))

Writing = F(z) and keeping in mind the bounded compression property (2.13) and the group
property (4.1)) we deduce that
T d(FtS(w)a Fts(z)) < ef: gr(F (2))dr

ap-lim
11)1)%2 d(w,z)

m—a.e. 2,

which is in the case t > s. Thus it remains to prove that the starred identity in the above
holds for m-a.e. x € X. By the very definition of ap-lim, this will follow if we show that for
m-a.e. * € X we have that: for any A C X Borel we have that F!(z) is a Lebesgue point of
A if and only if x is a Lebesgue point of (F!)~!(A). Since ensures that Ff and F! are
Lusin—Lipschitz, that they are one the essential inverse of the other and recalling , the
conclusion follows from Lemma [4£.1.2] below. O

Lemma 4.1.2. Let (X,d,m) be a locally doubling space, T,S : X — X Borel maps, Lusin—
Lipschitz, such that T oS = 1Id and S oT = Id m-a.e. and finally so that Tym < Cm and
Sym < Cm for some C' > 0.

Then for m-a.e. x € X the following holds: for any A C X Borel we have that T(z) is a
Lebesgue point of A if and only if x is a Lebesque point of T~1(A).

Proof. The assumptions about essential invertibility and bounded compression give the existence
of X1,X9 C X Borel of full measure such that 7T, S are invertible bijections from X; to Xy
and vice versa, respectively. Also, from the Lusin—Lipschitz regularity we see that m-a.a. X
can be covered by a countable number of Borel sets B such that T‘ 5 18 Lipschitz and S ‘T( B)

is also Lipschitz. Fix such B, let L be a bound on the Lipschitz constants of T |5 and S |T( B)
and let B" C B be the set of z’s such that z is a Lebesgue point of B and T'(z) is a Lebesgue
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point of T(B) = S~Y(B) N X,. Clearly, m(B \ B’) = 0, so the conclusion will follow if we show
that any x € B’ satisfies the required conditions. Thus fix x € B’, let A C X be Borel and
€ (0,1). Assume that x is a Lebesgue point of T-1(A). Since T‘B is L-Lipschitz, we have that

T(B,/(r) " B) C B.(T(xz)) NT(B) and therefore

m(B,(T(z))) > m(B,(T(z)) NT(B)) > m (T (B, (x) N B)) = m(S_l(Br/L(x) N B))
= Sam(B,/(z) N B) > C'm(B,,(z) N B) > C~'D~@*elt (B, (z) N B),
(4.11)

where D is the local doubling constant at # and we used the bound S,m > C~'m (which follows
taking S, on both sides of T,m < Cm). On the other hand we have

m(B(T(2)) \ A) < m(B(T(2)) \ (ANT(B))) = m(B(T(x)) \ T(B)) + m| . 5 (Br(T(x)) \ A)

and since we assumed T'(z) to be a Lebesgue point for T'(B), when we divide the first addend in
the rightmost side by m(B,(T'(z))) and let r | 0 it converges to 0. For the other addend we have
the estimate
]y (B (T(@)\ 4) < (L), (BT<T<m>> \4)
= Cm(T7H(T(B) N By(T(x)) \ T~ (4))
= C’m(S(T(B (T(x))) \T71(4))
< Cm(Br,(2) \ T~ (A)).

Thus recalling (4.11]) we get

Im m(By(T()) \ A) < 2 p2loga(D+1 iy m(Brr(z) \T"'(A))  m(Bp,(x))
"o m(BA(T(x) "0 m(Br(2)  m(Bp(z)n B)

=0,

having used the assumption that z is a Lebesgue point of B and T~!(A). This proves that T'(x)
is a Lebesgue point of A. The converse implication is proved analogously. O

Remark 4.1.3. The results in [25] are based on the slightly less stringent assumption that there
is an L? control over only the symmetric part of the covariant derivative. We phrased the result in
this weaker formulation because in any case we will need a control on the full covariant derivative
later on (when discussing the properties of the convective derivative introduced in Definition
5.2.9)).

Notice also that in Proposition one needs to assume L? integrability in time, rather than
the L' integrability which is sufficient in Theorem We shall therefore make this assumption
throughout the manuscript. In any case, notice that by a simple reparametrization argument one
can always reduce to the case of vector fields bounded in WCIJ2 at the only price of reparametrizing
the flow in time. |

It is clear from (4.9)) that

for any ¢ > 0 and ¢ € [0, 1] the restriction of F’ to {g: < ¢} is Lipschitz, uniformly in s € [0, 1].
(4.12)
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4.2 Differential of Lusin—Lipschitz maps

In this section, inspired by some discussions in [55], [59] we develop a language for the differential
of a Lusin-Lipschitz and invertible map ¢: X — X such that ¢,m < Cm for some C' > 0. The
results will be applied to the flow maps (Ff).

We start noticing that if f : X — R is Lusin-Lipschitz and (F};) is a Borel partition of m-a.a.
X such that f 5 is Lipschitz for every j, then the formula

df := Z Xg,;dg;, where g; € LIP(X) is equal to f on E; for every j
JjeN

defines an element of L°(TX) that, by locality of the differential, is independent of the particular
functions g; and Borel sets E; as above. We shall refer to df as the differential of f and notice
that this definition poses no ambiguity as, again by locality, for f Sobolev and Lusin—Lipschitz
the definition above produces the same differential of f as defined in [55].

We then notice the following simple lemma.

Lemma 4.2.1. Let (X,d,m) be locally uniformly doubling. Let (Y,dy) be a complete space and
¢ : X =Y a Lusin—Lipschitz map. Let (E;);en be a Borel partition of X up to m-null sets such
that s is a Lipschitz map for every i € N. Then

o0
ap-lipp = Z XEilip(cp‘Ei) m— a.e.. (4.13)

i=1
Proof. Let i € N be fixed. Let x € F; be a density point of Fj;; recall that m-a.e. point of E;
has this property. As observed, e.g., in the paragraph following [65, Eq. (2.6)], the quantity
ap-lip¢(x) is independent of the behaviour of ¢ outside E;. Therefore, [65, Proposition 2.5]

grants that ap-lip o(z) = lip(g0|E_)(x), whence ((4.13]) follows. O

We come to the definition of differential of a Lusin—Lipschitz map. In what follows, it will be
useful to notice that if ¢ : X — Y is Lusin—Lipschitz with p,mx < my and f:Y — R is also
Lusin-Lipschitz, then f o : X — R is Lusin-Lipschitz as well. Indeed, let (F;) (resp. (E;)) be a
Borel partition of my-a.a. Y (resp. mx-a.a. X) such that f‘Fi (resp. @‘EJ_) is Lipschitz for every i

(resp. j). Then since p,mx < my, we have that (E; N~ '(F;)) is a Borel partition of mx-a.a. X
such that f o ¢|E-m<p*1(F») is Lipschitz for every 14, j.
J 7

In particular, the right hand side in formula (4.14]) below makes sense.

Theorem 4.2.2 (Differential of a Lusin-Lipschitz map). Let (X, dx,mx), (Y,dy, my) be metric
measure spaces. Suppose (X,dx) is geodesic, mx is locally uniformly doubling, and (Y,dy,my) is
a PI space. Let p: X =Y be an essentially invertible Lusin—Lipschitz map such that p,mx < my
and p;'my < mx, where ¢! is an essential inverse of ¢ (that is uniquely defined up to my-
negligible sets).

Then there exists a unique linear and continuous operator dy: L°(TX) — L°(TY) such that

df(de(v)) o =d(fop)(v) holds mx-a.e. on X, (4.14)

for every v € L°(TX) and f : Y — R Lusin-Lipschitz.
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Moreover, it holds that
|dp(v)| o < ap-lipp|v] mx-a.e onX, for everyv € LYTX). (4.15)
Proof. For f:Y — R Lusin-Lipschitz and v € L%(TX) we define T, (f) € L°(TY) as

T,(f) = (A(fop)(v)) 07"

(notice that d(f o ¢)(v) is in L°(X), so the above defines a function in L°(Y) thanks to the
assumption ¢, 'my < mx). Notice that since, as previously remarked, f o ¢ is Lusin-Lipschitz,
the right hand side of the above is well defined. We claim that for any Borel partition (E;); of
mx-a.a. X such that |, is Lipschitz for all j € N we have

TN < (Jo] D tinle| )XE, ) o9~ ldf| mx —ac. (4.16)
jeN

To see this we start noticing that |T,(f)| < |v]o @~ d(f o p)|op™!, so the claim will follow if we
show that
A(f 0 9)] < lafl oo Y lin(e) )X, )- (4.17)
jEN
To see this, let (F};) be a Borel partition of my-a.a. Y such that f |k is Lipschitz for every ¢ and

recall that (E; N~ 1(F;)) is a Borel partition of mx-a.a. X such that f o @y A is Lipschitz
J

0~ (F})
for every ¢, j. For every i,j € Nlet h; : Y — R be Lipschitz and equal to f on F; and g; ; : X = R
be Lipschitz and equal to f o ¢ on E; N 1(F).

Note that since mx is locally doubling we have lip(g; ;) = lip( mx-a.e. on

9is |1 (mr)
EjNneY(F,) (see e.g. [65]) and since (Y,dy,my) is PI we have lip(h;) = |dh;| my-a.e. on Y (see
[34]). Then mx-a.e. on E; N~ (F;) we have
[A(f o @)l = ldgiil <1ip(gis) = UP(9ij| y o1 gry) = BRI 0Ny i)
< Up(2| 1 () B | 1 () © = 1iP(0 g D) 0 0

< lip(p | Nin(hi) o 0 = lip(p| )dhi] o o = lip(p|, )[df[ o w

whence (4.17)) - and thus also (4.16)) - follows. From (4.16|) and the linearity of T, it follows that
if df = df’ on some Borel set E C X, then T,(f) = T,(f’) on E as well. Therefore the operator
L, : {differentials of Lusin-Lipschitz functions on Y} — L°(Y) defined by

Ly(df) :==Tu(f)

is well defined and satisfies L,(Xgdf) = XgL,(df). Also, since (4.16|) holds for any partition
(E;) as above, from (4.13)) we see that

|Ly(df)] < (Jv]ap-lipp) o ™! [df]. (4.18)

Now notice that W12(Y) is reflexive (see [34]), thus LIP(Y) N W12(Y) is strongly dense in
WH2(Y) (see [3]), therefore LO(T*Y) is generated by {df : f € LIP(Y)} and so the set
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{differentials of Lusin-Lipschitz functions on Y} is dense in L°(T*Y). Also, from it is
easy to see (see also the arguments in Section that lead to ) that L, is uniformly con-
tinuous, hence it can be uniquely extended to a continuous map, still denoted L,, from L°(T*Y)
to LO(Y) and this extension satisfies

|Ly(w)| < (Jv]ap-lipg) o ™! |w] my — a.e., Yw € LY(T*Y). (4.19)

It is clear from the previous considerations that L, is also LY(Y)-linear, and thus an element
of L°(T*Y)*. We denote by dp(v) the element of L°(TY) corresponding to L, € L°(T*Y)*, by
applying Riesz representation theorem for L°(m)-normed modules (Proposition .

It is clear that the map L°(TX) 2> v+ dp(v) € L°(TY) is linear and that this assignment is

the only one satisfying (4.14]). Finally, (4.15]) follows from (4.19). O

The pointwise norm |dp| € L(X) of the differential dy introduced in Theorem is defined
as follows:
|dp| == m —ess sup}dcp(v)| o p. (4.20)
veLO(TX):
|v|<1 mx-a.e.

Proposition 4.2.3 (Basic properties of the differential). With the same assumptions on X, Y, ¢
as in Theorem[{.2.9 the following holds.
We have
|dp| < ap-lip ¢ mx — a.e. (4.21)

and for v € L°(TX) the bound
|[de(v)| o < |dp|lv] mx — a.e.. (4.22)
Moreover, for f : Y — R Lusin—Lipschitz, the function f o is also Lusin—Lipschitz and we have
[d(fop)| <ldfloplde|,  mx —ae. (4.23)
Also, for v e L°(TX) and h € L°(X) we have the identity
de(hv) = ho g tdyp(v). (4.24)

Finally, if (Z,dz,myz) is another PI space and 1) : Y — 7 is Lusin—Lipschitz, essentially invertible
and such that Y,my < myz, ¥, 'my < my, then v o p: X — Z is Lusin-Lipschitz and satisfies
the identity
d(¢ o) =dyodp (4.25)
and the bound
(o p)| <|dplopldp| mx —a.e. (4.26)

Proof. The bound follows directly from the definition and the estimate , while (4.24))
is a direct consequence of the defining property . For we put v’ := |v|"lv, where
|v| 7! is intended to be 0 on {v = 0}, notice that [v/| < 1 mx-a.e. and v = |v|v/, thus taking
into account we get

|de(v)] 0 = |de(lvlv')] 0 = [v]|de(v) o < [u][dp|  mx —a.e.,
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having used the definition of |dy| in the last inequality.
To prove (4.23]) we notice that the Lusin—Lipschitz regularity of f o has already been estab-
lished before Theorem then for every v € LY(TX) we have

_
1d(f 0 )] B [df(dp(w))] 0 ¢ < 1df] 0 pldp()] o0 |df| o pldg| o]

and follows from the arbitrariness of v.

For the last claim, we notice that the fact that ¥ o ¢ is Lusin—Lipschitz can be proved as we
did for the function f o ¢ before Theorem Now notice that for f:7Z — R Lusin—Lipschitz,
the maps f o1 and f o4 o ¢ are Lusin-Lipschitz, therefore for any v € L%(TX) we have

Af(dp(dp())) o (% 0 9) B2 a(f 0 9)(dp(v)) 0 0 B0 d(f o w0 ) (v).

According to Theorem this is sufficient to prove (4.25). Finally, let v € L°(TX) and notice
that

E29)
(o p)(v)] oo =" |dp(dp(v))| oo < (|dY]ldp(v)]) o < |dy| o pldellv],
thus (4.26) follows from the very definition (4.20]). O

Remark 4.2.4. In [55] the concept of differential for a map ¢ between metric measure spaces
has been introduced under the assumptions that ¢ is Lipschitz, essentially invertible and such
that p,mx < Cmy and ¢} 'my < Cmx for some C > 0 (in fact, the existence of the inverse was
not really needed in [55], but in the general case one has to work with pullback modules). In this
case, dy : L?(TX) — L?(TY) was defined as the only linear continuous operator such that

df(de()) =d(fop)(v) o™ my-ae., forevery f € WH(Y) and v € L*(TX).  (4.27)

Then under the assumptions of Theorem it is clear that the above defines the same object
as the one given by . Indeed, from and the fact that Lipschitz functions are locally
Sobolev we see that (4.14]) holds for f Lipschitz, and then by locality for f Lusin-Lipschitz.
Conversely, once we know we have that holds at least for f Lipschitz, and the fact
that it holds for f Sobolev follows from the same density arguments used in proving Theorem
4.2.2)

Finally, the fact that under the current assumptions dp maps L?(TX) to L*(TY) follows from
the bound and p,mx < Cmy. |

Notice that under the assumptions of Proposition we know from that F? is Lusin—
Lipschitz, from that it is essentially invertible, so that keeping into account the bounded
compression property we see by Theorem that the differential dF} of F} is a well
defined map from L°(TX) into itself.

For us, the following estimate is of crucial importance:

Proposition 4.2.5. With the same assumptions and notation as in Proposition[{.1.1], we have
tVs

|dFf| o Ff < exp (/

gro F}; dr), m—ae. VYt tsel0,1]. (4.28)
tAs
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Proof. We have

‘ . Vs i
AE|(Fh(2) 2 (ap-lip F¥)(FL(x)) & eline 9roFd ar(t () & X o (Fp @) ar

for m-a.e. x € X, having used the fact that (Ftt,)*m < m to justify the precomposition with Ftt,
in the above. O

4.3 Weighted Hajlasz—Sobolev space

In [70], a notion of Sobolev function defined over a metric measure space (in fact the first one)
was studied. We study here, with a similar approach, a space of functions which satisfy a weaker
condition.

Definition 4.3.1 (The space Hy gr(X)). Let (X,d,m) be a metric measure space, R > 0 and
¢ € LO(X) non-negative be fived. Put for brevity Fy(z,y) = e?@+eW) - Given any f € L*(X),
we say that a function G € L*(X), G > 0 is admissible for f provided there exists a m-negligible
Borel set N C X such that

|f(x) = f(y)| < Fy(a,y)(G(2) + G(y))d(z,y)  for every z,y € X\ N, d(z,y) <R (4.29)
We call Ay r(f) the family of all admissible functions for f. Then the space Hy r(X) is given by
Hy p(X) = {f € L*(X) | Ag,r(f) # 0}

We say that Hy p(X) is the ¢-weighted Hajlasz—Sobolev space on X at scale R and we endow it
with the norm

1 1ler, ) Wu it GIE:  Jor every J € Hyn(X) (4.30)

Given any function f € Hy r(X), it is easy to see that Ay r(f) is convex and closed in L*(X),
thus it admits a unique element of minimal L?-norm, that we call the optimal function for f.

Proposition 4.3.2. (Hy r(X), || - [|m, (x)) is a Banach space. Moreover, if f,, = f, G — G in
L*(X) and Gy, € Ay r(fn) for every n € N, then G € Ay r(f). Finally, we have

L? .
o= f = £l () < 11%1 [ full £y () (4.31)

(where as customary || f||n, 5 is set to be +o00 if f & Hg p(X)).

Proof. The triangle inequality follows from the implication ‘F' € Ag r(f), G € Ay r(g) imply
F+ G € Ay r(f + g)’, which is easy to prove. The other properties of the norm are trivial.
We turn to the second statement and start noticing that by Mazur’s lemma we can find, for ev-

ery n € N, non-negative coefficients {ak}g(z with Zivz(z) ap = 1 such that fr = iv(z akf —
fand Gy, := iv(n) "G — G strongly in L?(X). It is clear from our first claim that Zk n Gl €

n

Ay R( e N aj fk) for all n € N. Possibly taking a further subsequence, we also have that f, — f
and G, — G pointwise m-a.e. respectively, whence by letting n — oo for every z,y outside of a
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m-null set in the inequality |fn(aj) —fn(y)‘ < Fy(z,y) (én(a?)—l—én(y))d(as, y), we get G € Ag r(f),
as claimed.

Now the L2-lower semicontinuity of the Hy r-norm stated in is clear: we can assume
that the lim is a finite limit, then we pick Gy, € Ay, r(fn) such that || f,||72+[Gnll32 < ”an%Iqb,R—i_%
and observe that up to passing to a subsequence, we have G,, — G in L? for some G € L?. Then
follows by what already proved.

Finally, the completeness of Hy p(X) is now a standard consequence of ([£.31)): let (f,) be
Hy r(X)-Cauchy and f its L%limit (which exists because the Hy p-norm is bigger than the L2-
norm and L?(m) is complete). Then we have

_ o
i [ f = folla, o) < T mh_%l)o [ fm = fallz, rx) = 0
where in the last step we used the fact that (f,,) is Hg r(X)-Cauchy. O

The following is easily verified:

Proposition 4.3.3. Every f € Hy r(X) has the Lusin-Lipschitz property and
|df] <2e*G  m—ae. (4.32)

Proof. Let f € Hy r(X) and G € Ay r(f) be fixed. Pick any m-null set N satisfying (4.29).
Given any a,b € QN (0,00), we define Eyp := {¢ < a} N{G < b} \ N. Then from (4.29)) we see
that

‘f(a:) - f(y)’ < 2be**d(x,y) for every z,y € E,; with d(z,y) < R,

proving that f 5, , is locally Lipschitz and that |df| < 2be?® m-a.e. on E,p. The conclusion

follows by the arbitrariness of a, b. O

Remark 4.3.4 (Weighted normed modules). Fix a Radon measure p on (X, d) such that u < m.
Denote by m,: L%(m) — L%(u) the the canonical projection map sending the m-a.e. equivalence

class of a Borel function to its p-a.e. equivalence class. Given a L°(m)-normed L°(m)-module
MO, we define

///S i=.#") ~,, wherev~,w if and only if m,(Jv — w|) = 0 holds p-a.e. on X.  (4.33)

The resulting set ./, B can be endowed with a natural structure of L°(u)-normed L°(u)-module.
Moreover, given a L?(m)-normed L>(m)-module .7, we define

My = {v e ///3 L |v] € L2 (w)},

where .#° stands for the L°(m)-completion of .#. The space .#,, inherits a natural structure of
L?(p)-normed L*(u)-module. One can readily check that

A is Hilbert = M), is Hilbert. (4.34)

When . is the cotangent module L?(T*X), we write L?(T*X, u) in place of L?(T*X),,. |

The following technical proposition will be of crucial importance in the study of the regularity
properties of s — f o F}¥ that will be performed in Section
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Proposition 4.3.5 (Closure of d on bounded subsets of Hy r(X)). Let (X,d,m) be an infinitesi-
mally Hilbertian metric measure space, ¢ € L(X) non-negative, and R > 0. Let (fn)n C Hyp r(X)
be a bounded sequence such that f, — f in L*(X) and df, — w in LO(T*X), for some f € L?(X)
and w € LO(T*X) respectively.

Then f € Hy r(X) and w =df.
Proof. The fact that f € Hy r(X) (with |[f||g, rx) < lim, |[fallm, zx)) follows from Proposi-
tion To prove that w = df, we start picking (G,), in L*(X) such that G,, € Ay r(fn)

and ||anL2(X) + HGnH%Z(X) < ||an%I¢,R(X) + 1/n for every n € N. Then up to a not relabeled
subsequence, we have that G,, — G weakly in L?(m), for some G € L?(X). We apply Mazur’s
lemma once again to find, for every n € N, non-negative coefficients {aZ},iV:(Z) with Zgz(z) ap =1
such that Gy, := Zivz(z) oGy — G strongly in L%*(X). Putting fon = fj:(z) ap fi, it is clear that
fo— fin L3(X) and G,, € Ay g(f,) for all n € N. We claim that df,, — w in L*(T*X, ), where
m := e *m. To see this observe that tells that

|dfllLe(rx,m) < 201Gl L2 (xm) if G € Ay r(f).

Thus from our assumptions it follows that (df,) is a bounded sequence in L?(T*X,m), hence up
to a non-relabeled subsequence it converges weakly in such space to some @; here, we are using
the fact that L?(T*X,m) is Hilbert and thus reflexive, cf. (4.34).

Since we also have df, — w in L°(T*X) it is clear that & = w, showing in particular that the
weak limit @ does not depend on the subsequence chosen. To get the claim notice that since the
sequence (d fn) is made of convex combinations of the df,’s, we also have that

df, = w in L*(T*X, ). (4.35)
Possibly taking a further subsequence, we also have that >.°° | [|Gp1 — G| r2(x) < oo, whence
H:=0G1+3°|Gny1 — é~"| belongs to L?(X,m). Since clearly G,, < H m-a.e. for any n € N,

we deduce that H € Ay g(fn) for every n € N and thus we can find a m-null Borel set N C X
such that

| Fu(@) = fa(¥)| < Fy(z,y) (H(x)+H(y))d(z,y) foralln € N and z,y € X\N, with d(z,y) < R.
(4.36)
Let (z;) C X be countable and dense and for j, k € N let

Ej,k = (BR/Q(J,‘J') N {H < k’} N {qb < k’}) \N

Fix j, k € N and notice that the bound (4.36)) ensures that the functions f,, are uniformly Lipschitz

on the bounded set F; ;.. Therefore, we can find a sequence (g%k) C LIP(X) made of functions with

uniformly bounded support such that gﬂ;k = fn| B for every n € N, and sup,, Lip(g,]{k) < +o0.
J»

This grants that (¢g5") is bounded in W12(X,d, m), so that (up to a not relabeled subsequence)
by the continuity of d : W?(X) — L?(T*X,m) — L?(T*X,m) we have gﬁ;k — ¢7* weakly in
L2(X,m‘) and dg%’k — dg/* weakly in L?(T*X,m), for some ¢/* € W1H2(X,d,m). In particular,
XEj,kdg%jk — XEj,kdgj’k weakly in LQ(T *X,m) and since the construction ensures that~ gk = f
m-a.e. on Ej, we also know that dgi* = df on Ejj and, similarly, that dgﬁgk = df, on Ej
for every n € N. We thus proved that Xg; ,df, — Xg; ,df weakly in L?(T*X,m), which coupled
with (4.35) implies Xg; ,df = Xg; ,w. Since the sets Fj cover m-a.a. X, by the arbitrariness of
7, k this is sufficient to conclude that df = w, as desired. O
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4.4 Integration of module-valued maps and related topics

The goal of this section is to study integration (and differentiation) of maps with values in a
Hilbert module #. We shall mostly apply this theory to the case # = L°(TX) in order to
study the module ngi([o, 1], L°(TX)) (see Definition [5.2.4). From the conceptual point of view,
the most important result here is perhaps the Hille-like Theorem below, that we will use
in conjunction with the closure result for the differential of functions in Hy g(X) in Proposition
4.5.0l

We shall work with maps on [0, 1] with values in Hilbert modules, but several parts of the
discussion below can be adapted to more general settings.

Before coming to general module-valued maps, we consider the case of maps taking values
into L%(X). Recall that the topology of LY(X) is metrized by the complete and separable distance

duo(fog) = / LALf - gldw,

where m’ € £(X) is any Borel probability measure having the same negligible sets of m. Let us fix
such m’, and thus the distance d;o: the actual choice of m’ does not matter, but in establishing
some inequalities it is useful to have it fixed (and for convenience we shall add some further
requirement to m’ in Section .

Definition 4.4.1 (Some spaces of functions). We shall consider:

i) For p € [1,00] the space LP([0,1],L°(X)) c L°([0,1], LY(X)) is the collection of functions
(ft) such that for m-a.e. x the function t — fi(x) is in LP(0,1).

is the collection of functions (ft) such that

ii) The space W'2([0,1], L°(X)) € L°([0, 1], L°(X)) B
0,

for m-a.e. x the function t v~ fi(x) is in W12

is the collection of functions (ft) such that

1).

Remark 4.4.2 (Comments on the notation). The notation L°(X, L?([0, 1])) and L°(X, W2([0, 1]))
would be more in line, as opposed to LP([0,1], L°(X)) and W'2([0,1], L°(X)), with the standard
notation for Banach-valued maps: our choice is motivated by convenience in dealing with module-
valued curves, where we will speak of LP([0, 1], ) and W2([0, 1], 5#).

Also, notice that the way we defined it makes AC?([0, 1], LY(X)) different from the usual space
of absolutely continuous curves with values in the metric space L%(X) (and the same holds for
the space AC?(]0,1], ) defined below).

Finally, let us stress that by C([0,1], L°(X)) (and C([0,1],.5#) below) we intend the standard
space of continuous curves from [0, 1] to L%(X) equipped with the usual ‘sup’ distance. In partic-
ular, C([0,1], L°(X)) has nothing to do with Borel collections of continuous functions t — f;(x)
and is not contained in L°°([0, 1], L°(X)). |

iii) The space AC?([0,1], L%(X)) c C([0,1], L°(X)
for m-a.e. x the function t — fi(x) is in W12

)
(
)
o,

For (f;) € L°([0,1], L%(X)) and p € [1, 00] we define (up to equality for m-a.e. z) the map
[(f)l e (@) = 1 f-(2) | o 0,0)
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and similarly
[(F)lwrz(x) = [l f-(@)lwr2(0,)-

Then clearly LP([0,1], L°(X)) (resp. W2([0,1], L°(X))) is the subspace of L°([0,1], L°(X)) made
of those functions for which |(f;)|z» (resp. |(f¢)|w1.2) is finite m-a.e.. In particular, the distances

dee (1), (90)) == dpo(|(f — 90)|Le,0)  and  dy2((f), (90) = dpo (I(ft — 96)lw.2,0)

are well defined on LP([0, 1], L(X)) and W12([0, 1], L°(X)) respectively. It is then easy to see that
LP([0,1], L°(X)) and W12(]0,1], LY(X)) are L°(X)-normed modules when equipped with the above
pointwise norms and with the product g(t — f;) := (¢t — ¢f;). Here the only possibly non-trivial
claim is completeness: this follows from the completeness of L°([0, 1], L°(X)) ~ L°([0,1] x X) and
the lower semicontinuity of L?/W'2-norms w.r.t. convergence a.e.. Indeed, the inequality

1 1
//0 |ft—gt|(:n)/\1dtdm(x):/1/\(/0 1/\]ft—gt|(x)dt)dm(x)S/l/\|(ft—gt)|Lpdm

shows that if (f*) C LP([0,1], LY(X)) is dp»-Cauchy, then it is also Cauchy in L°([0,1] x X) and
thus converges to some (f;) in such space. Thus some subsequence (f;'*) converges (m x £1)-a.e.,
and thus for m-a.e. z € X we have that f;'*(z) — fi(z) for a.e. t € [0,1]. Then Fatou’s theorem
implies that |(f™ — f)|r» < lmy |(f™ — f)|r» m-a.e. and thus

dre ((fe), (f")) =/1A\(ft—fZ”)\Lpdm§ lim [ LA[(f{" = f") e dm = lim dp» ((£%), (f"),

k—o00 k—o00

so that completeness follows letting m — oo and recalling that (f*) is dz»-Cauchy. The argument
for W12([0, 1], L°(X)) is analogous.
The space AC2([0, 1], L°(X)) is complete w.r.t. the distance

dAC’Q((ft)v (gt)) = dWL?((ft)a (gt)) + sup dro(ft, 9¢),

te(0,1]

as it is trivial to check. It is an algebraic module over L°(X) with respect to the operation
g(t — f;) =t gfi, but it does not have the structure of a normed L°(X) module. The same
holds for C([0, 1], L°(X)).

For (f;) € L([0,1],L°(X)) and A C [0, 1] Borel, Fubini’s theorem ensures that the function

/ fdt) / fula

is a well-defined element of L°(X) and it is clear that

/ftdt} /\ft]dt m— a.e..

In particular, for any (f;) € L'([0,1], L°(X)) and t,s € [0,1], t < s we have

s t s
[ = [ ol <[5l m-ae.
0 0 t



showing that ¢ — f(f frdr is continuous w.r.t. m-a.e. convergence and thus also w.r.t. LO(X)-
convergence.

Now notice that since the map assigning to a function in the classical space W12(0,1) its
distributional derivative in L?([0,1]) is continuous, we have that for (f;) € W12([0,1], L%(X))
the pointwisely defined distributional derivative, that we shall denote by ( ft), is an element of
L3([0,1], L°(X)). It is also clear by comparison with the classical case that

(fr) e WH2([0,1], L°(X)) <  3(g:) € L*([0,1], L°(X)) such that Yk € (0,1) we have

t+h . (4.37)
feon — ft = / grdr for a.e.t €[0,1— h] and in this case f; = g;, a.e. t,
t

where the identity between functions are intended m-a.e.. Similarly, the continuity in ¢,s of
I gr dr gives

(fr) € AC*(0,1], L°(X)) <  3(g) € L*([0,1], L°(X)) such that

s . _ . (4.38)
fs—fr= / gy dr Vt,s € [0,1], t <s and in this case f; = ¢;, a.e. t.
t

Also, still by looking at the classical one dimensional case, we have the following characterization
of functions in W2([0, 1], LY(X)):

(fe) e Wh2([0,1), LY(X)) <  3(g) € L*([0,1], L°(X)) such that

s . 4.39
Ifs — fi| < / grdr for a.e.t,s €1]0,1], t <s and in this case |fi| < g, a.e. t, (4.39)
t

where again the inequalities between functions are intended m-a.e.. We also notice the existence
of a unique continuous representative of elements in W12([0, 1], L°(X)):

for any (f;) € W2([0,1], L°(X)) there is a unique (f;) € AC?([0,1], L°(X))

_ (4.40)
such that f; = f; for a.e. t, m —a.e..

Indeed, uniqueness is clear. For existence, we simply pick for m-a.e. x the continuous represen-
tative f.(x) of f.(z) € W12(0,1): the fact that = — f;(x) is Borel can be proved by building
upon the fact that the map from W12(0,1) to C([0,1]) sending a Sobolev function to its contin-
uous representative is continuous. Then it is clear that ¢t — f; € L°(X) is continuous w.r.t. a.e.
convergence, and thus w.r.t. the L-topology.

The existence of such representatives that are absolutely continuous for m-a.e. x can also be
used to prove that

Jeen — Ji

(f) € AC?([0,1], L°(X)) = e fi,  in L%X), for a.e. t€[0,1]. (4.41)

Indeed, for f; as in the proof of (#.40), the differentiability of functions in AC?([0,1], R) and Fu-
bini’s theorem ensure that w — ft m-a.e. for a.e. t. Also, again Fubini’s theorem grants that
fi = f; m-a.e. for a.e. t, and since (f;), (f;) are both in C([0, 1], L°(X)) (the first by assumption,
the second because by construction it is continuous w.r.t. m-a.e. convergence), we deduce that

fi = fi m-a.e. for every t € [0,1], thus (4.41]) follows.
We conclude the discussion about the space W12([0,1], L%(X)) with two simple results: the
first concerns stability property and the second is a sort of density criterion.
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Proposition 4.4.3. Let (f*) € W2([0,1], L°(X)), n € N, be such that (f) — (f;) and (fI*) —
(g¢) in LO([0,1], LY(X)) for some (f1), (g:) € L°([0,1], L°(X)). Assume that
lim m(C) =0, where m(C) := supm’ ({|(f")|wr2 > C}). (4.42)
C—+o0 neN
Then (f;) € WH2([0,1], L°(X)) and f; = g; m-a.e. for a.e. t.
Notice that in particular, condition (4.42) holds provided |(f{*)|w12 < gn m-a.e. for some
sequence (gn) having a limit in L°(X).

Proof. Up to pass to a non-relabeled subsequence we have that for m-a.e. z € X the functions
t — fMx), f(z) converge to t — fi(x),g:/(x) for ae. t € [0,1]. By standard results about
Sobolev functions on (0, 1), to conclude that t — fi(x) belongs to W2(0,1) with derivative
t — g¢(x) it is sufficient to prove that lim, . [(f/")lw12(z) < oo. The fact that this holds
for m-a.e. x is a consequence of Borel-Cantelli’s lemma and the assumption . Indeed
lim, ,  [(f/)|w12(z) < C if and only if € Nyen Uisn {|(f)lw12 < C} and since the sequence
of sets n — Uisn{|(f")|w1.2 < C} is decreasing we have

w () UL <€3) = it (U {1 < 0})

neN>n

> inf ' ({[(1)lwr2 < C}) 21— m(C),

Thus (4.42)) ensures a.e. finiteness of the lim, as claimed.
For the last statement observe that condition (4.42) is satisfied by the sequence (g,,) (rather
trivially by the definition of local convergence in measure and/or of distance dro). O

Proposition 4.4.4. Let A C W12([0,1], L%(X)). Assume that A:
0) is a vector space,

i) is stable by the ‘restriction’ operation, i.e. (f;) € A and E C X Borel imply that t — Xgfi
is in A,
ii) is stable by multiplication by a C* function, i.e. (f;) € A and ¢ € C*([0,1]) imply that
t— o(t)f is in A,
i) is closed in the W2(]0, 1], LY(X))-topology,
i) contains the constant functions, i.e. for any f € L°(X) the map t — f is in A.
Then A =W12(]0,1], L°(X)).
Proof. Let (p,) C C([0,1]) be countable and dense in W1'2(0,1). Fix ¢ > 0 and let T :
Wh2(0,1) — WhH2(0,1) be the map sending f to ¢, where n € N is the least index j € N
such that || f — ¢jllwi2 < e. It is clear that T is well defined and Borel. Thus for (f;) €
Wh2([0,1], L°(X)) the curve t = T(f); defined by T(f):(z) := T'(f.(x))(t) is in WH2([0, 1], L°(X))
and, by construction, its dy1,2-distance from (f) is < e. As e > 0 is arbitrary, by the closure
property (7ii) to conclude it is sufficient to show that (7'(f);) € A. To see this, for every n € N
let E, C X be the set of z’s such that T(f.)(z) = ¢n. Then we have T(f); = >, Xg,¢n(t)

(where the convergence of the partial sums is intended in the W12(]0,1], L%(X))-topology) and
the properties (0), (i), (i7), (iv) trivially ensure that (T'(f);) € A, as desired. O
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We pass to the vector case. Fix a separable, Hilbertian L°-module 7. Recall that the space
L°([0,1], ), that we shall sometimes abbreviate in L%,, is the space of Borel maps from [0, 1]
to 7 identified up to equality for a.e. t. The space Lgf is complete w.r.t. the distance

1
dyo_((v0). () ::/0 1A dyo(|vr — 2),0) dt.

The space C([0,1],7) denotes, as usual, the space of continuous curves with values in .7
equipped with the ‘sup’ distance.
We pass to the ‘vector versions’ of the spaces introduced in Definition

Definition 4.4.5 (Some spaces of vectors). We shall denote by:
i) For p € [1,00] the space LP([0,1], ) C L°([0,1], %), that we shall abbreviate in LY, is
the collection of vector fields (vy) such that the quantity
[(w)lze, (@) = [(lve) e (2) = [llo[(@) ]| 0,1)
(which is well defined up to equality m-a.e.) is finite m-a.e..

i) The space W2([0,1],2¢) C L°([0,1],52) is the collection of vector fields (v;) for which
there is (vy) € L*([0,1],5¢) such that for any z € H the curve t — (v, 2) belongs to
wt2([0,1], L%(X)) with

O, z) = (U4, 2) m—a.e., a.e. t.
For (vy) € WH2([0,1], 2) we define

\(vt)hz@; = |(v)[72, + (5[5 € LX)

iii) The space AC?([0,1], 7)) C C([0,1], #) is the collection of vector fields (v;) for which there
) D ) ) ) ) f ﬁ f
is (0¢) € L*([0,1], 52) such that for any z € H the curvet — (v, z) is in W2([0,1], L°(X))
(and thus in AC%([0,1], L°(X))) with

Oy, z) = (U4, 2) m—a.e., a.e. t.

The three spaces defined above are naturally endowed with the respective distances

dr, ((vr), (21)) == dpo(|(ve = 2)| 12, 0),
dypi2 ((vr), (20)) == dpo([(vr = 20)|yy1.2,0),

dacz, ((vr), (20)) := dpo(|(ve = 20)lyy1.2,0) + hin e (vt, 2t).-
€10,

These are complete distances, as can be seen arguing as for the respective spaces of functions (to
show that the derivative of the limit is the limit of the derivative in considering the spaces Wj’;

and ACgf we use Proposition |4.4.3)).
The spaces LY, W;;, AC?, are also endowed with the product with L°(X) functions defined
as g(t — v) == (t — gvy) and it is clear that L, Wi; are L%-normed modules.
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Let us turn to the definition of integral of a vector field (v;) in Ll,: for A C [0,1] Borel we
want to define [, vy dt as element of 7. To this aim, notice that for any z € J the function
(z,vy) satisfies |(z,vy)| < |z||vg| (m x L£1)-a.e., thus for m-a.e. x € X we have that t — (z,v;)(z)
is in L*(0,1). Hence [, (z,v;)dt is a well defined function in L(X) and it is clear that the
assignment z — [, (z,v;) dt is linear and satisfies

[ G < [ (i< [ ol < @l (1.43)

This is sufficient to establish that # 3 z — [, (z,v;) dt € L°(X) is L(X)-linear and continuous
and thus represented by - thanks to Riesz’s theorem for L%(m)-normed Hilbert modules (Propo-
sition |1.2.20)- an element of J# that we shall denote by [ 4 vedt. Notice that the bound (4.43)

gives
/vtdt‘ S/ v | dt, m— a.e.. (4.44)
A A

This bound is sufficient to prove that

¢
for (v;) € LY, the map t / vsds €  is in C([0,1],.52) (4.45)
0

(because | [; v, dr — fg vpdr| < [ [v|dr — 0 m-a.e. as s — ¢).
Observe that a direct consequence of the definitions and of (4.37) is that for (v;) € Wj{f and
h € (0,1) it holds

t+h
Virp — Up = / Oy dr, m—a.e., a.e. t€[0,1—h|, (4.46)
t

and thus by (4.44) that |v] < |vg| + fol |0y dr is valid m-a.e. for a.e. ¢, s. Integrating this in s we
deduce that
()l < 1@l +1(00)l1, < V20|12 m—ae., (4.47)

showing in particular that le; C L%,. Notice that by Fubini’s theorem, an equivalent way of

stating this bound is by saying that for a.e. s € [0,1] we have |vg] < 2|(vt)|W12 m-a.e.. Now
observe that if (v;) € AC%,, from the continuity of the pointwise norm as map from A to LO(X)

we see that t — |v| € L%(X) is continuous, and thus
(vy) € AC?, = |vg| < ﬁ|(v5)\wéﬁ m —a.e., Vt € [0,1]. (4.48)
Another direct consequence of the definitions and of (4.38]) is

(v) € AC*([0,1],¢) < 3I(z) € L?*([0,1], #) such that

s (4.49)
Vg — Vg = / zpdr Vt,s € [0,1], t < s and in this case v, = z;, m —a.e., a.e. t.
t

To further investigate the properties of W}Q it will be convenient to notice the following fact
(reminiscent of the classical statement ‘weak convergence+convergence of norms = strong con-
vergence’):

9 bl n L0 100, Ve )
|(U?)|L§f§\(vt)|m%<00, m—a.e.

2
Lﬁ(t’

= (v) = (vp). (4.50)
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To see this, notice that for t — z; € S piecewise constant, i.e. of the form z; = Zfi 1 Xa, (t)2" with
A; €[0,1] Borel and 2 € J#, the first in ([£.50) easily gives (v}, zt) — (vg, z¢) in LO([0, 1], L(X)).
Moreover, the second in (4.50) gives |(v}, z¢)|r2 < |(Ut)|L§f|(Zt)|L% m-a.e. for every n € N. Notice

that if f*(t) — f(t) for a.e. t and sup,, || f"|| 2 < oo, then we have fol () dt — fo t)dt: thanks
to the reflexivity of L?(0,1), we have that (f™), has a L?(0,1)-weakly converging subsequence,
with limit ¢; the pointwise a.e. convergence f" — f ensures that g = f, thus the original
sequence converges to f weakly in L?(0,1); in partlcular (by testing against the constant function
1 € L?(0,1)) we conclude that fo () dt — fo t)dt, as desired.

Using this fact in conjunction with what already mentioned and recalling that a sequence
converges in LY if and only if any subsequence has a further sub-subsequence converging a.e., we
deduce that fo vft, z) dt — fo vy, 2¢) dt in LO . Hence

1
hﬁm drz (v}, (21) = hm dLo \/| (v %Q +|( zt) — 2/ (v, z¢) dt, 0)
n—oo 0

1
§nlLf{.10dL0 ‘(Ut)‘%z ‘H(zt)’%z%; _2/0 (vf', 2t) dt,O)

1
_dLo ’Ut %2 —|—| Zt) —2/ <’Ut,Zt>dt,0>
0

—dLQ

Now notice that the set of (z)’s considered is dense in L2, (as it is easy to establish from the
definition), thus from

T dga (), () < T dga ((0), (20)) +dps, (00, (20)) < 2dge((00), (1))

n—o0

we conclude letting (z;) — (vy) in L?,.
Now let (v;) € L2, and for ¢t,e € (0,1) define v§ := ™! tt+5 vs ds, where vy is intended to be
0if s > 1. We claim that

W) —  (v) in L%,, asel0 (4.51)

and we shall prove this using . Let z € 52 and for m-a.e. x € X apply Lebesgue’s theorem to
the L(0,1)-function t + (z,v4)(z) to conclude that for a.e. t we have (z,v$)(x) — (z,v;)(x): this
proves the first condition in (4.50)). The second follows from the inequality [vf| < e™* Lt+6 lvs| ds
as it implies |(v§)]72 < |(vy)] 12, m-a.e. for every €, so the conclusion follows from (4.50).

We also claim that

(v§) € Wijfz with Uf = @, a.e. t, (4.52)

where again vy4. is intended to be 0 if t + e > 1. To prove this, just notice that by the very
definition of W%} and of the corresponding notion of derivative, it is sufficient to consider the
scalar case ## = L°(X). In turn, in this setting the conclusion is a direct consequence of the
analogous well-known result for real valued functions on [0,1]. Notice that, in particular, from

(4.52)) and (4.51) we deduce that
W7 isdensein L% (4.53)
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Applying (4.51)) to the derivative of a vector field in le; by keeping (4.46) in mind we obtain

that
Vt+h — Ut

h

where “—" is intended to be 0 if t + h ¢ [0,1].
A further consequence is that

— U in L%, as h — 0, (4.54)

. (o ) € W2((0, 1], LO(X)
(ve), (zt) € W, (resp. AC?%;) = (resp. AC?([0,1], L*(X))) (4.55)
with (v, 2¢) = (r, 20) + (vr, 24).

Indeed, the inequality
[(eths 2e4n) — (Ve 26)| < | Wegns 2e4n — 26| + | (Ve — vt 22) |

t+h t+h
(by (4.44), (4.46), (4.47)) < |(v5)|L%/ e dr + [ (25)[ L3, / |0y | dr m—a.e.,
t

valid for every h € (0,1) and a.e. t € [0,1 — h], shows that ((vs, 2)) € W12(]0,1], LY(X)) (recall
(4.39)). Then letting h — 0 in

et 2] = 00 21) _ , zessey | sy oo seaoy

and using we see that the right-hand side goes to ({it, 2¢) + (vt, %)) in L°([0,1], LY(X)). On
the other hand, applying with 7 := L%(X) and ({v;, 2)) in place of (v;) we see that the
left-hand side converges to (9;(v¢, 2)) in L?([0, 1], L°(X)), thus also in L°([0, 1], L°(X)), so that
is proved.

Arguing along the same lines one uses to prove that W12(0,1) < C([0,1]), we can get
existence of continuous representatives of elements of I/V;;?:

Proposition 4.4.6. Let (v;) € WJI; Then there is a unique (v¢) € C([0,1], 7)) with v = vy for
a.e. t €[0,1].

t+e
t

t+e
e W52) Vppe — Vp (4.46) 4 0 d
v = ——— = ¢ U5 ds,
t

3

Proof. For € € (0,1) we define v§ :=¢~!
Notice that

vs ds as before (here vy is intended to be 0 if s > 1).

therefore by we deduce that (v§), () converge to (vt), () respectively in L%, as € | 0. In
other words, (v§) — (v¢) in Wl; ase ] 0.

Now we claim that for every ¢ € (0,1) the curve t — v§ € J is continuous. Indeed, for any
t,s € [0,1] with 0 < s —t < e, it is clear that we have

s+e s
|vg —Ut|—6_1‘/ vrdr+/ vpdr| <e” (/ \vr|dr—|—/ | dr) m-—a.e.,
t+e t

and that the right-hand side goes to 0 m-a.e. both as ¢ 1 s and as s | t. Hence [v5 — 0| — 0 in
the m-a.e. sense as s — ¢, and thus a fortiori v{ — v; in 2.
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We now claim that the family of curves {(vf)}.¢(o,1) is Cauchy in C([0, 1], 7) as € | 0. Indeed,
for e,m € (0,1) we have

sup dyp(v,0f) = sup diole —of1,0) < dgo(I(6f — o)) yy1z2,0) = dyyra (v5), (o).

te[0,1] tel0,1]

w2
Since we proved that (v§) -% (v;), we know that the right-hand side of the above goes to 0 as

g,n | 0, hence our claim is proved. Let (7;) be the limit of (vf) in C([0,1], ) as ¢ | 0: since

L2
we also know that (vi) ¥ (v;) and it is clear that C([0,1], ) continuously embeds in L?,, we

conclude that (v;) and (v;) agree as elements of L%,, i.e. that oy = v, for a.e. ¢, as desired. O
We shall make use of the following simple density-like result:
Proposition 4.4.7. Let A C W12([0,1], ). Assume that A:

0) is a vector space,

i) is stable under ‘restriction’, i.e. if (v;) € A and E C X is Borel, then t — Xgv; belongs to
A,

ii) is stable under multiplication by functions in C1([0,1]), i.e. if (v;) € A and p € C*([0,1])
the map t — p(t)v belongs to A,

iii) is closed in the W)I; topology,
iv) contains the constant vector fields t — v for any given v € J.
Then A = W1H2([0,1], 52).

Proof. Let (v) € W;’; be arbitrary, (e") C S be a local Hilbert base (see [55, Theorem 1.4.11])
and for every N € N let v}¥ := > n<n (v, €")e™ and o = > on<n (O, e")e™ for ae. t € [0, 1].

By the properties of local Hilbert bases we have that |[v}"| < |vy| m-a.e. and v} — v; in J# as
2

L
N — oo for a.e. t and similarly for ©)Y. By (4.50) this is sufficient to deduce that (v}¥) % (v;)

L2
and (9Y) % () as N — oo. Also, from the definition of lezf it is clear that (v}¥) € leg’f with
w2
derivative (0}¥) for every N € N, thus (v)¥) =% (vy).
Therefore to conclude that (v;) € A it is sufficient to prove that (v}¥) € A for every N € N.
Since we assumed A to be a vector space, to prove this it is sufficient to show that for any v € 57,
the collection of those (f;)’s in WL152 such that ¢ — f;v is in A coincides with the whole Wi;?.

This is a direct consequence of Proposition [£.4.4] and our assumptions. O

Our last goal for the section is the study of an analogue of Hille’s theorem in this context.
The classical proof of this fact for Bochner integral of Banach-valued maps uses the fact that
if v; belongs to some convex closed set for a.e. ¢, then so does its integral over [0,1]. In our
setting, this is also true and the proof is based on the possibility of obtaining integration as limit
of properly chosen Riemann sums. For real valued functions on [0, 1], this last property is a
classical statement of Hahn [69] (see also [74]); the proof we give is closely related to the ones in
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[48, Theorem I-2.8] and [84, Lemma 4.4]. In the course of the proof we shall use properties like
additivity of the integral over disjoint sets and change-of-variable formulas that can be trivially
obtained from the very definition of integration.

Proposition 4.4.8. Let (v;) € LY([0,1],5¢). Then for every sequence 71, | 0 there is a subse-
quence, not relabeled, such that for a.e. t € [0,1] we have

[Tk_l]—l

1
lim 7 g Uy (t44) = vs ds n I,
k—oo i—0 0
1=

where [ denotes the integer part.
In particular, if C C € is convex and closed and vs € C for a.e. t, then fol vedt € C as well.

Proof. Fix a Borel representative of (v;) such that v; € C for every ¢t € [0,1] and notice that
—17_
[T—L] ZETZO -1 Ur(t44) 18 & convex combination of the v;’s, and thus belongs to C. Since r[r7] =1

as 7 | 0, it is clear that the second statement is a consequence of the first one, so we focus on
this.

Put v; = 0 for ¢ > 1 and notice that (4.45)) gives that fHTt veds — fol vedsin # as 7] 0
for every t € [0,1]. Thus to conclude it is sufficient to prove that

_1] 1

1 147t
ljfg/o dw(2r4,0)dt =0, where Zrp =T Z Vr(t44) — / v ds. (4.56)
To this aim we start claiming that
1 pl
hﬁ)l/ / "Ut — vt+73‘ dtds — 0, mn LO(X) as 71 0. (4.57)
™0 Jo Jo

To prove this, we first notice that the truncations t +— X{jy,|<n)vt = @n(|vi|)ve, where @, : R — R
is given by ¢y, := X|o,n], belong to L C L2, and trivially converge to (v¢) in L',. Thus recalling
we can find (w}') C lei’f converging to (v;) in L',. Now for every n € N put w} = 0 for
t > 1 and notice that

1,1 1,1 1 gl
//|vt—vt+m‘dtd3§/ / ‘wf—wﬁrm}dtds—i-/ / ‘vt—wﬂ+|vt+75—wf+m‘dtds
0 JO
t+7s
/// |y | dr dt ds +2|(ve — wt)]Ll.

m—a.e. as 7,0

Thus (4.57) follows by first letting 7 | 0 and then n — oo in the above (in fact the argument
easily gives that there is convergence m-a.e. in (4.57)).
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Now recall that z; is defined in (4.56)) and notice that

1 1 [t T(t+i+1)
/0 ’ZT’t‘dt:/o ‘7’ lz; (UT(tH)—Tl/T vsds)

(t+1)

1 [r71-1 1
(3 =7(t+i+ s,)) = /0 ‘7’ ZZ; (’UT(t_H') — /0 U (¢4 +4) ds’) ‘ dt

dt

(4.58)

1 1 [T_l]fl
(by ) S/0 /0 T Z ‘Ur(t-m‘) *UT(H_S/_H;)ldtds/
=0

1 1
(tl = T(t + 7/)) = / / ’Ut/ — Ut/-‘r’rs,
0 0
Therefore

1 1 1
/ dLo(\zm\,O)dt:/ /1A\zT,t\dm’dt§/1A</ |zT,tydt) dn’ 0,
0 0 0

which is (4.56)). O

dt’ ds’ m-—a.e..

It is now easy to establish the desired version of Hille’s theorem:

Theorem 4.4.9 (A Hille-type result). Let A, 7% be separable Hilbert L°(m)-modules, V C 4
a vector subspace, || |lv : V — R* a norm on V and L : V — 4 a linear map. Let (v;) €
LY([0,1],24) and assume that:

i) vy €V for a.e. t € [0,1] and t — L(v) is in L'([0, 1], 745),
ii) for any C > 0 the set Graph(L) N ({v € V : ||v|ly < C} x ) C JA x 53 is closed,
iii) [ |vellv dt < oo.
Then [, vy dt € V and L(f, v, dt) = [} L(v;)dt.
Proof. Start noticing that for any C' > 0 we have
{t ol <CY={t + (0 L(w)) € Graph(L) N (o € V : [olly < C} x )},

thus from (i) and the assumed Borel regularity of ¢ — vs, L(v:) we deduce that ¢ — ||v||y is
Borel, hence assumption (7i7) makes sense.

Let 2 := A x 4 be equipped with the pointwise norm |(v, 2)|? := |[v]? + |2|? m-a.e. for
every v € JA, z € Jt. It is clear that J# is a Hilbert L°(X)-normed module, when equipped with
the obvious distance and product with L?(X) functions defined componentwise. Also, directly by
definition of integral, testing with elements of the form (v,0) and (0, z) we see that fol (ve, 2¢) dt =

(fol UV dt, fol Zt dt)

2
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Now observe that the assumptions (v;) € L% and (L(v)) € Ll)g2 together with the trivial

bound |(v,2)| < |v] + |z| show that t — (v, L(vy)) is in L,. We can therefore apply Proposition
above to t — (v, L(vy)) € S to find 7, | 0 so that for a.e. t € [0, 1] we have

[re '1-1

1 1
lim 7y Z (Vry (i) LV (140)) ) = (/0 Vs ds,/o L(vs)ds> in J. (4.59)

1=0

By the original result of Hahn (or, which is the same, by Proposition with 27 := R, that is
a L%-normed module over a Dirac mass) we also know that for a.e. t € [0, 1] we have

[ -1 [ -1

1
T e % enrn, < Jim e 3 ool = [ ol s
=0 1=0
[ 111

Hence there is ¢ € [0, 1] such that C := sup,, HTk Doito Ur(t+i) ’V < oo and (4.59)) holds. Thus

the argument of the limit in the left-hand side of (4.59)) is in Graph(L) N ({v € V : |jv]ly <
C} x %), and since by assumption this set is closed, it contains also the limit. In particular,
this means that the right-hand side is in Graph(L), which is the conclusion. O

4.5 Linear and continuous operators on topological vector spaces

The topological vector spaces we are dealing with are metrized by translation invariant distances,
therefore linear and continuous operators are uniformly continuous. To see this, let di,ds be the
distances on two such spaces V1,V and T : V) — V3 be the linear operator, then if dy (v, 2,) — 0
we have di (v, — 2,,0) — 0 and thus do(T'(vy,) — T'(2),0) = do(T (v, — 25),0) — 0 and therefore
da(T(vp), T(2n)) — 0 (in fact this is not really due to distances, but to the fact that topological
vector spaces, much like topological groups, are uniform spaces).

This can be seen as a weaker counterpart to the fact that a linear operator between Banach
spaces is continuous if and only if it is Lipschitz.

We can apply this general principle to the product by a given function G € L°(X), which is
a linear continuous map from L°(X) to itself, to deduce

dLO(va Gg) < Q(dLO (f?g))7 vf?g S LO(X) (460>

The same principle applied to the linear and continuous embedding of LP(X) into L°(X) gives

dLU(f7g) < Q(Hf - QHLP), Vfag € LP(X) (461>

Clearly, the map € appearing in the last inequality depends on the fixed function G and the
chosen exponent p, but since such dependence is not important in our discussion, to keep the
notation simpler we will not emphasize this fact. We shall often use the following simple lemma
in conjunction with the bound in in the next section.
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Lemma 4.5.1. Let G; € L°(X), i € I, be such that

li "({1G;] > CY) = 0. 4.62
Mm_supm'({|Gi] > C}) (4.62)

Then the operators L°(X) > f — G;f € L°(X) are uniformly continuous, i.e. for some modulus
of continuity  independent of i € I we have

dro(Gif,Gig) < Q(dpo(f,9)),  Vf,g€e LX), i€l (4.63)

Proof. Fix e € (0,1), let C. > 1 be such that m'({|G;| > C.}) < ¢ for every i € I and put
2
6:= 8—5 We shall prove that

dro(fi.f) <6 = dp(Gifi,Gifo) <3¢,  Viel, (4.64)

that, by the arbitrariness of €, gives the claim. Put for brevity f :=|f1 — f2| and use Cavalieri’s
formula to get

1 [}
5> dpo(fi, f2) = / w({f > 1)) dt > / W ({f > 1)) dt > S ({f > 2}). (4.65)
0 0
On the other hand, the trivial bound
1 €
/0 W ({|Gilf > 1)) dt < ' ({|Gi|f > €}) + /0 W ({|Gilf > 1)) dt < W ({|Gilf > e}) + e
and the inclusion {|G;|f > e} C{|Gi| > C.}U{f > &} give
1
d10(Gifr, Gifa) = /0 W ({|Gilf > 1) dt < w({|Gi] > C}) +w!({f > &) + <.

Since C% = g, the choice of C. and (4.65]) give the claim (4.64]) and thus (4.63]). O
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Chapter 5

An existence and uniqueness theory
in ncRCD(K, N) spaces

5.1 The setting

Let us fix once and for all the assumptions and the notations that we shall use in the next sections:
unless otherwise specified, our theorems will all be based on these:

- (X,d,m) is a ncRCD(K, N) space, K € R, N € N.

(by) € L2([0,1], W5*(TX)) is such that |by], |div(b)| € L®([0,1] x X) and for some Z € X
and R > 0 we have supp(b;) C Bgr(%) for a.e. t € [0,1].

(FY) is the Regular Lagrangian Flow of (b;).

- (g¢) € L*([0,1], L*(X)) is the function associated to (b;) as in Proposition [4.1.1]

- m’ is a Borel probability measure on X such that m < m’ < m and coinciding with cm on
Bpr(z) for some ¢ > 0.

The distance dzo on the space L°(X) is given by
d(f.9)i= [ LAl —glaw',  Vi.ge LX)

Similarly the distance djo(7+x) on L(T*X) is defined as

dro(rex)(w,n) = /1 A lw —n|dm’, Yw,n € LY(T*X)

and analogously for the distance dro(7x) on LY(TX).

- G is a non-negative function in L°(X) acting as ‘generic constant’. Its actual value may
change in the various instances where it appears, but it depends only on the structural data
(i.e. the space and the vector field (b;)), but not on the specific vector fields (v¢), (V;) we
shall work with later on.
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Occasionally, we will need to work with such ‘generic function’ depending on some additional
parameter (often a time variable). In this case we shall write G, i € I, to emphasize such
dependence. In any case, whenever we do so we tacitly (or explicitly) assume that the G;’s
are ‘uniformly small in L?’, i.e. it will always be intended that they satisfy

I (|G| = CY) = 0. 5.1
cHm_supm’({]Gi > C}) (5.1)

- Q:RT — RT is a generic modulus of continuity, i.e. a non-decreasing continuous function
such that Q(z) | 0 as z | 0. Much like for the function G its actual value may change in
the various instances where it appears, but it depends only on the structural data of the
problem.

Notice that the choice of m’, the fact that the flow (F}) has bounded compression, and the fact
that F}? is the identity on the complement of supp(b), ensure that

(FP),m' < Cw/, Vt, s € [0,1], (5.2)
for some C' > 0. In particular, this implies
C_ldLO(fag) < dLO(foFt87gOFtS) < CdLO(fag)a Vi, s € [07 1]7 Vfag € LO(X) (53>

We point out that the considerations and the statements of Section apply.

It will be useful to notice that for (fs) € L?([0,1], L*(X)), from the bounded compression
property of the flow we deduce that (fs o ) € L2([0,1], L?(X)) as well for any ¢ € [0,1]. Thus
from Fubini’s theorem we deduce that

1
(fs) € L2(]0,1], L*(X)) = / |fr? 0 Ffdr < oo, m—a.e., Vte[0,1]. (5.4)
0
In particular, applying this to fs := |Vbs| we deduce that
1
/ Vb0 Ftdt <G m—a.e., (5.5)
0

according to our convention on G described above. Similarly, from (5.4) applied to (gs), the
trivial inequality e* < 1 4 ae® valid for any 0 < a < b, and the estimate (4.28)), we deduce the
key bound

tVs
|dEf|o Ff <1+ Gy / gr o Fjydr m—a.e., Vt' t, s €10,1], (5.6)
tAs
Lo
where Gy := eo ¥ 9" We claim that the functions Gy so defined satisfy the uniform bound

(5.1), so that our notation is justified according to what we declared at the beginning of the
section. To see this, notice that we have the uniform estimate

1 9 1 1
/’/ groFt’;dr‘ dmg/ /\ngo ndmdr < C// lgr[2drdm, V' €[0,1],
0 0 0
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where C' is the compressibility constant of F}’; thus Chebyshev’s inequality gives for every M > 0

1 C [fi 1g-|? dr dm
_ 2 2 0 g?“ /
m({Gt/>M})—m({‘/0 gr o Fjydr|” > |log M| }) < Tog M2 , vt € [0,1]

and by the absolute continuity of the integral it follows that
lim sup m'({Gy > M}) =0. (5.7)

M —+o00 t€[0,1] ( )

Notice that ([5.6) trivially implies the weaker, but still useful, bound

|dF¥| o F}, < Gy m—a.e., Vt',t, s €[0,1], (5.8)

for some Gy’s that still satisfy (5.1)).

5.2 Time dependent vector fields at ‘fixed’ and ‘variable’ points

We have seen in Section that for every t € R the map F} admits a differential dFy : LO(TX) —
L°(TX). We now want to consider all these maps as ¢ varies in [0, 1].

In dealing with composition with the low maps, the following simple lemma will be useful:

Lemma 5.2.1. [0,1]? 3 (¢,5) — f; € LY9(X) is continuous if and only if [0,1]> > (t,s) > fioF} €
LO(X) is continuous.

Proof. Since (Ff)~! = F!, it is sufficient to prove the ‘only if’. Thus suppose that t,s — f is
continuous in L°(X) and notice that
dpo(fil 0 B ff o FY) < dpo(fil o B f7 o B ) +dpo(f 0 B £ 0 FY)
< Cdpo(fi f7) +dpo(f7 o B [ o FY)
having used the uniform bound ({5.3). The conclusion follows recalling ({4.5]). O

The regularity in time of dF}’ will be obtained by duality starting from the following result:

Lemma 5.2.2. Let f: X — R be Lusin-Lipschitz. Then [0,1]2 > (t,s) = d(f o F}) € LY(T*X)
18 continuous.

Proof. We start claiming that for any f Lusin—Lipschitz we have

sl/iLnS A(f o F)(v) = df(v) = tl,ig%t d(f o F})(v), in L°(X), Yo € L°(TX), Vt,s € [0,1]. (5.9)
We start with the first limit and notice that by definition of differential for Lusin—Lipschitz maps
we have d((Xgf) o F¥') = Xg o F¥ d(f o F¥'), thus taking into account and using the fact
that the flow is the identity outside a bounded set, it is easy to see that the first in will
follow in the general case if we prove it just for f Lipschitz. Thus let this be the case and
recall from that there is a Borel partition (FE;) of m-a.a. X made of bounded sets such
that supycp 1 Lip(FS‘9/|Ei) < oo for every i € N. Thus sup¢jo 1 Lip((f o F§/)|EZ) < oo and by
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LO-linearity and continuity, the first in will follow if we show that for any ¢ € N we have
Xg,d(f o F¥') — df in the weak topology of L?(T*X) as s’ — s.

Let (s),) C [0, 1] be converging to s and, for every n € NU {oo}, let g, be uniformly Lipschitz
with uniformly bounded support such that n|g, = (foFs %)’ E; (it is easy to see that they can

be found). Then (g,) is a bounded sequence in W?(X), hence up to pass to a non-relabeled
subsequence we can assume that it weakly converges to some g € W12(X). Clearly, g = f on Ej,
thus from the locality of the differential we see that

2 *

/ L X
XpA(f o F5n) = Xpdgn © 2 Xp,dg = Xp,df.

As this result does not depend on the subsequence chosen, the first in ([5.9)) follows.
We turn to the second and start noticing that arguing as for Lemma above it is sufficient
to prove that

Ad(fo F)(v) o FY' —df(v)  in LY(X), Yo € LY(TX), Vt € [0,1]. (5.10)
Then taking into account the uniform bound

/ / / !/
[d(f o Fp)(v) o Fy'| "< ol o Ff|df[|dFy| o Ff "< Gyfol o FY|df],

the fact that [v] o Ff' — |v| in LO(X) as ¢/ — ¢ (recall ({@.5)), and the density of differentials of
Lusin-Lipschitz functions in L°(T*X) (already noticed in the proof of Theorem [4.2.2)), we see
that to prove (5.10)), and thus the second in (5.9)), it is sufficient to prove that

(d(foEY),dh) o FI' — (df,dh)  in L°(X), Vh: X — R Lusin-Lipschitz, Vt € [0,1]. (5.11)

Now we put for brevity f]f/ = tth;/ gr o F/ dr € L°(X) and notice that, rather trivially, we have
limg! =0,  in LX) (5.12)
t'—t

(as for any sequence t,, — ¢t we have m-a.e. convergence). The fact that (1 +a)~2 > (1 — a)? for
any a € R grants, together with (5.6)), that

—AF |72 < —(1+Gigl ) 2 < —(1 = Gugl )% (5.13)

Also notice that (4.23) with f o F} in place of f and F!" in place of ¢ gives |d(f o Fl)|o Fl' >
|df||dEY |~!. Similarly, one can show that |dh|o F}' > [d(ho F}')||dF}|~!. Using these bound in
conjunction with (4.23)) gives

(A(f o i) dh) o F = 4 [[d(f o Ff + )2 F = (|a(f o Ff) + |dhf?) o FY |
< 3140 +ho FOR RSP o B — |aFf [2(df1? + |d(h o FY)P)]
(by B8 and B13) <3 [(1+Gigf) Al +ho FY) = (1= Gegf )(1df 2 + |a(h o )2
= (14 Gigf ) (df (ko FY)) +2(1df P + |d(h o F)I?) Gegf
< (L+Gigl) (df,d(ho FY)) +2(df P + |dhf* o FY GF) Gugy -
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Now notice that since we already proved the first in (5.9), as t’ — ¢ we have that (df, d(hoFtt/)> —
(df,dn) in LO(X). Moreover, from ({.5), we have that |[dh|?> o Ff' — |dh|? in LO(X) as t/ — t.
Thus taking (5.12)) into account we just proved that

((d(f o F),dh) o Y —(df,dh))" =0 in LO(X).

A very similar argument gives that the negative part of the same quantity as above goes to 0 in
L°(X), hence the claim (5.11)), and thus the second in ([5.9)), follows.

Now we claim that

lim d(fo F¥) =df = lim d(f o EY),  in LO(T*X), Vt,s € [0,1]. (5.14)
s'—s ! —
Indeed
[d(f o Ftt') - df‘g ° Ftt/ < ’dﬂQ‘dFﬁP © Ftt/ + ’dﬂQ o Ftt, —2(d(fo Ftt')a df)o Ftt/
(by B8) < |dfP(1+Geaf)’ +1dfP o Ff —2(d(f o Ff),df) o Y
(by Lemma [5.2.1] (5.11)), and (5.12)) — Jdf? + |df|]* - 2|df|* =0,

the convergence being in LY(X) as t — t. The second in follows using again Lemma
to conclude that |d(f o F}) —df|> = 0 in L°(X). The first in is proved analogously.
Now observe that from the group property and the chain rule we get
d(f o F) —d(f o FY)| < |d(f o FY 0 Fg) — d(f o F)| +|d(f o F 0 Ff) — d(f o FY))|
<|d(fo F) = df|o F [dFg| + |d(f o Ff o Ffy) — d(f o FY)]
(by B8)) < Guld(foFS)—df|o Fi +]d(f o Ff o Fy) —d(f o EY)).
Hence
dpoerex) (A(f 0 F),d(f o ) = dpo(|d(f o F) = d(f o F})],0)
< dpo(Gy |d(f 0 F5') — df| o Fj,0)
+dpo(Jd(f o FY o Fy) — d(f o F})|, 0)
(by (B.7), Lemmaf5.1]and (B3)) < Q(dpo(|d(f o F¥) —df],0))
+dpo(d(f o FY o F) —d(f o F})],0)
= Q(dpoerx) (d(f 0 FY),df))
+dpoex) (A((f 0 FY) 0 Fi), d(f o FY))
and the conclusion follows from and the fact that f o F}’ is Lusin—Lipschitz. 0

We then have the following basic regularity result:

Proposition 5.2.3. Let (v;) € C([0,1],L°(TX)). Then t + V; := dF(v) € LY(TX) is also
continuous. Moreover, the assignment (v;) — (V;) from C([0,1], L%(TX)) to itself is continuous,
invertible, with continuous inverse.

Similarly, if (v;) € L°([0,1], L%(TX)) the map t — V; := dF{(v;) € LO(TX) is an element of
L°([0,1], L°(TX)) and the assignment (v;) — (V;) from L°([0,1], L°(TX)) to itself is continuous,
invertible, with continuous inverse.
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Proof.
STEP 1. We claim that

Vo € LY%TX) the map [0,1)2 3 (¢, 8) — dF(v) € L°(TX) is continuous (5.15)

and we shall prove this by arguing as in Lemma above. Fix v € LY(TX). From Lemma
we see that for f Lusin-Lipschitz the map [0,1]2 3 (¢,5) = d(f o F)(v) = df(dF(v)) o F} €
L°(X) is continuous. Taking into account Lemma we deduce that also [0,1]% 3 (t,s) —
df(dFf(v)) € L°(X) is continuous. We now claim that

(0,112 3 (t,8) > (dFf(v),2) € L°%(X) is continuous for every z € L%(TX) (5.16)

and since differentials of Lusin-Lipschitz maps are dense in L°(7%X), this follows by what already
established and the uniform estimate

dro ((dFy(v), 2), (dF} (v),2')) < dpo(|dFy (v)]]z = 2'],0)
(by (4:22),(5.8)) < dpo(Gilv| o Fl|z — 2|, 0)
(by Lemma [4.5.1] and (5.7)) < Q(dpo(fv| o Fi|z — 2'[,0))
(by Lemma [4.5.1]) < Q(dpo(]z = 2'[,0)),
valid for any ¢,s € [0, 1] (the resulting modulus of continuity will depend on |v|, but this is not

an issue to get ([5.16)) - notice also that in applying Lemma in the last step we used the fact
that {|v| o F! > ¢} = (F!)~'({|v| > ¢}) and (5.2))). Now we claim that

lim dF3 (v) = lim dF},(v) = in L°(TX). (5.17)

s'—s t'—t

For t,t' € [0,1] we put, as in Lemma above, f]f/ = tt\ﬁ\tt,/ gr o FJ dr € L°(X) and recall that
(5.12)) holds. Thus
|AF} (v) — o2 < (Jo] [dFS])? o B + [o]* — 2(v, dF}(v))

(by B8)  <[ofoF (1+Gigf) + [0 — 2(v, dF}(v))
(by Lemma [5.2.1] and (5.12), (5.16)) — P+ v =2 =0.

This proves the second in (5.17)). The first follows by similar arguments.
Now recall the chain rule (4.25) to get that

|dF (v) = dF} (v)] < [dF (dFf (v) = )| + [dFS (dF} (v)) — dF} (v)]
(by @22),G8) < (GildF}(v) —v|) o Fl + |[dF; (dF} (v)) — dF} (v)].
Therefore
do(rex) (AF} (v), dF} (v) = dpo(JdFy (v) = dF} (v)],0) < dpo ((GildFfi(v) — v]) 0 Fl,0)
+dpo (JAFS (dFf (v) — dFF (v)],0)
(by (5.7), Lemma[f5.3 and (5.3)) < Q(dpo(|dF}(v) —v|,0)) + dLo(]dFsS/(dFtS(v)) — dF{ (v)],0)
= Q(dporx) (dF) (v),v)) + dpogrx (AFS (AFF (v)), dF (v)).
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Thus our claim (5.15)) follows from ([5.17]).
STEP 2. Let (v;) € C([0,1], L%(TX)) and notice that

|[dFS (vs) — dFg(vg)| < [dFG (vs — v)] + [dFg (vg) — dFS (ve)|
(by (5.8)) < (Glvs —v4]) o FS + |dE§ (ve) — dFS(vt)\, m— a.e.

for every t,s € [0,1]. Thus, as before, (5.3), (4.60), and the continuity of (v;) yield (G|vs — v¢]) o
FY — 0in L°(X) as s — t, hence recalling the continuity of ¢ — dF{(v;) € L°(TX) follows.

The continuity of the assignment (v;) — (dF¢(vt)) will follow if we show that for some modulus
of continuity €2 we have

droirx) (AF§ (v), dFS(2)) < Q(dro(rx)(v,2)), vt € [0,1], v,z € LYTX). (5.18)

To see this, notice that ([5.3)) and (5.8) give
doqrx) (AFg (v), dF§(2)) = dpo(|dFg(v — 2)],0) < dpo((Glo — z[) o FY, 0)
(by (5.3)),(4.60)) < Q(dpo(|v = 2[,0)) = Q(dorx) (v, 2))-

Observe now that the estimate also tells that the map (v;) — (dF{(vy)) is uniformly con-
tinuous as a map from C([0, 1], L%(TX)) with the L°([0, 1], L%(TX))-topology to L°([0, 1], L°(TX)).
By the density of C([0,1], L°(TX)) in L°([0, 1], L%(TX)) we deduce that (v;) — (dF{(v;)) can be
(uniquely) extended to a linear and continuous map from L°([0, 1], L%(TX)) to itself, and again
(5.18) also ensures that such extension is still given by (v;) +— (dF¢(vy)).

Using the result obtained in Step 1, we can prove that (V;) — (dF?(V;)) has the same
continuity properties we established for (v;) — (dF{(v;)) and since these two maps are one the
inverse of the other (by the chain rule ({.25))), the proof is finished. O

The source and target spaces of the map (v;) — (dF{(v;)), albeit formally equal, have different
roles in the theory and will be treated differently: we shall think at the source space as a family
of vector fields defined at fixed base points, i.e. (v¢) in the source space will be thought of as a
collection of maps of the form t — v(z)“ € T, X”. On the other hand, we shall think at elements
(V) of the target space as a family of vector fields defined along flow lines, i.e. (V;) in the target
space will be thought of as a collection of maps of the form ¢t — Vi(F{(z))“ € Tt (@)X

This distinction is particularly relevant in the case of the spaces L° and to help keeping this
in mind we shall denote the source space as L%, ([0,1], L%(TX)) (in short LS)%:C) and the target as
Ly ([0,1], LY(TX)) (in short Ly,,). The spaces L}, and LY,

oar are equipped with two different

,
structures as modules over L%(X):

for (v) € L(}iw and f € L°(X) we define f(v;) € L(}ix as t — fu (5.19)

and
for (V;) € LY

var

and f € L°(X) we define f x (V;) € LY, as t — f o FV;. (5.20)

Notice that by (4.24) we see that these two products are conjugated via dF (here intended as the
map sending ¢ — vy to t — dE{(vy)), i.e.

dF(f(Ut)> =fx dF((vt)).
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Notice also that L%, and L9, are not L°(X)-normed modules, as there is not really a L%(X)-

1T var
valued pointwise norm on them (they could be endowed with the structure of L°([0, 1] x X)-normed

modules, but we are not interested in doing this).

In what follows we shall typically use lowercase letters (v;) to denote an element of L(}iz and
uppercase ones (V;) for elements of LY . Also, typically (v;) and (V;) are related by

Vi = dF¢(vy) and equivalently vy = dFY(V}). (5.21)

We are now ready to discuss time integrability /regularity for vector fields in Lg)cm and the
related concept of derivative in time. In fact, given the discussion made in Section [£.4] and in
particular Definition the following definitions are quite natural:

Definition 5.2.4 (Some spaces of vectors at ‘fixed points’). We shall denote by
i) L%, ([0,1], L%(TX)) c LY,,([0,1], L°(TX)) (or simply LY, ), p € [1,00], the space L, for
H = LY(TX).
i) W32([0,1], LO(TX)) < LY,,([0,1], L%TX)) (or simply
LO(TX).

fm) the space W > for A -

ii) AC%,.([0,1], L%(TX)) c C([0,1],L%(TX)) (or simply AC%, ) the space AC?, for H# :=
LY(TX).

Recall from Sectionthat the elements (v;) of W}Zi come with a natural notion of derivative

(0y) € Lfm, that the space L% of those (v;)’s for
which the pointwise norm

can be characterized as the subspace of LY.

T T

!(vt)\@m(w) = [([oeD)]o () = [[lv|(@)l| Lo 0,1)

is finite m-a.e., and that W . comes with the pointwise norm

|(Ut)|?/v;;§ = |(Ut)’%§m + |(i)t)|%?iz-
Also, Lg’cw, W}ziv AC]%ix are all complete w.r.t. the corresponding distances
dig, ((v), () = dpo(l(ve = 201z, ,0),
dy12 ((v0):s (20)) = dpo((ve = 20) 2, 0),

dacz,, ((v0), (21)) = dpo(|(ve — 2)lw12,0) + tSEpl]dLO(TX)(Uth)
1T e

Finally, it is clear that the product defined in gives L fm,W}Zi,AC]%M the structure of
module over L°(X) and that with the pointwise norms defined above the spaces L?ix and W;Zi

are LY(X)-normed modules.

We now turn to the corresponding notions for vector fields in LY,.. In order to justify the
definitions we are going to give in a moment, let us illustrate the situation in the case of a smooth
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manifold M and flow of a smooth vector field. In this case, a vector field (v;) € LY, belongs to
L?m if and only if for a.e. z the curve t — v (x) € Tp,M ~ R% is in LP([0,1],R%). Equivalently,
this is the same as to ask that t — |v¢|(z) € R is in LP(0,1).

Now, we have said that we want to think of elements (V;) € LO,. as collections of vector
fields defined along the flow lines, i.e. as the collection, for a.e. x € M, of the vector fields
t— Vi(Fi(x)) € Tyt (x)M. Therefore, and by analogy with the ‘fixed’ case, their natural pointwise
LP-norm should be given by the LP norm of ¢ — |V;|(Fi(x)).

For the case of Sobolev vector fields, the derivative ©;(x), which is computed in the fixed tan-
gent space T, M, should be replaced by the covariant derivative of the vector field ¢ — V;(F{(x)) €
Tr,(x)M along the curve t — Fy(x). By direct computation, if (¢, ) +— v(x) is smooth in ¢, and
Vi(z) := dF}(v)(x) it is not hard to check that such covariant derivative is given by

Vs oy ViES (2)) = (dFY(30) + Vi) (Fi ().

Notice also that when dealing with vector fields defined on the whole manifold (rather than along
a single flow line) one typically speaks of ‘convective’ derivative, rather than ‘covariant’ one (think
e.g. to the setting of fluid dynamics).

We now turn to the actual definitions; the subsequent discussion will make clear the link with
what just said.

Definition 5.2.5 (Some spaces of vectors at ‘variable points’). We shall denote by

i) Lber([0,1], LYTX)) C LY, ([0,1], LYTX)) (or simply L), p € [1,00], the space of vector
fields (Vi) of the form V; = dF{(v¢) for a.e. t for some (v;) € LY, . We also define m-a.e.
the quantity

((V)l1z,, = IVl o FgllLeo,n)-

0 ([0,1], LO(TX)) (or simply Woes) the space of vector fields (V)
of the form V; = dF{(vy) for a.e. t for some (vt) € W}Zz In this case we also define the
convective derivative (D;V;) € LY

ii) Woir([0,1], L(TX)) C LY
var((0,1], LY(TX)) as
DV = dFE () + Vy, by, a.e. t €[0,1]. (5.22)

Also, we consider the m-a.e. defined quantity

1
(Vg = 00y, + (DL, = [ P o F+1DViE o Fat.

iii) AC2,.([0,1], L%(TX)) c C([0,1], L%(TX)) (or simply AC?,,) the space of vector fields (V;)
of the form Vi = dF{(vy) for every t € [0,1] for some (v;) € ACJ%M.

Notice that Propositionabove ensures that (D;V;) is indeed an element of LY. ([0, 1], L%(TX))
and that if (v;) € ACJZCM C C(]0,1], L%(TX)), then t — dF{(v;) is also an element of C([0, 1], L°(TX)),
so that AC?2,,. is actually a subset of C([0,1], L°(TX)). It is also clear that the spaces defined
above are vector spaces and that (V;) — (D¢V;) is linear.
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Let us remark that by (4.22)), it follows that for any v € L°(TX) and ¢ € [0, 1], putting

V = dF}(v) € LY(TX), so that v = dF?(V) by the group property and the chain rule
, we have

lv| < G|V|o F} and V| o Ft < Glvl m—a.e., (5.23)

for some non-negative function G € L°(X) depending only on X and (b;) (and in particular

independent of v,t). It follows that (V;) € LY, belongs to L}, if and only if the quantity

var
|(Vi)|pp,, is finite m-a.e.. Then arguing as in the ‘fixed’ case, it is easy to see that the distance

duz,, (V) (2)) 1= dpa(|(Vi — Z0)|1z,,.0)

is lower semicontinuous w.r.t. LY, -convergence and thus - by the completeness of LY, - that it

is a complete distance on LY,.. Alternatively, completeness of LY, can be established noticing

that for (v;) and (V;) as in (5.21)), the uniform bound (5.23)) gives
(lep, < GI(Vi)ley,,  and  [(Vi)lpp,, < Gl(ve)lpp, (5.24)

m-a.e.. Thus for (v;), (2¢) € Lz}ix and the corresponding (V4), (Z) € LYer as in (5.21]) we have

drr. ((vn), (20)) = dpo(|(ve = 20)[ 2, 0)
(by B29)  <dpo(GI(Vi — Z1)lyz,,,0) (5.25)
(by @E60)) < Q(dpo(I(Vi = Z0)l1s,,»0)) = Q(dps,, (Vi) (20)))

and analogously it holds dzr  ((Vi), (%)) < Q(sz;m ((ve), (2¢))). This proves that (v}') C Lh, is
Cauchy if and only if the corresponding sequence (V;*) C L, is Cauchy, thus the completeness
of L%, follows from that of L’}i o

Analogous considerations are in place for Wvl&%, but are a bit harder to prove. The key point
is an analogue of ([5.24)) in the Sobolev case, which is established in the following lemma:

Lemma 5.2.6. Let (v) € W;ﬁc and (V;) € Woir be as in (5.21). Then
(Wl < Gllwlwre  and  |()ly12 < Gl(V)lyre m—ae. (5.26)

and

[(Vi)legs, < GI(V2)

1,2
var — | Woar

m— a.e.. (5.27)
Proof. From the very definition (5.22]) we see that m-a.e. and for a.e. ¢ it holds

(4.47]

|DiVilo K < Glog + Vb o Fg|Vi| "< G([ox] +[Vbe| o Flug|) < G(\vt!+!VbtloF5\(vs)\Wflz2)~

Squaring and integrating in ¢ we obtain
:
(D, < G(1@0Es + 1@ (V60 F)E) 'S Gl(wn) e,

so that the first in ((5.26)) follows taking also ([5.24)) into account.

90



For the second in ([5.26) we notice that (5.22)) gives 0, = dF?(D;V; — Vy,b;), thus

o "= (JAFY(DVA + Vil IVbil) ) 0 By < G(IDiVil o B + [Vil o F§ [Vbi 0 ) (5.28)

m-a.e. for a.e. ¢t € [0,1]. Integrating in ¢ we deduce that m-a.e. we have

)

5.5|)
@0)lzs,, < G(IDValzz,, +1(Volzz,, (Vb 0 F)lzz ) = Gl(Ve)lyyaz-

var

Using this bound in conjunction with the first inequality in (4.47) and (5.24]) we obtain
((Vi)lzss, < Gl(vd)lse, < G(I(VD)lzz,, +1(Vi)lyz2) < Gl(Vi)lyrz  m—ae.,

var — fiz var

which is ((5.27)). Plugging this inequality in (5.28) we see that
0] < G(|DeVi| o Fy + |(Ve)| 12| V| 0 Ff)  me-ace. for ae. t € [0,1].

Squaring, integrating in ¢ and recalling (5.5)) we see that |(0;)|2, < G|(V})|12/V172 holds m-a.e..

12
fiz var
Then the second in ([5.26|) follows taking (5.24]) into account. O

This lemma ensures in particular that |(V;)];;12 < oo m-a.e. for any (V;) € Wiz, Hence the

following is a well defined distance on W&&%:

sz (V) (7)) = dpo(I(Vi = Z)lyyza.0).

var

Then starting from (5.26[), arguing as we did in ([5.25)) from ([5.24)), we see that for (v;), (z¢) € W;Zi
and the corresponding (V;), (Z;) € Woar as in (5.21) we have
deléi ((Ut), (Zt)) < Q(dW1,2 ((V}), (Zt))) and dW&,ﬁ ((Vt), (Zt)) < Q(dW1,2 ((’Ut), (Zt)))

var fiz

Therefore, much like in the LP case, (vy") C W}Zi is Cauchy if and only if the corresponding

sequence (V") C W2 is Cauchy. Hence completeness of We2 follows from that of W}li
It is then clear that AC?

<. 1 also a complete space.

5.3 Calculus with the convective derivative

The main goal of this section is to establish appropriate calculus rules for the convective derivative
that mimic those available in the smooth setting.

In particular, we shall ultimately prove that for (V;), (W;) € ACZ,, we have ((V;, Wy) o F{) €
AC%O(X) with derivative (D;V;, Wi) o F + (Vy, DyW;) o F}. This can be read as compatibility
with the metric of our convective/covariant derivative and will be crucial to obtain uniqueness of
parallel transport and preservation of norm.

The proof of this fact will be obtained following roughly the ideas in [44], but due to much
lower regularity we have at disposal now, things are now more involved. The idea is to establish
regularity for ¢ — (V;,W;) o F{} by duality, i.e. we first study the regularity of ¢ — d(f o F{)
(Proposition and later that of ¢t — (V;, W;) o F¢ (Theorem [5.3.4).

To pursue this program, and in particular in the first step, we shall use the closure of the
differential on bounded subsets of the Hajlasz—Sobolev space as discussed in Proposition 4.3.5
In turn, this will be possible thanks to the following lemma:

91



Lemma 5.3.1. Let g := go € L? (X) be given by Proposition fort =0, f € WH2(X), and

loc

R > 0. Then fo F} € Hy r(X) for every t € [0,1] and there is C > 0 such that
If o Bl < Cllfllwrz, — VE€[0,1]. (5.29)

Proof. Since RCD(K, N) spaces are PI spaces, we know from ((1.19) that for every R’ > 0 there
exists a m-negligible set N and C' > 0 such that

(@) = f(y)] < C(Mar (IDf]) (@) + Mar (IDf])(y))d (=, y) (5.30)

holds for every z,y € X \ N with d(z,y) < R.
Also, recalling we see that possibly enlarging N, keeping it m-negligible, for L := ||b;|| L,
we have
d(F§(z), Fy(y)) <d(z,y) +2tL,  Vz,y € X\ N, Vt € [0,1].
Put R’ := R+ 2L and H := Myr/(|Df]) (notice that H € L*(X,m) by (L.18)). Then for every
z,y € X\ (F$)"}(N) with d(z,y) < R, from and we have that

|f(FG(x)) = FES ()] < C(H(F(x)) + H(FG(y)))d(Fj (), Fi(y))
< C(H(Fj(2)) + H(Fg(y))) "D d (2, y)
holds for any ¢ € [0, 1]. In other words, since (Fg)~(N) is m-negligible, we proved that H o F! €

Ag r(f). Then the conclusion follows recalling that since (F7) has bounded compression, we have
that |H o F{| 2 < C'||H||2 for some C’ > 0 and every ¢ € [0, 1]. O

We can now study the regularity of ¢ — d(f o F}):

Proposition 5.3.2. Let f € Test(X). Then for every t € [0,1] the map s — d(f o F}) is in
AC?(]0,1], L°(T*X)) and there is a Borel negligible set N C [0, 1], independent of f and t € [0,1],
such that for every s € [0,1] \ N we have

i A0 B — d(f 0 FY)

i . = d(df(b) o F}) in LY(T*X). (5.31)

Proof.
STEP 1: BASIC INTEGRABILITY ESTIMATES. We know from Lemma that s — d(f o F}) €
L°(T*X) is continuous for any ¢t € [0,1] and since df(b) € W12(X) for any b € L*®(m) N
Wé’2(TX) (recall Prop. (1.4.10))), the same lemma ensures that for any such w we have that
s+ d(df(b) o Ff) € LY(T*X) is continuous. Then a simple approximation argument shows that
s — d(df(bs) o Ff¥) is Borel.

Now observe that the bound |df(b;)| < ||df| L=|b:], the assumption (b;) € L2([0, 1], L?(TX))
and ensure that s — df(bs) o F} is in L2([0,1], L°(X)). Similarly, and give

|d(df(bs) o )| < Geld(df(bs))] o B < Gy ([Hess(f)[[|bs[lz~ + [Vbs||df]) o Fy,  (5.32)

m-a.e. for every t,s € [0, 1].
It is clear from our assumptions on (b;) and f that s — (|Hess(f)|||bs||ze + |Vbs||df]) is in
L?([0, 1], L?(X)), thus from (5.4) and the above we see that s — d(df(bs)oF}) isin L?([0, 1], L°(T*X)).
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STEP 2: SOBOLEV REGULARITY AND COMPUTATION OF THE DERIVATIVE. We now claim
that for any s1,s2 € [0,1], s1 < s2 we have

52

Ao ) = d(fo B = [ s o B (5.33)
S1

Notice that by (4.38) this proves that s — d(f o Ff) is in AC?([0, 1], L°(T*X)) with derivative

given by d(df(bs) o Fy’). Recalling (4.6]), we see that ([5.33]) above will follow if we show that for

any si, Se as before it holds

S2 S2

d(/ df(b,) o FT dr) - / d(df(b,) o FT) dr. (5.34)
S1 S1

To prove this latter identity we apply Theorem with J4 = LY(X), % = L°(T*X), V :=

Hj 1(X) equipped with its norm as defined in (4.30)) (here g = go is given by Proposition {4.1.1)),

L :=d, and vs := df(bs) o Ff. We already observed that (vs) € L%([0,1],24) and (L(vs)) €

L?([0,1], ). Also, the trivial bound ||df(bs)||z2 < bl £ee, | f[[ 2, the inequality

1d(df (B2 < [1bsllLee, [Hess()ll 2 + [|df ([ Lo [[[Vbs|]| 22,

and again the assumption (b;) € L2([0, 1],Wé’2(TX)) with [b| € L*([0,1] x X), give that s —
df(bs) is in L([0, 1], W2(X)). Therefore by Lemma@ above we deduce that fol sl ;4 ds <
oo. Finally, Proposition ensures that assumption (i7) in Theorem is satisfied, thus we
can apply this proposition and deduce that , and thus , holds.

Now for f € Test(X) and ¢t € [0,1] let N(f,t) C [0,1] be the set of s € [0,1] for which the

limiting relation

i A 0 B —d(f o FY)

R A = d(df(bs) o FY), in L°(T*X)

does not hold. We claim that N(f,¢) does not depend on t. To see this, let ¢,¢' € [0,1] and
observe that from the bound |d(g o F}')| < G¢|dg| o F}' (which follows from (5.8)) and Lemma
4531 we deduce

: :
dro(ld(g o FY)],0) < Q(dpo(ldgl o FY,0)) "< Q(dro(|dgl,0)).

Applying this to g := fOF:'M_fOFg_df(bS)OF:' we deduce that N(f,t') D N(f,t) and the claim
follows by the arbitrariness of ¢,t'.

We shall put N(f) := N(f,0) = N(f,t) for any t € [0,1]. Notice that N(f) is a Borel
negligible subset of [0, 1] and that for every ¢ ¢ N(f) we have t ¢ N(f,t) and thus holds.

STEP 3: THE EXCEPTIONAL SET CAN BE CHOSEN INDEPENDENT OF f. To conclude it
is sufficient to prove that for some N C [0,1] Borel and negligible we have N(f) C N for
every f € Test(X). To this aim we employ a standard idea based on uniform continuity of
difference quotients; specifically, we start claiming that for a.e. t € [0, 1] the linear operators
Ty : Test(X) — L°(T*X) defined as

1 tVs

() d(df(br) o Fy)dr

B ’8—75‘ tAs
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are uniformly continuous in s € [0,1] \ {¢} if we equip Test(X) with the W?22-norm. To see this
notice that
tVs

T2 (f) |d(df(b) o Fg)| dr

| < |7t
S — 1’ tAs e (535>
oy 63) <G / (Hess(f)|lbrllz= + Vb, [[df]) o Fydr  m— ae.
tAs

and that

1 tVs r
dus (i [ (Bess(DIIb = + 9, 1451) o F dr,0)
’S - t’ tAs

1br | s,

tVs 1 tVs
< r - r
< dLo( aoi ), MHess(lo K dr,O) —l—dLo(|Sit| /m (IVb,ldf]) o F dr,O)

b oo tVs tVs
;Q<Hll rllLse,
’5 - t‘ tAs

tVs
H|Hess(f)|HL2 dr +

|Hess(f)| o F§y dr‘

B e GG R EE Y

1 tVs
— [ [I9Bllaf], ar)

byl Lo
2 10z

|s —t[ Jins s —t] Jins

1 tVs
< Q(I1br e, 1Hess ()l + i 2 \/ P / 190,12, dr),
having used (4.61)) in * and (4.4) in *x*.

Now observe that since by assumption we have that ¢ + |||Vby|||z2 is in L?(0, 1), the Hardy—

Littlewood maximal inequality grants that M (t) := sup,_ \/ﬁ ftt/l/; 1|Vb,|||2, dr < oo for a.e.

t, therefore for f, f’ € Test(X), putting for brevity g := f — f’ the above gives

drors (T3 (F). T () = dpo (T3 (9)].0)
1 tVs
by G39) <o (G | (Hess()llbrlz +[rlldgl) o £ dr,0)
- tAs

1 tVs
by @50) < 9(do (5 / (IFess(9)|[br 1= + [Vb][dg]) o Fy dr,0))
NS

< Q(I1br iz, IHess(g)[ 2 + gl 2 (1))
<o

(M) + 1)1 = fllw=z).
(5.36)

proving the desired uniform continuity for a.e. ¢ € [0,1]. Similarly, for f, f’ € Test(X) and
t € [0,1] such that w; € L™ N Wé’Z(TX), starting from

|d(df (be) o F5) — d(df'(be) o Fg)| = |d(d(f — f')(br) o F)]
< G([Hess(f — f)l[Ibell e + [Vl [d(f — f')]),

and arguing as in (5.36)), we get
drorex) (A(df (br) o Fp), d(df'(be) 0 F5)) < Q((lIbell e + [bellyyr2) [1f = Fllwez). (5.37)
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Now let (f,,) C Test(X) be dense in Test(X) with respect to the separable norm of W?2?2(X).
Define N C [0,1] as

N = JN(f)U{t + M(t)=+ooor wy ¢ LN W5 (TX)}

and notice that it is Borel and negligible. Let ¢t ¢ N, f € Test(X) and notice that (5.36) and
(5.37)) ensure that for any n € N we have

drocrx) (TE(f), d(df (be) o Fy))
< (M) + 1+ Bl + 1Bellyr2)I1F ~ Fallwesz) + drogreso (TF (), d(dfu(be) o F)).,
thus letting first s — t and then taking the infimum over n € N we conclude that
lim T{(f) = d(df(by) o FY), i L(T°X).

By the definition of T7(f) and (5.33)), this proves that ¢ ¢ N(f,t) = N(f), i.e. concludes the
proof. O

Before coming to the main result of the section, we need the following statement about equi-

continuity of quadratic forms on L°(TX):

Proposition 5.3.3. Let B; : L°(TX)? — L°(X) be a family of L°(X)-bilinear, symmetric, and
continuous maps indexed by i € I, and let Q; : LY(TX) — L°(X) be the associated quadratic forms,
i.e. Qi(v) := B;(v,v). Let (Gy)ier C L°(X) be a family of non-negative functions satisfying
and assume that

|Qi(v)] < Gy|v|%, m—a.e., Yo € LO(TX), Vie I

Then the Q;’s are locally equicontinuous, i.e.

lim supd;o(Q;i(v'), Qi(v)) =0, Vo € LYTX).

AN
Proof. Let B;i(v,z) := By(v,z) + G;(v, z) and Q;(v) := Bj(v,v). Then
0 < Qi(v,v) < 2G;|v|?, m—a.e., Yo e LO(TX), Vie I

By the pointwise Cauchy—Schwarz inequality (that is easily seen to hold also in this setting), we
deduce |B;(v,2)] < /Q;(v)Qi(z) m-a.e. for every v,z € L°(TX) and i € I. Thus for arbitrary
v,v' € LO(TX), putting z := v/ — v we have

Qi(v") = Qi(v)] = Qi(2) +2Bi(z,0)| < 2Gi(|2* + |2|[v]), m—ae, Viel
and therefore, recalling that we are in a position to apply Lemma we get

dro(Qi(v), Qi(v)) < dpo(2Gi(l2* + |2 |v])) Q(dpo (|27 + 121[v]))-

To conclude, notice that 1 A |z|? < 1A |z| and thus
dro ([2? + [zl1v], 0) < dpo(|2[?,0) + dpo(l2][v], 0) < dpo([2],0) +Q(do([2],0)) = Qdro(rx) (v, v)),

where the  appearing here depends on v (it is the one in (4.60) for G := |v|), but does not
depend on v’, z,4. The conclusion follows. O
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Theorem 5.3.4. Let (Vi),(Z1) € Waar([0,1], LO(TX)). Then t — (Vi, Z) o Ft belongs to
Wh2([0,1], L°(X)) and for a.e. t € [0,1] we have
d

&«Vt’ Zy) o Fg) = (DVi, Z4) o FE + (Vi,, Dy Zy) o FY, m— a.e.. (5.38)

If moreover (V3), (Z;) € AC2,,.([0,1], L°(TX)), thent — (Vy, Z) o F belongs to AC?([0,1], LY(X)).

Proof.

STEP 1: STRUCTURE OF THE PROOF. The case of absolutely continuous vector fields follows

from the Sobolev one provided we show that for (V;),(Z;) € C([0,1],L°(TX)) the map t

(Vi, Zt) o F¢ € LO(X) is continuous. This follows noticing that, rather trivially, the map ¢

(Vi, Zy) € L°(X) is continuous, then recalling Lemma We thus focus on the Sobolev case.
For (z) € W}zi denote by A(.,) C W}li the collection of those (v;)’s for which the conclusion

of the theorem holds for V; := dFj(v;) and Z; := dF{§(z;). Our goal is to prove that A, = W;Zi

for any (z) € W]}li and we shall do so by applying Proposition {4.4. /l
It is clear that A(.,) is a vector space, i.e. (0) holds, and - recalling (4.24) - that the ‘restriction’
property (i) holds as well. Also, by direct computation we can verify that (ii) holds. We pass

1,2
to the stability property (iii), thus let (v7*) 57 (v9°), and assume that the conclusion of the
theorem holds for n < oo and the choices V; = V;* := dF{(v}) and Z; := dF{(z;). Our goal is to
prove that the conclusion also holds for V; = V;* := dF{(v®).

Since (vf") = (v§®) and (07) — (07°) in L}, < LY, Proposition and the very definition

. tell that — an n — n n t tollows that
(5:22) tell that (V") — (V;°) and (D;V;*) — (D¢V,>®) in LY,,. It follows th

var-*

<V;tn’Zt>oF5 — <‘/toant>o‘F(Y]f (5 39)
(D V", Zy) o Fé + (V", Dy Zy) o Fg — (D Vi, Zy) o Fé + (V*°, Dy Zy) o Fg )

in L9(]0,1], L°(X)). Now notice that

n t n (.27 n
(Vi 20) o Flie < 1VNia, (2l < GO szl (Zolypa, m—ae.

var -
and

(((DVE", Z1) o i + (Vi DiZy) © Fg)l 2 < [(DeVi) iz, [(Zo) g, + (Vi) |Lgg, |(DeZ) 2

var var var var

(by (27) < GI(V")yzl(Ze)lyr2,  m—ae.,
i.e., recalling also (|b.26[), we have

[V, Zt) o Fg)lwz < GI(v]) Zt) m—a.e..

L2 [(Zt)] 1.2
W w2

W172
Since [(v}')[ 1.2 = [(vE°)]}y1.2 (as a simple consequence of (v}') L% (19°)), thanks to Proposition
fiz fiz
the conclusion follows from this latter estimate and (5.39)).
It remains to prove that A(.,) has property (iv) in Proposition Suppose that we know
that this is the case for (z;) constant. Then the argument above shows that for (z;) constant we

have A(.,) = W}Z?C Therefore - by the symmetry in (V;), (Z;) of the statement - we know that for
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(%) € W}Zi arbitrary, the set A(,) contains the constant vector fields. Hence again the argument
above shows that A(,) = W};i, which is the conclusion.

We thus showed that it is sufficient to prove that for v,z € L%(TX), the conclusion of the
theorem holds for V; := dF{(v) and Z; := dF{(z). By polarization, it is actually sufficient to
consider the case v = z.

STEP 2: KEY POINT. To conclude the proof we need to prove that for v € LY(TX), putting
V; := dF{(v) we have that t — |V;|? o F} is in W2(]0, 1], L9(X)) and for a.e. t € [0, 1] we have

d
GAVP o Fi = (D V) o F,  m—ac. (5.40)

STEP 2A: SOBOLEV REGULARITY. For the Sobolev regularity we start recalling from (/5.24)
that [(Vi)|rss, < oo m-a.e. and that the group property (4.1) and the chain rule (4.25) give
Vs = dFf(W;) for any ¢, s € [0,1]. Then for any ¢, s € [0,1] we have

Vil? 0 B§ — [Vi|* o F§ = (|Vs| 0 5 + [Vi| 0 Fg)(|Vi| 0 E — [Vt 0 F)

< 2|(Vi)lzee, (IdFF (V)| 0 F§ — |Vi] o F)
tVs
(by @22), B-6))  <2/(Vi)lie G gro Fg dr
tAs

m-a.e.. Swapping the roles of ¢, s and recalling ([5.24) we get
S
|[Vi]? o B§ — |Vi|* o F§| < |v|2G/ gr o Fj dr, m—a.e., Vt,s€[0,1], t <s. (5.41)
t

Since (t — g; o FY) € L?([0,1], L%(X)) as a consequence of the fact that (g¢) € L?([0, 1], L%(X))
(by Proposition [4.1.1]) and (5.4)), this last estimate, thanks to the characterization in (4.39)), is
sufficient to deduce that t — |V;|? o F{ is in W12([0, 1], L°(X)).

(0] t+h7 [} .
Now recall that (4.41]) gives that Veenl Foh ViPoly L(Vi|? o F}) in LO(X) as h — 0 for
a.e. t € [0,1]. Therefore to conclude that ([5.40|) holds it is sufficient to prove that for a.e. t € [0, 1]
we have

7 V, 2 Ft+h_ V2 Ft _
lgigdm((' G o Vil7e b — DV, Vi) o ) ,0) =0,
(5.42)
o Vi 2 Ft+h_ V2 Ft +
l}g}(}dLO((| t+h| ° O2h ’ t’ 250 - <Dt‘/ta‘/;f>oF(§> 70) :07

as these would imply that for a.e. ¢ we have dzo((S(3[Vi|? 0 F) — (DiVi, Vi) 0 F§)T,0) = 0, i.e.
that £ (3|Vi|? o F{) = (D¢Vi, V;) o FL.
Now define ) )
ey . |AFF ()] o Ff — v
Qt (1}) T 2(8 _ t)

and observe that the identity Vi = dFf(V;) that we already noticed gives Qi (V;) = w

Moreover, since D;V; = Vy,b; by the very definition ([5.22]) of convective derivative, we have
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(DiVi, Vi) = (Vby, Vi ® V;). Therefore recalling also (5.3)), the claim (5.42)) will follow if we show
that for a.e. t € [0, 1] we have that for any v € L°(TX) it holds

@dw (Qs(v) = (Vbr,v@v))",0) =0= @dm ((Q3(v) — (Vbr,v @ v))~,0). (5.43)

STEP 2B: CONVERGENCE PROPERTIES ON A DENSE SET. Let N C [0,1] be the Borel negligible
set given by Proposition and up to enlarge it, by keeping it negligible, assume that it
contains the exceptional set of s’s for which does not hold. We claim that there is a dense
set D C L°(TX) for which the claim holds for any v € D and ¢t € [0,1] \ N.

Fix t € [0,1] \ N and let v = Vf for f € Test(X). Then, since for any s € [0, 1] we have

YdFH (V2o Ff = df(AF(VF) o Ff = Ydf 2o Y, m—aee.
with equality for s = ¢, we deduce that

FAFF(V ) o Ff —|df|*  gldf? o B — 5ldf|?
s—t s—t ’

=:RHS(s)

Qv =9

m—a.e. for s >t,

with opposite inequality for s < t. Using the identity df(dF?(Vf)) o Ff = d(f o Ff)(Vf) and
Proposition to handle the first addend, and (4.7)) and the fact that |[df|> € W12(X) for the
second, we see that

lim RES(s) = d(df(6)(VF) — dBIAf[2)(b) = (Vb, V0 Vf),  in L(X).
Thus from the trivial implication a > b = (a — ¢)~ < |b — ¢| valid for real numbers a, b, ¢, we get

%dLo((Qf(U) — (Vbi,v®@v)) ,0) < @dLo(‘RHS(s) — (Vb v®)|,0) =0,

which is the second in (5.43). The first follows from the same arguments starting from the
implication a < b= (a —c¢)" < |b—|.
Now observe that if (E;) is a finite Borel partition of X and (v;) C LY(TX), for v := Y, X, vi

we have QF(v) = >, Xg,Qf(v;) (recall (4.24])). Similarly, (Vb v @ v) = >, Xg, (Vb v; ® v;).
Thus if v; = Vf; for f; € Test(X) and every 4, using what already established we get

@dw (@i (v) — (Vby,v®0)) ,0) = @dm(z X (QF (Vi) = (Vb, Vi @ Vfi)), 0)

< Y Tmdpo (e, (QH(VA) - (VoL V£ 9 V£)) .0)
< Y Timdpe ((@5(V) — (Vb Vi Vi) 7.0) =0,

which is the second in . The first follows along similar lines.

In summary, we proved that holds for any v in the dense set D C L°(TX) made of
those vectors of the form v := ), Xg, V f;, where the sum is finite and E;, f; are as above.
STEP 2C: EQUICONTINUITY AND CONCLUSION. Put for brevity

Q:(v) :== Q3 (v) — (Vby, v @) Vo € LYTX),t,s €[0,1], t # s.
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We claim that for a.e. ¢ € [0, 1] we have that for any given v € L%(TX) the Qf’s are equicontinuous
at v, i.e. that

lim sup djo (Qf(v/), Qf(v)) =0, (5.44)
o' B SE[0,1\{t}

and to prove this we are going to apply Proposition above. Start observing that arguing as

for (5.41)) we get

tVs
|QF (v)| < |v[2Gt/ gr o F/ dr, m—a.e., Vt,s €[0,1], s #t, ve LYTX), (5.45)

tAs

then notice that for any s € [0,1]\ {t}, Q; is a quadratic form induced by a bilinear form that
we shall denote by Bf : L%(TX)? — L°(X). By (4.24)) we see that B is L°(X)-bilinear and (5.45))
tells that

. 1
Q2 (v)] < [Vl [o]” +Gilo]? s

sVt
n / gr o F dr, m—a.e., Vt,s €[0,1], s #t, v € L°(TX).
- SAL

(5.46)
Now put

1 sVt 919
M= sp e [
seoa\{e |8 =t Jone

and notice that since fol |g2||3 2 dr < oo (by Proposition , the Hardy—Littlewood maximal
inequality ensures that M (t) < oo for a.e. t € [0,1]. Then for every s € [0,1] \ {t} we have

sVt - C sVt
G112 < 5 t‘/ /gr o Fl dmdr < t|/ /g?,dmdr < CM(t), (5.47)

thus Chebyshev’s inequality gives the uniform control

m({mts‘ > C}) :m({’§f|2 }) ” ||L2 < CM(t)

= Vs € [0,1]\ {¢t}. (5.48)
Now notice that the set N':= NU{t: M(t) = oo} U{t: b, ¢ Wé’Q(TX)} is Borel and negligible
and fix ¢ € [0,1] \ N’. From (5.48)), m" < m, and the absolute continuity of the integral, we see
that the functions G§ := |Vb;|+ G:g;, parametrized by s € [0,1]\ {t}, satisfy (4.62)) (with i = s).

Thus the claim (5.44]) follows from Proposition and the bound (/5.46)).
Now let v € LO(TX) be arbitrary and v' € D. Using the trivial bound a~ < b~ + |a — b| valid
for any a,b € R, we get

ll?dLO((Qt( v), )<hmdL0((Qt( )7, )+hmdL0(\Qt() Qi (v)1,0)

(by STEP 2B and v’ € D) < sup dpo (Qt (v), Q3 (v ).
s€[0,1]\{t}

Taking the limit as v — v, v' € D and using (5.44)), we get the second in (5.43)). The first is
proved analogously, by exploiting the fact that, for every a,b € R, a™ < b* + |a — b|. O
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Remark 5.3.5. In the last step of the proof we showed that the functions g; defined in (5.46))
satisfy the bound ([5.47). Although not needed for our purposes, it is worth to point out that in
fact the stronger estimate

1 1
// HZdtdm < 0// g?dtdm  for  Hy:=supg;, (5.49)
0 0 s#t

holds, for some universal constant C' depending only on the constant in (2.13). Indeed, putting
H} := sup,; §; o F§ = Hyo F{, from (2.13) we have [[; H? dtdm < C [[;} H;? dt dm. Now observe
that the Hardy—Littlewood maximal inequality gives

1 1 1 sVt 2 1
/ Ht/2dt:/ sup / gTongr‘ dtSC/ thOFédt
0 0 sF#t ‘S - t‘ SAL 0
so that the claim follows by integration in m and using again ([2.13]). |

5.4 Existence and uniqueness of Parallel Transport

We introduce the notion of parallel transport for what concerns our setting.

Definition 5.4.1 (Parallel Transport). A Parallel Transport along the flow (Ff) of the vector
field (by) is a vector field (Vi) € AC2,.([0,1], L%(TX)) such that

var
DV, =0, m—a.e., for a.e.tel0,1].
We say that the Parallel Transport (V;) starts from V € LY(TX) provided Vo = V.

The linearity of the condition of being a Parallel Transport together with the Leibniz rule
(5.38]) easily gives:

Proposition 5.4.2 (Uniqueness and preservation of norm). Let (Vi) be a Parallel Transport.
Then the map t — |Vi| o Ft € LY(X) is constant.
Moreover, for any V € L°(TX) there exists at most one Parallel Transport starting from V.

Proof. By Theorem if (V;) is a Parallel Transport then t — |V;|? o F}{ € L9(X) is in
AC?([0,1], L°(X)) with null derivative. By such map is constant.

Now let (V,}), (V;?) be two Parallel Transports starting from V. Then ¢t — V; := V! = V2 is a
Parallel Transport starting from 0. By what already proved we deduce that |V;]| o F} = |Vp| = 0
m-a.e. for every t € [0, 1], i.e. V;! = V;2 for every t € [0, 1], as claimed. O

We turn to the problem of existence, that will be addressed by transforming it into an appro-
priate ODE-like problem in L?m. Let us fix some terminology. A family (£¢);¢[o,1) of LY-linear and
continuous maps from L°(TX) into itself is said Borel provided ¢t — £;(v¢) is in LY, ([0, 1], L°(TX))
for any (v;) € LY, ([0,1], L°(TX)) (arguing as in the proof of Proposition this is equivalent
to asking that ¢ — ¢(v) is in ng([o, 1], L°(TX)) for any v € L°(TX)). Recalling that for any
L-linear and continuous map ¢ : LY(TX) — L%(TX) we have |¢| = sup,, £(v,) m-a.e. for an ap-
propriate choice of the countable set {v, }nen C LO(TX), if (¢;) is a Borel family then the map
t > |4 € LY(X) is also Borel.
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Assume now that the Borel family (¢;) satisfies

1
/ 0% dt < oo, m— a.e. (5.50)
0

and notice that in this case for any (v;) € L?m([o, 1], L°(TX)) we have

1 1 1
/Mt(vt)\dtg/ wtuvt\dtg|<vt)yL?m,// G2dt m—ae. (5.51)
0 0 0

and thus (4(vy)) € L}m«- Hence, recalling the concept of integral of elements in L, discussed in
Section for any ¢ € [0, 1] we can define

Li((vy)) ::/0 r(v,) dr € LY(TX) (5.52)

and it is clear that Ly : L%m — LY(TX) is L%(X)-linear and continuous. We shall write L; :=
f(f £, dr for the operator defined by the above formula. Notice that from

\LS((UT))—Lt((UT))\—‘/tsér(vr)dr‘ g/ts w)ldr  m—ae.

it follows that t — Ly((v,)) € L%(TX) is continuous w.r.t. the L?(TX)-topology.

We call L : L?cm — C([0,1], L°(TX)) c LY, the resulting map, i.e.

L((Ur))t = Lt((vr))> vt e [07 1]' (553)

Notice that (5.51)) ensures that L((v,)) € LF;, C L%, for any (v;) € L?m. Below, to simplify the
notation, we shall write L(v) in place of L((v;)), as well as L;(v) in place of L;((v,)).

Proposition 5.4.3. Let ¢; : L9(TX) — L%(TX) be a Borel family of L°-linear and contin-
uous maps from LO(TX) into itself satisfying (5.50) and define L : L?%([O, 1], LY(TX)) —
L3;,((0,1], LX(TX)) as in (5.53), (552). Then:

i) for every (z) € L?,,([0,1], L°(TX)) there is a unique (v;) € prm([(], 1], L°(TX)) such that
vy = Ly(v) + 2z, a.e. t, m—a.e.. (5.54)
i) if (z) € AC']%M([O, 1], L%(TX)), then the unique (v;) € L3, ([0,1], L°(TX)) solving (5.54)

admits a continuous representative in AC%, ([0,1], L(TX)) for which (5.54) holds for every
t € [0,1] and moreover

(5.55)

’(')t = Et(vt) + Z"t, a.e. t,
vo = 20-

Proof.
(1) For (v:) € Lfcm and s € [0,1] we shall define |(vt)|L% ([0,8)) € L9(X) as

2 B 2
= -2 dr,
W22, (10,5) /0 vy | dr
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so that |(Ut)|L§Z.I([O,1]) = |(Ut)’L§m- We claim that for every n € N and (v) € L3, we have

n tnén
L"0)zz, o < 7101220 (5.56)

where G := fol |I;]? dt. The case n = 0 is obvious. Assume we proved the claim for n and let us
prove it for n + 1. We have

L0 oy = [ e oPas= [ | [T artas

g/o (/ 6P ) L) o.g) 05
" Gn+1

n 2
< o /05 ‘(Ut)|L§m([o,s])d5

tn+lén+1
< 4(n+1)! ‘( )|L?m([07t})7

where in the starred inequality we used (5.50) and the induction assumption. From (5.56) it
follows that ), ]L"(v)]Lf% < 00 m-a.e., hence the series ) L"(v) is a well defined element

of L%m (meaning that the partial sums form a Cauchy sequence in Licm) It is clear that the
operator (v¢) = >, -y L"(v) is the inverse of Id — L, indeed

Id L n o n 1 __ 7N+1 —
)Y L = lim(Id — L) Z L"(v) =limv — LY} (v) = v
neN n=0

and similarly >, .y L"((Id — L)(v)) = v. Thus (v;) € L%, solves (5.54) if and only if v =
> nen L"(2), proving existence and uniqueness.

(1) By (4.49) we know that L(v) € AC’]%Z-I for any (v) € Lfcm, thus if (z) € AC’JQ%C as well, we
have that the right-hand side of (5.54)) is in ACJZM. By the previous step, such right-hand side
is the required representative of (v¢) in A02 for which (5.54)) holds for every ¢ € [0,1]. Then

(5.55) follows from the identity Li(v) 4+ 2z = zo + fo (vs) + 25 ds (recall ( - and the general

property (49). O

Theorem 5.4.4 (Existence and uniqueness of Parallel Transport). Let V € LY(TX) and (Z;) €

L2,.. Then there is a unique (V;) € AC2,, such that
Dt‘/t = Zt a.e. t e [0, 1],
{ Vo=V, (5.57)

In particular, there is a unique Parallel Transport (V;) starting from V.

Proof. Recalling the definition of AC2,,.([0,1], L°(TX)) and that of convective derivative, we see
that (V) satisfies (5.57)) if and only if for v; := dF?(V;) we have (v;) € AC?, ([0,1], L%(TX)) with

{ vy = dFtO(Zt — vng(vt)bt) a.e. t e [0, 1], (5 58)
()

=V.
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Thus for a.e. t € [0,1] we define ¢; : L°(TX) — L%(TX) as
bi(v) == —dF (Vg (w)br)

and notice that the bound

229,639
()] < (|AF] [ Vapeybel) o F§ < (JAFP[[AFG(0)] Vi) o g — < Glo| [Vby| o F,

valid m-a.e. for every v € LY(TX), yields |¢;| < G|Vb;| o F{, so that (5.5) ensures that the bound
(5.50) holds. Also, we put

t
2=V —|—/ dF%(Z,)dr.
0

Notice that the bound |dFP(Z;)| < (|[dFP||Z:|) o F} < G| Z¢| o FY (having used (5.8)) ensures that
the definition is well-posed. It is then clear from (4.49)) that (z;) € ACJ%iz.

We can therefore apply (i) of Proposition above with this choice of (¢;) and (z;): we thus
obtain the existence of (v;) € ACJ%W([O, 1], L%(TX)) satisfying (5.58), so that ¢t — V; := dF}(vy) is
the only solution of (5.57)), as desired. O

5.5 WZ2(]0,1], L°(TX)) as intermediate space between J'?(w) and #?(m)

var

In this section we compare the main definitions given in this manuscript with those provided
in the earlier paper [61]: we shall prove that in a very natural sense - see below - the
space Waar([0,1], LO(TX)) lies between the spaces J52(m) and #12(x) for relevant m’s. For
this reason, we refer the reader to the definitions given in Section (3.1

Let us fix now a regular plan 7, with initial distribution p (associated to b). The situation
is different now: from the uniqueness of Regular Lagrangian Flows it easily follows that e; is
m~essentially injective for any ¢ € [0,1], the left inverse being Fj; o FP. It is clear that for any
t €[0,1] we have

(FO o Fto) ocer = Idc([071}7x) ™, — a.€.,

0 (5.59)

eo(FyoFy) =Idx (er)sm, —a.e..
Now notice that since (e;)«m, < m, we have a well-defined pullback map e} : LY(TX) —
ef L°(TX); we shall often denote this map ¥; rather than ej, i.e.

U, LYTX) — e L%TX)
Vv — e (V).
Similarly, defining up to m-negligible sets the Borel set A; := {d(eé)n’;ﬁ“ > 0}, we have that
(Fyo Fto)*m|At < (Fy o F)i(e)«m, = m, and therefore we have a natural pullback map (F o
F2)* e L%(TX) — .#, where for brevity we denoted by .# the LO(X,m| At)—normed module
(Fyo F)*e; L°(TX, ). Then from and the functoriality of the pullback we see that .#
can, and will, be canonically identified with the restriction LO(T X)| A, of L%(TX) to the set A;. In
turn, such restriction can naturally be seen as the subset of LY(TX) made of vector fields which
are m-a.e. 0 on the complement of A;: we shall denote by .# > v — Xa,v € L°(TX) the inclusion
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map of .# in L°(TX) (a similar construction can be made using the ‘extension’ functor defined
in [62]). In summary, we have a natural map ®; from the L°(7r,)-normed module e} L°(TX) to
the L°(m)-normed module L°(TX) defined as

O, : efLN(TX) — LY(TX)
v — Xa, (Fy o Fto)*(v).

From ([5.59)) and the functoriality of the pullback we see that

Uy (Dy(v)) = v, W € ef LY(TX), (5.60)
(T (V) = Xa, V. VYV € LY(TX). '
The maps ¥y, &, naturally induce maps ¥, ® by acting componentwise:
e Iliepy LATX) — VE(my) ®: VF(mu) — Il L(TX)
(t— V) = (t— Uy(W), (t=vy) = (t= D).

We have already noticed that VF(mr,) comes with a natural structure of module over L%(7r,,) (but
not of L%(m,)-normed module) given by componentwise product. We also define a structure of
L°(X) module on Hte[ﬂ,l] L°(TX) by putting, in analogy with (5.20):

fx (V)= (foF)V)  Vfel)X), V)e [] LATX).
te(0,1]

These two module structures are related, indeed for f,(V;) as above, the identity F o e; = eg
valid 7 ,-a.e. gives
i(foFYVi) = foFoeef(Vi) = foeyef (Vi)

and therefore

(% (Vi) = f o eo W(V). (5.61)
A Borel time regularity of VF(7,) is expressed in terms of Definition The time regularity
[Ticp LY(TX) can easily be defined using the fact that [Ticp LY(TX) is the set of maps from
[0,1] to LY(TX).
We define the set TestIl C [],cp0 1 LY(TX) as the vector space

TestIl := {t > ZXAi x (pi(t)V;) for n € N, A" € B(X),V; € TestV(X), ¢; € Lip([0, 1])} :
i=1

Now notice that for T' C C([0, 1], X) Borel, the set I'g := (F)~}(I") C X satisfies Xr, o eg = Xr

m,-a.e., therefore (5.61]) gives
W (xr, % (Vi) = xr ¥(V)) (5.62)

and thus
TestVF () = U (TestlI).

Notice that arguing as in Proposition it is easy to check that (V;) € [],ep 1 LY(TX) is
Borel (as a map from [0,1] to L°(TX)) if and only if ¢ — (V;, Z;) € L°(X) is Borel for every
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(Z;) € Testll. Then keeping in mind the simple identity (¥;(V), U4(Z)) = (V, Z) o F} o ey valid
m,-a.e. for every V,Z € LY(TX) and the fact that e is 7 ,-essentially injective, it is easy to see
that (v;) € VF(m,) is Borel (in the sense of Def. if and only if it is of the form ¥(V.) for
some (V3) € [ieqo1] L°(TX) Borel.

Having in mind the definition of .#?(m,), it is then clear that

1 1
g2(ﬁu):\ll<{(%)€L8aT : // |V}|20F8dtdu:/ /]Vt]zoetdﬂ'udt<oo}>.
0 0

To define the spaces # 12(m,), #1%(m,,), we first described differentiation of test vector fields
along 7, by means of the operator D (see (3.4))). We do the same with TestIl. We start defining
D; : TestIl — LY, as the linear extension of

Di(Xa X (0(t)V)) :=Xa X (¢ (t)V + ©(t)Vp, V), a.e. t €[0,1], (5.63)

for A € X Borel, ¢ € LIP(]0,1]), and V' € TestV(X), and thus having for the convective derivative
Dy : TestVF(m,) — Z?(m,) that

DU(V.):=¥(D,V.)  V(V;) € Testll. (5.64)

An important property of vector fields in 7 I’Q(Wu) is that they admit a continuous represen-
tative. Another way to phrase this property is by saying that

for every (v;) € #%*(m,) there is a unique (V;) € VF(m,,)

5.65
with v; = ¥ for a.e. t such that ®(V.) is in C([0, 1], L%(TX)) (5.65)

(from Proposition it is easy to see that the statement [61, Theorem 3.23] implies this
property). In what follows we shall systematically identify elements of J#12(m,) with their
continuous representatives. Another crucial property of elements of .57 12(7&'“) is the absolute
continuity of the norms:

. d
(vi) € 212 (m,) = (t= |w?) € AC*([0,1],L%w,)) with a|vt\2 = 2(v¢, Dyvy), a.e. t.
(5.66)

As mentioned, our goal in this section is to prove that the space Wq}az is ‘intermediate’
between 5#12(mw,,) and #1%(m,). To make this statement rigorous we should actually consider
\I/(Wvla?“) and enforce L2—integrability of both the vector field into consideration and its convective
derivative. We are therefore led to define the ‘intermediate’ space

Interm(m,) := {¥(V)) : (V) € WL2 and w(V),¥(D.V) € 32(71'“)},

var

so that the main result of the section can be stated as
AV (w,) C Interm(w,) < #H(w,) (5.67)

with compatible convective derivatives, see Proposition below for the precise statement. It
is worth to point out that once these inclusions are proved, from the completeness of Wil it is
not hard to prove that Interm(w,) equipped with the #12(m,)-norm is a Hilbert space.

The proof of is based on the following lemma:
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Lemma 5.5.1. Let (V;) € Woir([0,1], LO(TX)) and f € Test(X). Then t — df(V;) o FL belongs
to W12([0,1], L°(X)) and

d

i — (df(V;) o F§) = df(D¢Vi) o Fy + Hessf(V;, by) o F, a.e. t, m—a.e.. (5.68)

If moreover (Vi) € AC2,.([0,1], L°(TX)), then we also have that t — df(V;) o F¢ belongs to
AC2([0,1], I9(X)).

Proof. Tt is clear that for (V;) € C([0,1], L°(TX)) the map t — df(V;) € L°(X) is continuous,
so that by Lemma also t +— df(V;) o F{ is continuous. Thus the statement for absolutely
continuous vector fields follows from the Sobolev case and in what follows we focus on the latter.

Let A C lefi([O, 1], L°(TX)) be the collection of vector fields (v;) for which the conclusion
holds for V; := dF{(v:). We shall prove that A has the properties (0),--- , (iv) in Proposition
[4.4.7], so that such proposition gives the conclusion.

By the linearity in (V;) of the claim and of dF{, it is clear that A is a vector space, i.e. (0)
holds. (i) follows from property of the differential dF{ and (ii) by direct computation
based on the identity Di(¢(t)Vi) = ¢'(t)V; + ¢(t)D;V;, which in turn is a direct consequence of
the definition.

For (éii), let (vy*) C A be Wfllfi—converging to some (v°) € W}Zi([() 1] L0
dF{(v}) for every n € N and t € [0,1]. We want to prove that V;>*
conclusions in the statement. Since (v}') — (vf°) and (0f) — (97°) in L?m

fm([(] 1], LY(TX)), Proposition and the very definition tell that
(D V) — (DyV,>) in LY,,.([0,1], L°(TX)). Tt follows that

var

—

TX)). Put V" :=
Fj(vg°) satisfies the
[0,1], LY(TX)) —

Vi) = (V) and

,\Ao«.

df (V) o Fy - df (V<)o Y
AF(DV") o Fy +Hessf(V) b o Fy = df(DiV®) o Ff + Hess f(Vi®,by) o F}

in L°([0,1], L°(X)). Since (5.68) holds for (V;*) and |(v}*)|;12 — [(v7°)|,y1.2 in LO(X), by Propo-
fiz fiz
sition the claim will be proved if we show that

(@) 0 Flwns < GI0P) i, m— ae. (5.69)

for every n € N for some G € L°(X) possibly depending also on f. Since |df| € L>(X) we have

(15.24)

PO 0 Filie < CIViz,, = Gl . m—ae.

and since also |b| € L>(X x [0, 1]) we also have

|df (DeV;") o Fg + Hessf (V" be) o Fy| 2 < Cl(DeVY") |12, + CUV") g, |([Hessf| o Fp)| 2

var var

(by @21, B:26) < Gl(w)ly 12 (1 + |([Hessf| o Fy)l.2)
(by (5.4)) for [Hessf| € L*(X)) < G’(’U?HW}@, m—a.e..

The claim (5.69) follows.
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To prove (iv) we use Proposition let ¥ € LO(TX) and put V; = dF}(v) for t €
[0,1]. Then it is clear from Proposition that ¢ — df(V;) o F} = d(f o F})(v) belongs to
Wt2([0,1], L°(X)) with

d

S(AF (V) o F) = d(df(by) o E)(@) = d(df (b)) (V) 0 Ff = (Hessf (Vi, b) + df(DVA)) o EY,

for a.e. t, having used the definition of D, in the last step. This proves (iv) and gives the
conclusion. O

From this lemma and the language recalled in this section we easily obtain the following:

Corollary 5.5.2. Let (z;) € #V%(m,) and (V) € Wiz, Put vy := Uy (V;). Thent — (z,vs) €
LO(w,,) belongs to W2([0,1], LO(m,,)) with

d
d—t(zt,vt> = (Dyzs, vi) + (z¢, Ui (D V), ™, —a.e., ae. t€0,1].

If (z¢) is identified with its continuous representative and (Vi) € AC2,,, thent — (z¢,v¢) € LO(m,,)

belongs to AC?([0,1], L(w,)).
Proof.
STEP 0. We prove the last statement assuming the first claim. Notice that
©-60)
(22, W (Vi) B2 (Wi(@1(20)), Wu(VR)) = (@1(20), Vi) o e = (@(20), Vi) o Foey = ae.

Hence if (z;) is continuous (recall (5.65))) and so is (V;), Lemmal5.2.1]ensures that ¢ — (®4(z;), V;)o
Ft € L%(X) is continuous, thus the above shows that so is t — (z;,v¢) € LO(m),).

STEP 1. We assume that (z;) € TestVF(m,,), say (z;) = ¥(Z.) for (Z;) := > Xa, % (¢i(t)g:V fi) €
TestIl, with A; Borel, ¢; Lipschitz and f;, g; € Test(X). Notice that by the very definition
we have

(Z,V)o Fy = Xawpi(t)gio Fy(Vfi, V) o F§,  Vte[0,1], V € LYTX). (5.70)
=0

Noticing that (¢t — g;0 F) € W2([0,1], L%(X)) with derivative 4 g;0 F} = dg;(w;) o F} and using
Lemma above, it follows, by the very definition of W12([0, 1], L%(X)), that t ~ (Z;, V;)o F} €
LX) is in W12(]0,1], L°(X)) with

(2 Vi) o By = 3" X, (0(0) 0 (Vi DIVi) + Hess (Vi w)
1=0

+ Q1) 9: (Vi Vi) + @ilt)dga(w) (V1. Vi) ) o F
(by (5.63)) = (Z1,D\V;) o Fy + (D Z,,V;) o F}y

and thus (recall also (4.37)) for (£!)%-a.e. t,s € [0,1] with t < s we have
S
(Z, Vi) 0 B — (Z,, Vi) o Ft = / (Z,,D,V,) o Fl + (D, Zo, Vi o Fidr,  m—ae. (5.71)
t
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Now observe that pre-composing the defining identity |¥;(V)| = |V| o e; valid 7 -a.e. by Fjj and
using the second in ([5.59)) we get

|U(V)| o Fy=|V|oFl,  m—a.e. on Ay, VYV € LY(TX) (5.72)

(recall that A; := {d(efi)in’;ﬂ” > 0}). We thus multiply (5.71) by Xa, and pre-compose it by eg, then
use (5.72) and the first in (5.59) for t = 0 and observe that Xa, o eg = 1 7 -a.e. to get that for
(LY)%a.e. t,s € ]0,1] with t < s we have

<zs,v5>—<zt,vt>:/ (20, U, (D V) + (Dyzeswi)dr, w0, — ae., (5.73)
t

having recalled (5.64). By (4.39)), this proves our claim in the case (z;) € TestVF ().
STEP 2. For the general case, we start claiming that for (z;) € #1%(m,) we have

()| Lo < 2(I(ze)|12 + |(Deze)l12), (5.74)

where here and below we adopt the notation | - |z introduced in Section referring this time
to the space LO(m,) in place of L%(m). Indeed, from (5.66) we see that |5|z[?| < |z|* + [Dyze|?
for a.e. t and thus after integration we obtain

tVs 1
|z* < |z +/ |z, |2 + |Dyz, |2 dr < |z4)? +/ |z,|> + |Dyz,. |2 dr T, —a.e.,
tAs 0
for (£L1)%-a.e. t,s € [0,1]. Integrating in s we deduce (5.74)).
We shall use (5.74) in conjunction with Proposition to conclude. Thus let (z
V2 (7,) and (z) C TestVF(m,,) be #'1%(m,,)-converging to it. From the definition of % 12(
norm it is clear that

t) €
bis

w-

(zi'sve)  —  (zt,v)
<Z?7 ‘I’t(DtVZ» + <Dt2?,Vt> — <Zt, ‘I’t(DtVZ» + <tht>Vt>
in L9([0,1], L°(7,,)) and that
w
@) — [(@)lr2, |(Dezi)|2 = [(Dize)| 12

in L(7,,). Also, from the definition of ¥ we have that [(¥(V.))|z» = |(Vi)|zz, o e, thus

(@ vl < 1z e2l(vi)lzee = [(z)|22[(Ve) g, © eo
by BZD) < GIEI(Wlyz o co,
and
[z, Vi(DeWh)) + (Dezi' vl < [(28)|oee [(We(DeVi)) 2 + [(Dezf') [ 2| (ve) | Lo
by BZD) < GlWlysz oo (1) + (D) 12).
Hence Proposition gives the conclusion. ]

The main result of the section can now be proved rather easily:

108



Proposition 5.5.3. The inclusions in (5.67) hold and the underlying notions of convective
derivatives agree, i.e. for (V;) € Woar such that v. :== U(V) € L%(m,,) we have Wi(DiVy) = Dyvy
for a.e. t €10,1].

Proof.

STEP 1. We prove the second inclusion in and the identification of convective derivatives.
Let (v¢) € Interm(w,), say (v¢) = W(V.) for (V;) € Waer. Also, let (z) € TestVF(7,) be
with compact support in time in the sense of . Then from Corollary above, since
TestVF(w,,) C #12(m,), we obtain that

1
/0 (z,, V(D V;.)) + (Dyzy, vpr) dr = 0 T, — a.e..

The integrability assumptions coming from the hypothesis ¥(V.) € Interm(w,) and (z;) €
TestVF(m,,) ensure that the left-hand side of the above is in L*(#r,,), thus upon integration we see
that holds with v; = W, (D;V;) for a.e. t € [0,1]. By the arbitrariness of (z;) € TestVF (),
this is the claim.
STEP 2. We prove the first inclusion in (5.67). Let (z) € #"?(m,) be identified with its
continuous representative as in (5.65). Put Z; := ®;(D;z;) and V := ®y(zg) and notice that the
identity |®4(z)| = Xa,|z| o Fjy o FY gives |®:(z)| o F{ = Xa,|z| o Fy;, which in turn implies, thanks
to (Dyz;) € L?(m,,), that (Z;) € L2,,.
By Theorem there is (a unique) (V;) € AC2,, satisfying with these choices of
(Z:), V. To conclude the proof it is therefore sufficient to show that ¥;(V;) = z; for every ¢ € [0, 1].
Notice that the identity |¥;(V)| = |V| o e; gives that t — |¥(V})|? is in AC?([0,1], LO(w,,)) with
410, (V)2 = (U (V4), By(D;V;)). Thus taking into account (5.66)), Corollary and Theorem
we see that t — |z; — U (V3) |2 = |z:| + [ (V2) |2 — 2(z¢, U+(V4)) is in AC?([0,1], LY (7))
with derivative given by

d
3l = WV = (o, Dyza) + (W4(Vi), W DIVA)) — (z, W(DyYA) — Dz, (V) =0, e t
having used the fact that Wy(D;V;) = WU (®4(Dyz¢)) = Dyzs. Since Vo (V) = Wo(Po(z0)) = zo, the
conclusion follows. O
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Chapter 6

Local convergence in measure of
gradients of flows associated to
Sobolev vector fields

The main content of this chapter, that will be a part of a forthcoming work with N. Gigli, is to
show the following theorem in the Euclidean setting.

Theorem 6.0.1. Let p > 1 and b™,b: [0,T] x R? — R be such that there exists Cy > 0 such
that ||b"(| Lo (j0,71xRay < Co, for every M > 0 there exists Cay > 0 such that

Sup (esssupte[o,T} HD:cb?HLP(BM(o))) <Oy

Assume b" — b in L'([0, T, VVli’f(Rd)) and sup,, fUT |divdy || oo (ray At < c0. Consider the associ-
ated regular Lagrangian flows F™. and F!. Then there exists a subsequence such that

VF"™ — VF! locally in measure. (6.1)

We want to compare the assumptions on the Sobolev regularity of vector fields which ensure
local convergence in measure of the associated flows with the ones ensuring . Under the
assumptions that the limit vector field belongs to L%le P and the sequence converges in L,},x,
plus Lg% equibounds on the sequence and L} LY equibounds on the divergence, the stability at
order zero of flows, namely local convergence in measure, can be proved (see e.g. [43, Theorem
2.9]). For the local convergence in measure of the differentials of the flows, we don’t need any
condition at second order neither on the converging sequence nor on the limit vector field, by
taking advantage of to the fact the gradient of the flow satisfies a linearized ODE; however, we
assume stronger conditions at the first order, namely convergence of the sequence of vector fields
to the limit one in L} Wa® and it turns out to be necessary.

The reason for which we got interested in such a problem is that we originally proved the theorem
of existence and uniqueness of parallel transport in ncRCD(K, N) spaces (Theorem along
flows of an autonomous Sobolev vector field; moreover, the same trivially holds for flows of
piecewise-in-time autonomous vector fields. Then our goal was to study time dependent vector
fields as limits of piecewise-in-time autonomous ones. For this reason, our strategy was based
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on the understanding of an analogue of in the nonsmooth setting. Later, we realized that
existence and uniqueness could be proved directly in the case of time dependent vector fields
satisfying the conditions at the beginning of Section [5.1
The presentation is organized as follows. We recall in Section [6.1] in which sense a regular
Lagrangian flow is differentiable with respect to the initial conditions and solve the linearized
ODE

OV F!(z) = Dby(Fi(z)) VFi(x).

We provide in Section a counterexample in which does not hold. In this example, we con-
sider in R a sequence of vector fields (v™) for which sup,, ([[v™ || Lo (0, 71x&) + |020F || oo ((0,11xR)) <
oo, v" = v € LY([0,T], LY (R)) for every p € [1,+00], but it is not true that d,v" — dyv €
LY([0,T], L{ .(R)). Then, in Section we exploit that VF!(x) solves the linearized ODE in
order to pass to pass to the limit along a sequence of vector fields and prove the stability result

in Theorem [6.0.1]

6.1 The ODE solved by VF!(x)

We explain in this section in which sense a weak notion of the gradient of the flow map solves for
fixed = the linearized ODE
OsVFf(x) = Dbs(F/(z))VF}(z). (6.2)

The idea is to tailor Proposition [5.3.2] in the Euclidean setting; however, the last proposition is
proved under the assumptions that (b;) € L*([0, 1], Wé’2(TX)), |be|, |div(be)| € L>(]0, 1] x X) and
for some z € X and R > 0 we have supp(b;) C Br(z) for a.e. t € [0,1]. To this aim, we prove
that the following version of Proposition holds in the setting of ncRCD(K, N) spaces with
more natural assumptions on the vector fields, the same under which Theorem holds. The
results will be used later in the Euclidean setting.

Proposition 6.1.1. Let (X,d, m) be a ncRCD(K, N) space. Let Ff be the regular Lagrangian flow
associated to (by) € L1([0,T], Wé’Z(TX)) such that div(b;) € L1([0,T], L>=(m)), |b| € L>=([0, T x
X). Then for every f € Test(X) and t € [0,T], the map s — d(f o ) is in AC%([0,T], L%(T*X))
and we have

i A 0 B —d(f o FY)

lim - = d(df(bs) o F}) in L°(T*X) for a.e. s. (6.3)

Proof. Step 1: assume that b has bounded support, namely for some z € X and R > 0 supp(b;) C
Bpr(z) for a.e. t € [0,T]. We define

G(t) = ”diVthLoo(m) + HthWé‘Q(TX)

and h(s) := [; e+ G(r)dr, where h: [0,1] — [0,T¢], where T, = € + fol G(r)dr for some € > 0. h
is strictly increasing and absolutely continuous, with inverse g. We have that

1 1
/
g(t)= = for a.e. t € [0,T¢].
= W) ~ e G .
Therefore, g’ G o g € L>([0,T.]). We define vy := by ¢'(t) for a.e. t € [0,T.]. We check that v
satisfies all the hyphothesis of Proposition We check that |vi| € L>([0,T] x X). We call
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for simplicity a(t) := [|bt[| oo (m). We check [[a o g|| e (o,1.))
from the fact that for every M > 0 for which £*({a > M})

0:/ ldt:/ g'(t)dt
{a>M} 9~ ({a>M})

and the fact that ¢’ > 0 for ae. ¢ yield £ ({g~'({a > M})}) = 0. Therefore, ||v¢]poo(m) =
16g() Ioo(my 19" (1) < %Hbg(t)HLoo(m) < %H'UHLOO([QTe}XX) for a.e. t. Similarly, it can be readily
checked that supp(v¢) C Bgr(z) for a.e. t € [0,T¢]. Moreover, (v;) € LQ([O,TE],Wé’2(TX)) and
|div(ve)| € L>®([0,Te] x X), as a consequence of the fact that ||divey||zeom) + HthWé’Q(TX) =
g (t)G(g(t)) € L>=([0,T¢]). Let F be the regular Lagrangian flows associated to v. Therefore,

Proposition H applies, having that there exists a m-negligible Ny C [0, T¢] such that, for every
te€[0,T] and s € [0,T] \ No and f € Test(X), we have

< |lall e (o,r7)- Indeed, this follows
= 0 the change of variable

i A0 0 B —d(f o 1)
h—0 h

= d(df(vs) o F¥) in L%(T*X). (6.4)

Let F' the regular Lagrangian flows associated to b and by its very definition, for every ¢ € [0, T
we have that for every t € [0, 7], m-a.e.

Buf 0 FOY) = df (b)) 0 FI0)g/(5) = df (v) 0 FES) for ae. s € 0, T.).
By uniqueness of regular Lagrangian flow associated to v it follows that (the other properties are
trivially verified)

Fy? Fg(( )) for every t,s € [0, T¢].

We define N7 := Ny U {g is not differentiable or ¢’ = 0} and .Z*(N;) = 0. Therefore, from (6.4)
and the last consideration for every s € [0,T]\ Ny

i Fi™ —d(fo P 1 A(fe FIST) —d(f o YY)

h—0 h ~g'(5) h>0 h

= d(df(by(e) o FS))  in LYTX),

Using that g is bijective and that £*(g(N1)) < 1.21(Ny) being g 1/e-Lipschitz, we get for
every s € [0,7] \ N with N = g(Ny).

Step 2: we prove that holds withouth assumption on boundedness of the support of b. We
fix o € X, R > 0 and we call M := ||b].z. We consider ¢ € Lipy,(X) such that ¢ =1 on

Briam(o) and ¢ < 1, define b = p b, for a.e. t and call it its associated regular Lagrangian flow
F. Notice that Ff(x) € Bgrya(o) for every t, s for every € Br(o), whence Ff = Ff on Bgr(o).
By locality of the differential of Lusin-Lipschitz maps and the fact that @ o F = 1 on Bg(o), it
follows that

d(foFy)=d(fo Fts) on Bg(o),
d(df(bs) o Ff) =d(¢o Ffdf(bs) o Ff) = d(df(bs) o Ff) = d(df(bs) o Ff) on Bg(o).
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The previous considerations and Step 1 gives that for every s1, so with s1 < so we have
XBr(0)d(f © F?) = XBr(o)d(f © FY') = XBr(o)d(f © FT?) = XBp(o)d(f o Fi)

52 B B s2
= XBn(o) / d(df(b,) o F})dr = X B (o) / d(df(by) o F})dr
s1

S1

thus having that by arbitrariness of R that for every s1, so with s; < so we have

Ao B —d(f o Bt = [ a(af(v) o ) ar

S1
whence s — d(f o F¥) belongs to AC?([0,T], L°(T*X)) and (6.3)) holds. O
We recall the notion of approximate differentiability (from [43 Appendix B)).

Definition 6.1.2 (Approximate gradient). We say that a Borel map f: R? — R¥ is approzimately
differentiable at the point x if there exists a map f, differentiable in the classical sense at x, such
that f(z) = f(z) and such that {y: f(y) = f(y)} has density 1 at x. Moreover, we denote by
Vof(x) = Vf(x) and we call it the approximate gradient at the point x.

Remark 6.1.3. We recall that, if f: R — RF has the Lusin-Lispchitz property, then it is
approximately differentiable at Z%a.e. z € R%.

The connection between the differential df and the approximate gradient V,f is given the
following proposition. We denote, for every ¢, by m; the coordinate maps m;(z): = z; and we
recall that {dm;}; is a local base of L?(T*R%).

Lemma 6.1.4. The linear map ®: LO(T*RY) — LO(RY,RY) defined for v = Zle aldm; €
LY(T*R?) with a' € L°(R?) for every i as

d(v) = (a',...,a?) (6.5)

is an isomorphism of LO(Rd)—modules which preserves the pointwise norm. Moreover, it holds
that, given a Lusin-Lipschitz function f,

®(df) = Vaf. (6.6)

Proof. The claim that ® is an isomorphism of LO(Rd)—normed modules which preserves the point-
wise norm is proved straightforwardly, noticing the fact that (dm;,dr;) = d;; a.e. on R,

It remains to prove . We claim that it holds for f Lipschitz. By definition of &, it follows
that ®(dm;) = e; = Vm; for every i. By linearity of both members, given g(z) = ¢ -z, we
have that ®(dg) = ¢ = Vg. Consider an enumeration {c'} of Q?. We fix ¢ > 0 and we define
E;: = {x: f is differentiable at = and |V f(z) — ¢!| < €} for every i € N. By Rademacher theo-
rem, we have that (E;); is a partition of a.a. R?. We fix one such index i. We define h(z) = ¢’ - x,
we have that |V(f — h)(z)| < € for every € E;. Moreover, in every point of differentiability
of f (hence also of f — h), it holds that lip(f — h)(x) = |V(f — h)(x)|, which together with the
fact that |d(f — h)| < lip(f — h) holds a.e. on E; yields that |d(f — h)| < r a.e. on E;. By the
triangular inequality, we have

|®(df) — Vf] < |®(d(f — h))| + |®(dh) — VR| + |V(f — h)| holds m-a.e. on E;,
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hence we notice that the second term is zero and that ® preserves the pointwise norm. Therefore,
this gives that |®(df) — Vf| < 2¢ on E;. By repeating the argument for every i, we get that
|®(df) — Vf| < 2¢ a.e. on RY. By the arbitrariness of €, we prove the claim.

Given a Lusin-Lipschitz f, consider an a.a. partition of X on which f |4, is Lispchitz and, for every
i, f* € Lip(R?) such that f = f* on A;. By the definition of df, the L°(X)-linearity of ® and the
fact it preserves the pointwise norm, we get that ®(df) = (> oo, xa,df?) = D oo; xa, P(df?) =
>, x4, V£ holds a.e.. To conclude, we notice that for every @ € A; which is a differentiability
point of f* and a density point for A; it holds that V fi(x) = V. f(z). O

Due to consistency of notation, we denote V, = V.

Proposition 6.1.5. Let (b;) € L'([0,T], W52(R%)) be such that divb € L'([0,T], L=(R%)),
|b;| € L=([0,T] x RY) and (F}) the associated reqular Lagrangian flow. Then for everyt € [0,T],
for m-a.e. x the map (s — VF(x)) € WH([0, T],R¥™*?) and

OsVF{(x) = Dbs(Fy(x)) VF{(x).

Proof. We call (F{(x)); the i-th component of Fy(x). We fix t € [0,7]. We apply Proposition
@ in (R?,d., .29 as follows. We fix 4 and R > 0 and we call M := [bllLge,. We consider
f € C*(R%) such that f(x) = x; on Bryra(0). We recall that, by definition of d, for Lusin
Lipschitz g and Borel E' it holds that xgdg = d(xrg). Applying Proposition and the last
consideration, we have that for a.e. s € [0, 7]

d((FFM):) — d(Fy)s) d(XBr() (FFT)i) — d(XBr() (F¥)s)

= lim

X Br(0) lim

h—0 h h—0 h
iy Y00 £ 0 B = A f 0 )
h—0 h
o d(foEfTMy —d(fo Fp .
= oo i WL ZATED g, 0 F)

= d(XBR(O) df(bs)o Fy) = d(XBR(O) bi o Fy) = XBgr(0) d(bi o Fy).

the limit intended in L°(T*R%). By arbitrariness of R and repeating the argument for every i, we
have that there exists a negligible set N C [0, 7] such that, for every i = 1,...,d and for every
se€ [0, T\ N
L)) — d(E))
h—0 h
We apply Lemma to (6.7), thus having that [0,7] > s +— V(F$); € L°(R?,R?%) belongs to
AC?([0,T], L°(R?,R?)) and for every s € [0,7] \ N

= d(b o F}). (6.7)

Lo VUE) = V((F?).)

— 7 s
h=0 h = V(o )

the limit intended in L°(R? R?). Collecting the results for every i we get

h
A VF? = lim M
A =

Jim - =V(bso F}) = Dbso F/ VF},
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the limit intended in LO(R% R?*?). Since (s — V(F});) € AC%([0,T], L°(R?,R%)), there exists
(s 05) € L2(]0,T], L°(R?, R?)) such that for every z € LO(R¢, R?) we have that for m-a.e. z the
map (s — (V(Ff);, 2)(x)) € WH2([0,T]) and

Os(V(FY)i, 2) () = (b5, 2) ().

It can be readily checked that ©5 = Db%(F¢(-))VFy. Considering z = e for every k in the last
equality we obtain that for m-a.e. x the map (s — V(F});(x)) € WL2([0,T],R?%) and

OsV(Fy)i(w) = Db(F} () VF}.

Putting all together, we get that, for fixed ¢ € [0,77], for m-a.e. x the map (s — VF?(z)) is in
Wwh2([0, T], R¥*9) and
OsVFEf(z) = Dbs(F/ (x))VF(x).

O]

Remark 6.1.6. We point out that the conclusion of Proposition [6.1.5]is already known in lit-

erature and can be derived at least in the following two ways under the same assumptions on
b:

i) the first proof can be derived combining the following results. Le Bris and Lions treated in
[81] the vector field in R2? By(x,h) := (bs(x), Dby(x)h), proving existence and uniqueness
of regular Lagrangian flows (notice that B does not satisfy the hypthesis of DiPerna-Lions
theory). By looking at the last d components of the regular Lagrangian flows W (¢, z, h),
we have that for #?%-a.e. (x,h)

O W (t,x, h) = Dby(Fy(x))W (t,z,h) for a.e. t, W(0,z,h) = h.

They also proved that W (¢, z, h) is the differential in measure of the flow F{(x) (in the sense
of [13]); moreover, in [13] it is proved that W (t,x, h) = W (t,2)h, where W: [0,T] x R? —
R*4, By linearity in h it is easy to obtain the last equation for .#%-a.e. z, for every h. To
conclude, the Lusin-Lipschitz property for p > 1 grants that for every t,s € [0,7] F! is £
a.e. approximate differentiable (see [43]), with approximate gradient VE}(-) equal .Z%-a.e.
to W(t,-) (see [13, Theorem 4.2));

ii) a direct proof in [20, Section 2.1], later extended in the same work to the more general class
of nearly incompressible BV vector fields.

6.2 Local convergence in measure of approximate gradients

We start providing an example in which we don’t have the desired convergence of gradients of
the flow maps. As mentioned before, we build in R a sequence of vector fields (v™) for which
sup,, (Hv"HLoo([QT]Xm + ||833U?|’Loo([0’T}XR)) < oo, v" — v € LY[0,T], LY (R)) for every p €

loc

[1,4+00], but it is not true that d,v"™ — d,v € L1([0,T], Li (R)). Before introducing it, we need

loc
to recall a weak notion of convergence of vector fields we will use.
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Definition 6.2.1. Let (b,) € L'([0,T], LL (R?)), n € NU {co}. We say that b, — buo weakly

loc

in time and (locally) strongly in space provided for any ¢ € C.(R) we have bY — b%, strongly in
LY([0,T), LL (RY)), where we put

loc
by, = / o(t — s)by s ds vVt €[0,7], n € NU {0},
R

and it is intended that by, s = 0 for s ¢ [0,T].

Example 6.2.2. We define for every n the following flow maps, given T < %, fort <T:
X"(t,z) =x +thy(z) forzxeR

where hy(x) := =~

ha) = {x—2j x € 24,25 + 1], 68)

2 —x x€[2j—1,2j].

By a straightforward computation we can rewrite the flow maps as

v+t(32 —z) ze|
ZL‘—Ft(ZE—%)

X"(t,x) = {

and their inverse maps Y™ (t,x), i.e. such that Y"™(t,X"(t,x)) =z
0 o
li—i-t—i_li—l—t# 1’6[%,%4—(14—@;],

Y"'(t,x) =1 T : oo :
{”—Jt%i ve PR+ (147 3.

We define vj(z) = 9, X"(t,Y"(t,2)) = hn(Y"(t,2)). We have that |[v}'|(z) = L|h|(nY™(t,)),
hence: )

||Ug($)||co([0,T]xR) =0
Therefore, v (x) converges to zero uniformly in [0, T] x R and strongly in L'([0,T] x K) for every
compact set K C R. Moreover, we compute for fized t € [0,T):

|0z07'[(2) = |Ouhn| (Y (2, 2))[0:Y " (¢, )]

Therefore, since [0,Y™(t, )| < 27, we have that for L -a.e. x, |0,vp|(z) < t17; therefore v}

1-T>
is Lipschitz with Lip(v}') < which yields

1
I-T’

1
sup sup Lip(v}) < ——.
n t€[0,T] ! 1-T

This grants that X" (t,x) is the classical flow map given by bundling the trajectories (unique by
the Cauchy Lipschitz theory) associated to the vector field vy'; in particular, it is also the regular
Lagrangian flow associated to vi'. We claim that Oyvy® does not converge weakly in time and
strongly in space to 0. To do so, it is enough to find p € C.(R) such that:

T
b o

/ o(t — 5)0zvy (z) ds| dzdt (6.9)
R
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doesn’t converge to zero. Indeed, consider a positive function ¢ € CP(R) with [¢ = 1 and
supp ¢ C Be(0). We recall that 0,07 (z) = h'(nY™(s,x))0,Y"(s,z). We can explicitily compute

1 1
Ao (x) == { T xe[j,ﬁf+(1+t)]
a2 we PR+ g 2
We define K™ := Uy, [22, 22 4 1] We have:
A

Figure 6.1: The function 0,0} (x) is constant in z for fixed ¢ on the grey and white zones.

T—e T—e 1
/ / / (t — 5)0vl (z)ds dxdt—/ / /gp(t—s) ds| da dt
Knn(0,1] KnO0,1] I+s
> K™"nN T — 2e¢).
> L K00, 17— 29
yielding the conclusion, since |K™ N [0,1]] = C > 0, with C independent of n. Moreover, we

define X (t,z) = x which is the classical flow associated to vi(x) := 0. It is straightforward to
check that for everyt X™(t,-) — X (t,-) in L°(£1), while it is not true that 9, X™(t,-) — 0, X (t,-)
in LO(ZLY). Indeed, take p € P (R) such that p < L' < u; we have that:

/\6X" C 0 X ()| Aldy = /]th/na;|/\1d,u()
which doesn’t converge to zero as n — 0.

6.2.1 Proof of the main theorem

This section is devoted to the proof of Theorem [6.0.1] Before doing that, we introduce some
notations and preliminary lemmas. We define B(t, s, z) := Db;(F!(x)). Given x, we consider an
absolutely continuous matrix-valued curve [0, 7] 3 t + A(t, s, z) € R?*? such that

(6.10)

%A(t, s,z) = B(t,s,2)A(t,s,z) for Ll-ae. t,
A(s,s,z) =x

and we consider accordingly, for every n, given z, an absolutely continuous matrix-valued curve
[0,T] >t — A"(t,s,x) € R¥4 such that (6.10) is solved with B"(t,s,z) := Db}'(F™!(z)). We
have, that, for fixed n, one solution of the problem (6.10)) is given by ¢ — VF™.(x), and we prove
that for a.e z this is the only one. We need the following lemma.

118



Lemma 6.2.3. Let b a bounded vector field such that Dyb € L} ([0,T] x RY) for which there
exists a reqular Lagrangian flow F!(x); in particular, we denote by L > 0 the constant such that
F!,. 2% < LZ%. Then there exists a measurable set N C R? such that £%(N) = 0 and for every
r€RI\N

/T DLb(t, FL(z))|dt < oo. (6.11)
0

Proof. Fix M € N. We compute

/ / |D.b(t, F!(x \dtdx_/ / |D.b(t, Fi(z))| de dt
B]\/j B]W
/ [ 1D:bit.2)1aEL, (xo,02") < / / D,b(t,2)|de
0 JFiBa0)
< L/ / | 1Dab0,2)]

A{+T|\b|\

This gives in particular that for .Z%-a.e. x € By (0) (6.16) holds. By doing it for every M € N
we conclude. 0

We will use from now on the notation N for the set given by Lemma We now prove
that for a.e. x the solution to is unique. We consider the following problem for fixed z € R%:
given y € R?, find an absolutely continuous curve vy, : [0,7] — R? such that

{ %yz(t) = _B(t7 S,I‘)yx(t) for fl—a.e. t, (612)

Y=(0) =y

Proposition 6.2.4. Let b a bounded vector field such that Db € L} ([0,T] x RY) and for
which there exists a regular Lagrangian flow F!(x); in particular, there exists L > 0 such that
F! 24 < LLY. Then for every x € R\ N there exists at most one solution to with
B(t,s,x) := Db (Ft(x))

Proof. Step 1. We show that, for every » € R?\ N and s € [0,T], for every y € R? there exists
at most one solution to (6.12). We call B(t) := B(t,s,x). Let y(t) be a solution starting from y.
Uniqueness is a consequence of linearity of the problem and Gronwall inequality. Indeed, [0, 7] >
t — |y(t)| € R is an absolutely continuous curve, so it is differentiable for a.e. ¢t and L|y(t)| <
|B(t)| |y(t)] for a.e. t € [0, T]. Notice that for every x € R™\ N, the curve [0,T] > t + e~ Jo 1B(r)|dr

is absolutely continuous and the distributional derivative % <\y(t)|e* Jo |B(7’)|C“’> < 0. Therefore

0,7] >t — |y(t)le=Jo|B™Id" ¢ R is non increasing, which gives that |y(t)| < |y|elo BO)dr
yielding uniqueness.
Step 2. To conclude, consider two AC solutions A;(t,z), Aa(t,z) of [6.10] such that 4;(0,z) =
As(0,z) = 1d, define C(t,x) := A1(t,x) — Aa(t,x) and use Step 1 by arguing componentwise.

O

Before stating the main result, we need some preliminary lemmas.
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Lemma 6.2.5. Let {7, f € L°(R?) be such that f™* — f locally in measure. Let b": [0,T] x R —
RY a sequence of vector fields such that there exists Coy > 0 such that ||b"(t, ) || oo (jo,1)x ) < Co-
Assume that there exists for every n € N a regular Lagrangian flow F™.(z) associated to b" and
a regular Lagrangian flow F!(x) associated to b. We further assume that for every t,s € [0,T]
F" — F! locally in measure and that there exists L > 0 such that for every n,t,s

Frt gt < L2
Then for every t € [0,T]
fUE™ () = f(FL-)) locally in measure.
Proof. Fix r > 0 and set A :=r + TCy. We fix v > 0. We fix s € [0,7] and we estimate
LUB, N{|f" o F", — f o F| > 7})

< LUB NI o P = fo Pl > 2D + £ B0 {|f o F", — fo Fl| > 1)

< LUBN{IS" = f1 > TN+ LUB O {|f o F'i = o Fl| > 3}) = I +I1.
Since f, converges to f locally in measure, we get that for n large L4 (BN {|f" = f| > 3}) <,
so I < e for n large. We need to show that I < e for n large. We know by Lusin’s theorem
that there exists G(-) € C(B,) such that Z4(By N {f # G}) < e. Since G(-) is uniformly con-
tinuous, we know that there exists §(y) such that, if |z —y| < 6, |G(z) — G(y)| < 3. We define
S = {x € B, : |F".(z) — F!(x)| < §}. By the local convergence in measure of the low maps,
we get 4B, \ S") < ¢ for n large.
We will use the following fact: given a measurable function u: R? — R and an invertible measur-

able function h: R% — R such that there exists ¢, L > 0 such that h,.Z d< i and, for some
r >0, h(B;(0)) C By1.(0)

LB (0) N {uoh #0}) < LLYBrro(0) N {u 2 0}).

Since h is invertible x4y o h = xa. The proof follows by using change of variable formula in the
following computation

ZUBr(0)N{uoh#0}) = /XBT(O) (X{uoh>0} + X{uoh<o}) d-L7
= / Xn(B,0)) (Xfus0} + Xfu<oy) dheZ?

<L / XBy4(0) (X{u>0} + X{u<0}) d.z? = Lgd(Br—I—c(O) n {u # O})

We apply this result twice considering u = f — G and h = F™, and h = F! the second time. We
estimate II as follows, thus concluding the proof

11 = 2B, 0 {|f(F") = f(F)] > 2})
< PUB, NS "N{|GoF™ — GoF! > %}) + 2B, \ S
+ZUB, N {Go F" # foF"}) + LB, N{GoF.# foF})
<e+2LLYBAN{G # f}) < e+ 2Le.
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Remark 6.2.6. Local convergence in measure of the flow maps follows from equibounds on
the L>=([0,T] x R%) norm in time and space of the sequence of vector fields, equibounds on the
compressibility constants, the fact that the limit vector fields belongs to L'([0,T], W,*(R%)) for

loc

p > 1 and local convergence of the vector fields to the limit one in L!([0,T] x R?) (see [43]).

Remark 6.2.7. We recall that, given a measure space (X, ) with u(X) < 0o, 1 < p < oo and
fn, f € LP(1), frn — f in LP(p) if and only if

1) for every v, limp—s oo pn({|fn — f1 > 7}) = 0;
2) given A, € B(X) such that u(A,) = 0, [, [fulPdp — 0.

We recall the proof of the if part. We estimate:

‘/m—ﬂﬂm:/ \h—ﬂmm+/ o= P du
{|fn—fI<1} {|fn—f>1}

s/Mﬁﬁﬂw+% mmw+%/ P da
{Ifn—r1>1}

{Ifa=fI>1}
By taking the limit as n — 400 and recalling that lim,_ 1o p({|fn — f| > 1}) = 0 we conclude.
Lemma 6.2.8. Let p > 1. Let b": [0,T] x RY — R? a sequence of vector fields such that there
exists Co > 0 such that [|b"|| Lo (j0,1)xrn) < Co and for every M there exists Cyy > 0 such that
sup (eSSSUPte[o,T]HDb?HLp(BM(o))> < Cpm. (6.13)

Assume that there exists for every n € N a reqular Lagrangian flow F "2(1:) associated to b" and
a regular Lagrangian flow Fi(x) associated to b. We assume that, for every t € [0,T], F*. — F!
locally in measure and that for every n,t,s F™.() is invertible. We assume Db" — Db in
LY([0,T], LY (R%) and that there exists L > 0 independent of n,t,s such that

loc
1
Z,,sfd <P i< (6.14)
Then, we have that, for every s, there exists a subsequence {n}r and a measurable set N with

LUN) =0 such that for every x € R*\ N

k—4o00

T
lim i |Db™ (t, F™!(x)) — Db(t, F!(z))[P dt = 0. (6.15)
As a consequence, we get that

T
.CC'—)Sllp/ |Db* [P(F" (2)) dt (6.16)
k Jo

is finite for every x € R4\ N.
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Proof. Step 1. Since, for every M > 0, Db" — Db in L'([0,T], L?(B;(0))), we have that, by
using a diagunal argument, there exists Ny C [0, 7] with -Z1(Np) = 0 and a subsequence {ny}
such that, for every ¢ € [0,T] \ No

Db™(t,-) — Db(t,-) in LP(Ba(0))

for every M > 0. We don’ t relabel this subsequence. As a consequence, we have that, for fixed
t €0, 7]\ No, {|Db"(t,-)|P},, are equiintegrable, i.e. given a sequence A, € B(R?), such that for
some M >0 A, C By(0) for every n and lim,, Z%(A,) =0

n—-4o0o

lim |Db" (t,x)|P dx = 0.
An
Step 2. We fix s > 0. We claim that for every M > 0 and every t € [0,7]\ Ny
lim |Db™(t, F".(z)) — Db(t, Fi(x))|P dz = 0. (6.17)
0 B (0)
We can apply Lemma taking f,(-) = 9;b"(t,-) and f(-) = 9;b(t,-), thus having that
Db"(t, F".(-)) — Db(t, F(t,-)) locally in measure.

Therefore, it is enough to prove item 2) of Remark with the sequence {|Db"(t, F™.(-))[P}..
We consider a sequence A, € Z(R?) such that .£%(A,) — 0 and we compute

[ D6 @Az = [ x4 1DV ) aF, 21
<L / Db (¢, 2)|P .2 (z).
Frl(Ap)

Since from LU (A,)) = LY(F™)71(AL)) < LLY(A,) and {|Db,(t, )P}, are equiin-
tegrable

lim |Db™(t, F* () Pd2? =0

n—-+o0o A

yielding (6.17) in view of Remark

Step 3. We claim that there exists a (not relabeled) subsequence of the original sequence for

which
T

lim |Db" (t, F™(x)) — Db(t, Fi(x))|Pdt =0 (6.18)
n oo 0
for every x € R?\ N; where Z%(Ny) = 0. We start computing
[ Dbt @) - Dble, Fiw)P d2a)
B (0)

<cy [ Db Fr @) + Db, ()P d2)
B (0)

<0, / (IDb"(t,)[? + | Db(t, 2)[P) d.2(x)
Barr+rcg (0)
< QCPL C]I\)4+TCQ
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where the last term is bounded independently of n,¢ because of (6.13). Thus, we have, by an
application of dominated convergence theorem, that, for the subsequence given by Step 1

T
lim / / DB (¢, F™ () — Db(t, F!(2))P 42 (z) dt = 0, (6.19)
n—-+oo 0 Bar (0)

If we start Step 1 from a subsequence, following verbatim the proof up to this point we get that
up to an extraction of subsequence, we get that holds for this subsubsequence. Therefore
holds for the original sequence in the statement. An application of Fubini theorem and the
fact that L' convergence implies convergence a.e. up to a subsequence yields the claim.

Step 4. We found a subsequence for which holds for every z € R\ N. (6.16) is a

consequence of (6.15)). O

We state now the main theorem of this section.

Theorem 6.2.9. Let p > 1. Let b",b: [0,T] x R — R? be a sequence of vector fields for which
there exist associated regular Lagrangian flows F™!(z) and F!(z) (possibly not unique) that verify
all the hyphothesis of Lemma . Fized s € [0,T)], consider By(t,s,z) := D,b"(t, F".(x)) and
B(t,s,x) := D;b(t, F!(z)). Assume that there exists No with £%(No) = 0 such that for every
x € R\ Ny there exists a solution A,(t,s,z) of for every n and a solution A(t,s,z) of
(6.10). Then, there exists a subsequence such that for every t,s € [0,T]

An(t,s,-) — A(t,s,-)  locally in measure.

Proof. We apply Lemma and we consider the subsequence {nj} given by the lemma and
we call the negligible set in the statement Nj. As a consequence of (6.15]), we get that for every
x € RY \ N1, up to a not relabeled subsequence

Bn(-,s,x) — B(-,s,x) in L*(0,1).
We fix € R%\ Ny U Ny; for every t € [0,7] and n, applying Gronwall lemma, we have

A (t, 5, 2)] < ePn o 1D ENE" @) — (1) < oo,

This in particular gives that ||A(:, s, )|z 0,7) < c(z) and [|A(, s,2)||Leo,1) < T%c(a:).
We can compute

r

p

d
—A,(t, s, x)

T
dt s/ |Bn(t,s, )" |An(t,s,z)|" dt
dt 0

T
< SUP/ Db P (F™ (2)) ds ePsuPn Jo [D=bEIE™ @) ds —; g(z) < .
n Jo

Fix # € R?\ (NgU N; UN) and the subsequence {n;}. We have that for every subsequence of it,
there exists a further subsequence (that we do not relabel) and A(-,s,x) € C°([0,T]) such that

An(ys,x) = A(-,s,2)  in C°([0,T)).
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We claim that A(-,s,x) = A(+,s,z). Consider a function ¢ € C2°([0,7")); being, for fixed n, a
solution of (6.10)) means that

/T (B, (t,5,2) A, (t,5,2)0(t) + An, (L, s,2)¢'(t)) dt +1d (0) = 0. (6.20)
0

Thanks to what we just proved we can pass to the limit in (6.20f), thus having that

T
/0 (B(t, s, 2)A(t, s, x)p(t) + A(t, s, )¢’ (t)) dt +1d (0) = 0.

We recall that, if + € R?\ (Ng U Ny UN), B(,s,2)A(-,s,2) € L*0,T) and [0,T] > t
A(t,s,x) € W0, T). Therefore, it admits an absolutely continuous representative that solves
(6.10)). Proposition grants that for every x € R\ N this is the only absolutely continuous
curve that solves ((6.10]). Therefore, the claim is proved. Moreover, this implies that the original
sequence Ay, (-, s, ) converges in C°([0,7T]) to A(+, s,z). The simple estimate SUDye0,7] fBM(O) 1A
|An(t,s,2)—A(t,s,z)|dx < fBM(o) IA[[An(s, s, 2) = A(+, 8, 2) || co(po,17) dz yields the conclusion. [

Proof of Theorem [6.0.1. We apply Proposition [6.1.5] with b,, for every n and b. For fixed s €
[0,T], we apply Theorem with VF"(z) = A,(t,s,x) for every n and VF!(z) = A(t, s, z)
(the hyphothesis of local convergence in measure of flows is satisfied as a consequence of Remark
6.2.6). O
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Appendix A

Miscellanea on measure theory

A.1 Integration of measures

We consider two complete and separable metric spaces (X,dx) and (Y,dy). Suppose to have a
family of positive probability measures p, € &(X) depending on a parameter y € Y and v a
nonnegative measure finite on bounded sets of Y. We want to define a new measure

w(B) = /Y,uy(B) dv(y) for every B € B(X),

that is Borel and satisfies a generalization of the Fubini theorem

/deu—/Y</deuy> av(y).

Before going into details, the following theorem clarifies when the function that we integrate is
Borel.

Theorem A.1.1. Let (py)yey € P (X). The following statements are equivalent:
1) for every ¢ € Cy(X), the map y — [y pdpy is Borel;
2) for every B € B(X), the map y — uy(B) is Borel;
3) for every f: X+ [0, 00] bounded and Borel, the map y fX f duy is Borel.
If one of the previous conditions holds we say that the family p, € Z(Y), y € Y is weakly Borel.

Proof. 1) = 2). Given an open set U C X, we can pointwisely approximate xy from below by
the sequence (¢, ), C Cp(X) defined as ¢pp(z) := 1A (nd(z, U)), being such that ¢,  xr. Using
item 1), we have that y — u,(U) is Borel. We define

F ={BeHBX): y— py(B) is Borel }.
In particular, we know that {open sets } C .#. Moreover, given (B,), & sequence such that

B, C Bnt1, B := U2 By,; since for every y € Y py(By) 7 py(B), we get that y — puy(B)
is Borel. A similar argument holds for a decreasing sequence of sets. This shows that % is a
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monotone class containing open sets, therefore .# = %(X), proving 2).

2) = 3). It is trivial to check that, as a consequence of 2), y — [ « J dpy is Borel for every simple
function with finite range. Then 3) follows by monotone approximation.

3) = 1). It is obvious. O

Theorem A.1.2. Let p, € Z(X), y € Y be a weakly Borel family. Define

wu(B) := /,uy(B) dv(y) € [0,400] for every B € B(X).
Then u is a positive Borel measure.

Proof. We start by proving that p is additive. Consider By, By € #(X) such that By N By = ().
We have

p(ByUB) = [ (B0 B avt) = [ (B avt) + [ (B2 dvy)
= p(B1) + p(Bz).
To pass from additivity to countable additivity, it is enough to prove the continuity of the measure

under an increasing sequence of Borel sets. Let A,, /' A, with A,, A € #(X) for every n, and we
claim that p(A) = limy,— 400 (Ay). Hence by monotone convergence

pA) = [ mAyavty) = Tim [y (An)avt) = Tim_ (A,

n—+00 Jvy n—-+0o

Therefore p is positive Borel measure. O

Theorem A.1.3. Let iy € P(X), y € Y be a weakly Borel family. Let f: X — [0,400] be a
Borel function and let v be defined as in Theorem[A.1.3 Then

[)fduzﬂ[(/xfduo dv(y).

Proof. 1f we take f = xp, where B € Z({2), then the statement is true by definition. Therefore by
linearity the statement is true for every positive simple function. Finally notice that any positive
Borel function f is the pointwise limit of a sequence of increasing positive simple functions f,.

Then
/deuznggloo/xfndﬂznglfm [ (/anduy> av(y)
= [ i ([ o) av = [ ([ 1am,) avto)
Y oo \JX Y \/X
since also the sequence of functions y > fX frn dpty is monotone increasing. O
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A.2 Bochner integral

We introduce the concept of Bochner integral in this manuscript for the following reason: we
need to justify the notation used throughout the paper L'([0, 1], L?(m)), L([0, 1], Wé’i (TX)) and
LY([0,1], L% (m)). We suggest as an introduction to the topic [46] or [60, Section 1.3].

We fix a banach space B and a metric measure space (X,d, ) with p € Z(X). Notice that,
given a Borel function f: X — B, since the map B > v — ||v||p € B is continuous, we have that
Xsz | f(z)|p € R is Borel.

Definition A.2.1. A function f: X — B is said to be simple if there exists vi,...,v, € B and
Ei,...,E, € B(X), which is a Borel partition of X, such that f =" | XE,Vi-

Definition A.2.2 (Strongly Borel maps). A function f: X — B is said to be strongly Borel (resp.
strongly p-measurable) if it is Borel (resp. p-measurable) and there exists a vector subspace V- C B
which is separable and p({x € X: f(x) ¢ V}) =0.

The interest for this class of function is that they can be approximated by simple functions.

Lemma A.2.3 ([60, Lemma 1.3.2]). Given a function f: X — B, we have that f is strongly
Borel if and only if there exists a sequence f,,: X — B of simple functions such that lim,, || f,(z) —
f(@)|lB = 0 is satisfied for p-a.e. x € X.

We can define [ fdp € B as follows in the class of simple functions. Let f =7 | xg,vi, we

define "
/fd,u = Z,u(Ei)vi € B.
i=1

It can be checked the definition is well-posed, namely it does not depend on the way we write the
simple function f.

Definition A.2.4 (Bochner integrable maps). A function f: X — B is Bochner integrable pro-
vided there exists a sequence (fy,)n of simple maps such that x — || f,(z) — f(z)|| is p-measurable
for every n and limy, o0 [ ||fn — fllzdp = 0.

Given a Bochner integrable maps and a sequence (f,), of simple functions as in Definition
it can be readily checked that

the sequence / fndp is Cauchy.
Therefore, given a Bochner integrable function f: X — B, we can define

/fdu: lim /fnd,u.
n——+0oo

It can be checked the definition of [ f du does not depend on the approximating sequence (f,)n

and that
d/L < d/L
'/f HB_/’f‘B

A useful theorem, characterizing Bochner integrable functions, is the following one due to Bochner.
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Proposition A.2.5 (Bochner, (see [60, Proposition 1.3.6])). Given f: X — B, f is Bochner
integrable if and only if it is strongly p-measurable and [ || f|lp dp < +oc.
We restrict now to the particular case in which (X, d, u) = ([0, 1], -], $1|[0 1]) (the one needed

in our applications). It is natural to introduce the following class of vector valued Lebesgue
spaces. Given p € [1,00], we define LP([0,1],B) as the space of all (equivalence classes up to
< 1|[07 1]—equality of) strongly measurable maps f: [0,1] — B for which the quantity || f||z»(j0,1),8)

is finite, where || f|| 1»(j0,1),p) is defined as

_lGhimga)y <

1 £1l 7 (f0,1],B)
esssupe(o 1)l f()llB P = oo

It can be checked that (LP([0,1],B), | - [[zr([0,1),)) is a Banach space for every p € [1, oc].
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