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Chapter 1

Introduction

1.1 General Introduction

Language is fascinating and lies at the heart of what it is to be human. Our ability to express an unlimited range of thoughts and feelings through sounds, written signs, gestures, and the various other means of communication humans have invented, is unparalleled.

There is a long standing disagreement about the origins of language, both in phylogeny and in ontogeny, and what are the forces that shape it over time. A widely held belief is that all humans are endowed with a language-dedicated genetic program, which results in the ‘growth’ of a ‘language organ’ instantiated in the human brain (Chomsky, 1965). Because of this, so the theory goes, all human languages share a set of underlying principles or ‘universals’ (Greenberg, 1963, Chomsky, 1965). But this is not the only available explanation for the ubiquity and similarity of the structures inherent in human languages. More recent and alternative approach suggests that languages are shaped by the perceptual and cognitive constraints of learners (Kirby, 2001; Hurford, 2007; Christiansen & Chater, 2008; Culbertson, 2012). In other words, human biology and the human environment at large provide us with domain-general mechanisms that allow us to acquire various skills and abilities: language is just one of them.

The theory that language is genetically encoded relies on two main observations: the fact that all humans speak languages and that all languages appear to share highly
specific features. One alternative theory emphasizes instead that language has originated and is being transmitted in the context of human social and cultural interactions. Empirical support for the latter view comes from our extraordinary capacity to learn from others, and from experiments suggesting that key features of language are shaped by the historical, cultural and pragmatic forces (Evans & Levinson, 2009; Dunn et al., 2011; Pagel et al., 2013). This view of language is consistent with the idea that the function of language shapes its structure.

Growing evidence suggests that the differences and similarities of the world’s languages are neither the direct consequence of genetics nor of environment. Rather, they are constrained by both. If languages varied only very slightly from one another, then the idea that languages emerge principally from a common biological source would be fairly convincing. But if languages are shaped by communicative demands, diversity rather than similarity should be the hallmark of human languages. When we look at the world’s languages, the amount of variation over space and time is startling. Evans & Levinson (2009) have shown in their seminal paper that humans are the only species with a communication system whose main characteristic is variation and not homogeneity. The differences between languages are greater than nativist accounts would predict. Yet all grammars are predicted to be similar in a few key and abstract characteristics (Greenberg, 1963). The idea that language is exclusively a product of nature or nurture is too simplistic.

The challenge for research at this stage is to identify the biological, cognitive and social constraints that have shaped languages, and determine how their interplay led to the structural and semantic patterns observed in natural languages. Pinpointing the relative effect of these constraints on language is one of the greatest modern challenges in the field. Christiansen & Chater (2008) identified four classes of constraints that interact in shaping languages: (1) perceptuo-motor factors, (2) cognitive limitations on learning, (3) constraints from thought and (4) pragmatic constraints. The latter class, pragmatic constraints, is known to be involved in linguistic communication, but for many years was overlooked by researchers.

A new trend has emerged in recent years in which language is treated as a dynamic population-based system, where speakers and listeners choose variants from a pool of linguistically plausible options in a way that is regulated by both social and cognitive constraints (Beckner et al., 2009; Hruschka et al., 2009). The implications are that
language is an evolving system that is being shaped by its speakers.

In this novel framework, to understand language ontogeny and typological distribution, it is crucial to understand how languages are being acquired and how they change as they are being acquired. In general, if some aspects of linguistic structure arise from social or non-linguistic constraints, then it must be that linguistic structure in not exclusively determined by a language-specific ‘organ’ of the mind (Chater & Christiansen, 2010). Recent work (Hudson Kam & Newport, 2005; 2009; Culbertson et al., 2012) suggests that changes in linguistic systems arise from the individual processes of learning. However, as language is largely used in social interactions it is important to keep in mind that its structure is at some level dependent on its role in our social communication (Tomasello, 2008; Croft, 2009; Smith & Wonnacott; 2010).

This thesis will contribute to a body of experimental work addressing the question of whether language learning plays a role in certain fundamental design properties of natural languages. Methodologically, this thesis seeks to extend the artificial language learning paradigm, investigating whether learners are sensitive to the constraints embodied by key properties of languages. For example, we will explore whether communicative pressure influences the final outcome of language learning, namely how the structures that are acquired by individuals are transmitted to downstream generations. We will also explore how basic language learning constraints operate in different age groups and, importantly, cross-linguistically. Next to the behavioral experiments focusing on learning and its outcomes, we will look at preliminary electrophysiological correlates of basic compositional processing in the early stages of learning a miniature artificial language using electroencephalography (EEG). In this general introduction I will briefly discuss some of the relevant concepts and methods which will be used in three studies that constitute this thesis.

1.1.1 Artificial Language Learning

Data from language corpora, language acquisition and language change studies have provided valuable insights into language learning. One question, then, is why use artificial language learning paradigms instead of studying L1 and L2 learning? Firstly, given the complexities of natural languages and their acquisition, isolating particular features of language in order to study them is difficult. Artificial languages allow one
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to design a specific language with certain properties of interest while removing all other properties and controlling the linguistic data that participants are exposed to. This further allows one to study basic properties of languages such as compositionality, which is known to be much more difficult with natural languages due to the many empirical challenges to compositional semantics. Moreover, it is impossible to control for frequencies of words or of different structures in the input of L1 and L2. This creates potential confounds that should be taken into account (Izumi, 2003; Reali & Christiansen, 2007; Pagel et al., 2007). Artificial language learning research aims to simulate natural language learning and at the same time tries to minimize these confounds. Culbertson (2012) in her review provides extensive arguments as to why artificial languages allow us to explore hypotheses that would be otherwise impossible to test in the absence of controlled conditions.

Secondly, when focusing on language learning, it takes months or years for an L2 learner to reach a level of proficiency sufficient to enable communication, and even then the learning outcome is difficult to predict and impossible to properly control. This is where miniature artificial languages prove useful. They allow us to study language learning from novice to native-like proficiency within a short period of time. Miniature artificial languages resemble natural languages in that they are composed of a set of verbal items and a set of rules governing them. Like in natural languages, the set of rules can specify category membership, word order and other constraints on linguistic structure. This set of rules is limited, allowing us to study certain features of language and the learning situation in isolation from the complexity of natural languages.

Some researchers object to the relevance of conclusions drawn from artificial language studies as not being directly comparable and relevant to natural language learning. In this light, it is important to mention neuroimaging studies (more in Chapter 4) using artificial language that have shown that violations similar to those found in natural languages yield comparable ERP effects (Friederici et al., 2002) and recruit similar brain networks (Opitz & Friederici, 2003; Opitz & Friederici, 2004). One of the stronger criticisms of artificial language learning is the fact that adults possess a set of strategies they have acquired through years of experience as language users and the potential bias from their native language. However, so far there is no evidence confirming that adults in artificial language experiments adopt learning strategies transferred from linguistic conventions of their native language. The second criticism comes from
the fact that a large proportion of artificial language studies have focused on adult learners. Some have argued that children bring different domain-general cognitive abilities to the language learning process and also learning mechanisms which adults do not employ.

We have directly addressed both criticisms in our behavioral studies. Firstly, addressing the second criticism, we have included two different age groups, preschool children and adults. To address the first criticism we have conducted our experiments with speakers from different language groups (Romance, Germanic & Slavic). Slobin and his colleagues (Berman & Slobin, 1994; Slobin, 1997) have claimed that cross-linguistic studies are more well suited to understanding putative universal features of language learning. The majority of the findings in cognitive linguistics are based on English speakers. English has unusual properties cross-linguistically that may render the results not entirely representative (e.g., the contrast between morphologically complex and simple forms). In two of our studies we focused on speakers of different languages: Italian, Polish and German. Patterns of language learning may vary across different linguistic communities. We believe that comparing different languages (in this case especially morphologically), for example Italian and Polish, represents a strong test of the generality of our results across languages.

1.2 Methodological paradigms and techniques

In this section I will briefly describe the experimental designs that allowed us to investigate artificial language learning.

1.2.1 Artificial Grammar Learning with Function and Content Words

In our first study we designed artificial grammars with a key property of natural languages: the distinction between more frequent and shorter words (‘function words’), and less frequent and longer words (‘content words’). This distinction is a universal feature of human languages: function words define and signal sentence structure, while content words convey meaning. This divide is present in all languages of the world. Function words contribute to language learning in two ways: they help to
categorize content words (in English for example nouns are usually preceded by determiners) and indicate rules, thus increasing the learnability of structural rules. As a consequence, functions words act as anchors cueing to which structural role and position other constituents should be encoded. Overall, function words contribute to the higher learnability of linguistic structures (Morgan et al., 1987; Valian & Coulson, 1988). Therefore to bring artificial languages closer to natural languages and increase its learnability, for our study we constructed sets of pseudo-word strings with shorter and more frequent monosyllables, and longer and less frequent polysyllables, to mimic function and content words in natural languages.

In our experiments we used a string recognition task to evaluate the learners’ performance. The task was composed of two phases. In the training phase participants listened to the strings generated by artificial languages and were simply instructed to pay attention. Afterwards, in the test phase, they were asked which of the strings (or string sets) they had heard belonged to the language that they had been exposed to in the training phase. Participants then received feedback after each judgement, which, while not uncommon (Bahlmann et al., 2008) it is rather unusual in artificial language learning studies, as the role of feedback is controversial in language acquisition. Dale and Christiansen (2004) explored the role of feedback in artificial language learning studies and concluded that it may facilitate participants to reach a higher level of proficiency. Therefore, even if the learners in natural environments can acquire natural language without much feedback, we tested preschool children: in this case feedback, as a kind of reward, was necessary to keep them attentive and interested in the upcoming trials.

1.2.2 Iterated Signalling Games

In iterated learning, participants acquire a miniature artificial language and are subsequently tested on their knowledge. One of the definitions of iterated learning states that it is a ‘process in which the behaviour of one individual is the product of observation of similar behaviour in another individual who acquired the behaviour the same way’ (Scott-Phillips & Kirby, 2010 p. 411). However in the standard iterated learning paradigm this observation means that the learning output from the test phase of one individual is used as an input for the next participant. There is no coordination between participants. The flow of information is unidirectional without a social
component inherent in language transmission.

In our experiments, described in Chapter 3, we introduced an interactional model of social learning - signaling games. Signaling games (Lewis 1969; Skyrms 2010) are a class of dynamic games of incomplete information in which a sender has private access to a selected state but the receiver does not. The sender sends out a signal, the receiver then acts upon it and chooses an appropriate action. If the chosen action matches the state, the game is a success for both players. A signal then is a product of the dynamic interaction between sender and receiver: the association between a signal and an action is decided jointly by the sender’s and receiver’s actions. Hence information flow is bidirectional.

We applied iterated signaling games in diffusion chains in an experimental setting. The linear diffusion chains we used involved fixed roles, and each generation consisted of only two individuals. By employing iterated signaling games we were able to study both vertical and horizontal transmission at the same time. One of our main aims was to provide a proof of concept for iterated signaling games, that is, to show they are a viable model of the cultural transmission of languages, complementary to Kirby et al.’s (2008) iterated learning.

1.2.3 ERPs and Language Studies

Event-related brain potentials (ERPs) reflect the on-line electrophysiological brain dynamics of cognitive processes with a high temporal resolution in the order of milliseconds. In the study reported in Chapter 4 we recorded electroencephalograms (EEGs) from participants one day after they learnt a miniature artificial language. The ERP technique has proven to be an important tool in exploring the neural architecture of language. However, very few studies have been conducted combining artificial language learning/processing and EEG. Combining EEG with behavioral measures increases the chance of identifying effects of language learning, as ERPs have been shown to be sensitive to the effects in language learning studies that were not found with behavioral measures (McLaughlin et al., 2004; Morgan-Short et al., 2012). The basic question in this type of research is whether the novel language (non-native) is processed in a similar way to native one. Many studies have reported differences in syntactic and phonological processing of non-native language (for a review see Mueller et al., 2005). However, some
studies have reported indistinguishable processing of L2 reaching native-like patterns (Birdsong, 1992) highlighting the correlation between proficiency and certain syntactic ERP effects (Hahne et al., 2003; Friederici et al., 2002). The results in the lexical domain indicate more similarities than differences between native and non-native speakers. Overall, studies using miniature artificial languages are a promising start that could allow us to solve some remaining questions about the conditions necessary for learners to reach native-like processing.

1.3 Outline of the thesis

Following this Introduction, I will report the results of an experiment on artificial grammar learning in Chapter 2. We aimed at investigating whether learners more easily acquire patterns found in all natural languages, as opposed to unattested structural patterns. Here we used extended artificial language learning (more specifically, artificial grammar learning) to study language learning in two age groups (preschool children and adults) from three language groups (Italian, Polish and German).

Chapter 3 addresses the study on language change as the result of social coordination and language learning. In this experiment we used speakers of two languages (Italian and Polish) to study how properties of natural languages are shaped through vertical and horizontal transmission and whether our experimental model of iterated signaling games is a viable model to investigate language change.

Chapter 4 is an attempt to validate signaling games as away to study early stages of language learning, in particular using ERP measures to assess language processing of basic syntactic structures. We introduced a two-day experimental protocol: on the first day participants learnt a new language while on the second day they were tested on it, allowing for post-learning consolidation. We measured activity during the visual presentation of linguistic stimuli presented in either the correct or incorrect context, which varied in two main ways: violations of word order or violation of semantic content.

Finally in Chapter 5 I will summarize the main findings, discuss the broad conclusions which I would like to draw based on the work presented in previous chapters and point out some limitations and potential future directions.
Chapter 2

Artificial grammar learning in preschool children reflects universal linguistic patterns

Constituents occupy different positions within a sentence depending on how they are related, syntactically and semantically, to other constituents: this principle is known as structural order. No language seems to obey a linear order principle whereby constituents have fixed positions within a sentence. How does structural order constraints language learning? We exposed Italian-, Polish- and German-speaking preschool children to strings from artificial grammars where shorter and more frequent words (‘function words’), and longer and less frequent words (‘content words’), are placed according to structural, linear or free order. We found that children do not behave as unconstrained learners. In a test phase following acquisition, they showed a preference for strings whose structure they were exposed to during training, but significantly more so for structural and free order grammars than for linear order grammars. The effect was modulated by the children’s first language. Our results indicate that structural and free order grammars may be easier to learn than linear order grammars. This was not found in Italian-, Polish- and German-speaking adults. These data are consistent with the existence of a developmental constraint on learning corresponding to a fundamental property shared by all natural languages.
2.1 Introduction

In recent years, research using natural and artificial languages has focused on learning constraints as a window into the power and scope of language acquisition. These learning constraints, according to classical arguments in linguistics and psychology, restrict the space of the hypotheses employed by language learners in inducing grammars, highlighting both capabilities and limitations of learners (Chomsky, 1965; Lightfoot, 1997). Grammars constrain the order in which constituents appear in phrases and sentences. These constraints apply to classes of constituents (e.g., articles and nouns), such that the occurrence of one constituent type depends on the presence and relative position of others (e.g., in English the placement of an article is determined by the position of a noun in a noun phrase). This principle is known as structural order. Constituents are organized in sentences following hierarchical organization which allows a combination of smaller units into more complex ones. Sentence structural dependencies are not dependant on the linear order of words. The order of words in sentences is thus not based on rules mapping the ordinal position of an element but by rules mapping the structural position of the elements in the sentence.

Natural languages are moreover organized into hierarchical frames. Words are bound together to form phrases, and phrases are in turn merged to form sentences. Language learners abstract grammatical structure from the linguistic stimuli they are exposed to in their environment. They can generalize beyond the given input, and the inference mechanisms they use to do so are likely to have inherent inductive biases for or against certain structural patterns. Learning biases, whether they are language-specific or domain-general, may arise out of early language acquisition (Saffran et al., 1996; Kuhl, 2004), they may reflect, albeit indirectly, the human biological make-up (Chomsky, 1965; Crain, 1991; Jackendoff, 2002), or they may be a combination of the two (Yang, 2004).

An example of learning constraints is indeed structural constituent order. On the surface, a sentence appears to be a string of words arranged in linear order, resulting from speech production, but is in fact organized hierarchically on different tiers. Syntactic and semantic operations are in general sensitive to a variety of structural relations between constituents. Although natural languages have largely structure-based rules, there exist linear position rules in specific domains such as phonology, and in certain cases also in syntax. In general, however, grammatical operations apply to
words that play a particular functional role within a phrase or a sentence, rather than to items that occupy a certain position in a string (Pinker, 1984; Crain, 1991).

A classic example involves auxiliary-fronted interrogatives in English. Children never turn a statement like ‘The man who is tall is Sam’ into the ill-formed question ‘Is the man who tall is Sam?’ (Gomez & Gerken, 2000; Ambridge et al., 2008). Here, children are not applying a linear order rule, like ‘move the first verb to the front of the sentence’, but they use a structural constraint in the transformation, i.e., ‘move the main verb to the front’. It suggests that children while acquiring L1 are already sensitive to structural relationships between grammatical entities like words, phrases and clauses, rather than to linear rules that may describe the surface sequence of words.

Structural order constraints on learning have been investigated using computational methods (Perfors et al., 2011), but experimental work at this level of generality is still lacking. Do structural order constraints exist in the mind of learners and, if so, can they be probed experimentally? We conducted a cross-linguistic series of behavioral experiments assessing the performance of preschool children and adults in learning and recognizing legal strings from simple artificial grammars featuring the distinction between shorter and more frequent words (‘function words’) and longer and less frequent words (‘content words.’) Our artificial grammars were constructed either based on plausible rules on the placement of function and content words in a string (i.e., structural order or free order), or based on implausible rules (linear order). All grammars used in our study were finite-state (Figure 2.1).

We tested children and adults from three different language groups (Romance, Germanic and Slavic) to assess the dependence of structural order constraints on the first language (L1) of learners. Languages make use of word order, inflection and prosody to link constituents in sentences (Morgan et al., 1987), but certain languages rely more heavily on one or another grammatical device for particular functional purposes. A notable difference is the amount of constituent order flexibility they allow. For example, in English changing constituent order also changes the relations between constituents. On the other hand, in inflectional languages, such as Polish, word order is freer, depending largely on the context. Dryer (1992) noted that some languages, like German, are treated as lacking a dominant constituent order, as different word orders are conditioned by syntactic factors. Also Italian allows all possible orders of subject, verb and object, depending on the context, with SVO still being predominant.
Both Italian and Polish are so called pro-drop languages, where subject is included only if it is new in the context. German requires a free-standing subject in declarative sentences. This results in verbs being often the first element in the sentences and verbs constituting a much higher proportion of content words in Italian and Polish compared with German. Italian inflectional morphology is reduced with contrast to Polish one. Polish content words are overtly morpho-phonologically complex, realised within a rich inflectional paradigm. Conjugation tables of Polish verbs provide over a hundred types of conjugational paradigms (Saloni, 2007). Nouns in Italian are not morphologically inflected for case (excluding pronouns), thus grammatical role of the noun is informative about the syntactic function of the word in the grammatical structure. Overall, we believe that these languages (Italian, Polish and German) display enough differences (and similarities), to allow us to investigate whether learning constraints are modulated by the first language of learners.

In recent years, the artificial language learning paradigm has become a driving force behind connecting typological universals with learning biases. Although studies of morphology or syntax are relatively rare, several studies have attempted to address learners’ constraints in learning unattested syntactic patterns (Culbertson, 2012). Christiansen (2002) investigated the emergence of word order universals and suggested that placement of heads relative to their complement phrases can be explained as processing constraints. St. Clair et al. (2009) explored the learning bias in favour of suffixing over prefixing using artificial languages, providing further support that learning constraints reflect patterns found in cross-linguistic typology. However, the experimental work of learning constraint on elementary constituent order is still missing.

The ability to acquire linear rules has been demonstrated by several studies (Reber, 1989; Gomez & Gerken, 1999), while acquiring structural syntactic dependencies has provided conflicting evidence in artificial language studies. Perruchet and Rey (2005) and later de Vries and colleagues (2008) suggested that results showing the learning of syntactic structures could be explained by different mechanisms such as counting. Their results caused a debate about the learnability of structural dependencies as well as the need to study other then learning of embedded hierarchical structures. The interest of comparing learning of the two types of rules comes from the idea that languages which violate typological universals are predicted to be more difficult to learn and less likely to be acquired by new generations (Culbertson et al., 2012). Hence, learners should
find it easier to extract the rules based on the structural representation of the presented stimuli. We focused on learning of two types of constituent orders: linear order that is based on the position of the elements in the linear sequence and structural order that is based on the position of the elements in the constituent structure. The linear order allows to investigate the learning of adjacent and non-adjacent dependencies based on the fixed position of the content and function words in the strings. The structural order allows to test learning of structures based on the relative position of function and content words in the strings of the artificial language. In our study, linear order determines the position of function words with respect to their ordinal position in the strings (e.g. the function words appear always and only in the first an last position of the string). While structural order focuses more on the relations between the two classes of words (the presence of function words depends on the content words). There is an ongoing debate as to what kind of rules should be used to study constituent order in artificial grammar learning experiments. Most studies focused on centre-embedding grammars (Hauser et al., 2002), however it is possible that learners apply simpler strategies (e.g. counting the elements) while learning these rules. Therefore, these types of grammars may not be the best choice to study learning constraints of constituent order. We aimed to introduce a type of artificial grammar learning rules which are closer to what is found in natural languages (mirroring the distinction between content and function words).

The complexity of natural languages makes it difficult to isolate the factors that play a primary role in language acquisition. In recent years, AGL paradigms have been used to avoid or check confounding factors on learning, such as prior knowledge of natural language grammars, as well as to control the input that learners are exposed to (Folia et al., 2010). A number of recent studies have shown that AGL learning by adults and children reveals biases that parallel with the typological universals found across languages (Singleton and Newport, 2004; Hudson Kam & Newport, 2009; Fedzechkina et al., 2012; Culbertson et al., 2012; for a review see Culbertson, 2012). Friederici et al. (2002) demonstrated that adults who learned miniature artificial languages display a similar real-time pattern of brain activation when processing language as native speakers.

However, some have argued that natural language input, enabling us to acquire syntax, includes not only bare strings of words – as is often the case in AGL experiments
but also information on how words may group into phrases (Braine, 1966; Morgan & Newport, 1981; Valian & Coulson, 1988; Valian & Levitt, 1996; Gomez, 2002), based on cues such as prosody, the distribution of function words, and morphology. Morgan et al. (1987) tested whether such cues are necessary for successful acquisition of syntax in adults, and found that both prosodic cues and frequent function words improved the acquisition of syntax.

Here, we used artificial grammars with a key property of natural languages: the distinction between more frequent and shorter words ('function words'), and less frequent and longer words ('content words'). In natural languages, content words contribute meaning to a sentence, they are often stressed in speech, they tend to be longer and less frequent, and to have clear referents (Grimshaw, 1981). In contrast, function words have linking and structural roles, and determine a sentence’s logical form. Function words are morphemes that are often associated with a particular constituent. For example, in English the prediction is that children will use very high-frequency morphemes like 'the' as anchor points, and observe what words co-occur with them (Valian & Coulson, 1988). Function words possess several characteristics that allow them to be easily identified by native learners: they are short (usually monosyllabic) and unstressed. In each language, the number of function words is typically small, and many occur with high frequency. Green (1979) found that language structure was unlearnable if no frequent function words were available.

Learning an artificial language with high frequency markers was easier than learning a structurally identical language where the frequency of the markers was lower (Morgan et al., 1987; Valian & Coulson, 1988). More recent work (Bell et al., 2009; Gervain et al., 2013) suggests that the presence of function and content words in training sets results in greater learnability of linguistic structures. Moreover, already 17-month old infants use word frequency as a cue for identifying function words (Hochmann et al., 2010), thus function words facilitate word learning by providing syntactic cues that used for learning content words. While different cues have been found to enable to distinguish and classify between content and function words (like prosody, semantics, age of acquisition), it is well established that function words are short and their frequency decreases with their length, while content words are longer and their frequency is independent of their length (Miller et al., 1958). For our own AGL study, we constructed sets of pseudo-word strings with shorter and more frequent monosyllables, and
longer and less frequent polysyllables, to mimic function and content words in natural languages.

Artificial Grammar Learning studies have explored two language learning mechanisms: statistical learning that plays a role in tracking linear order on the basis of transitional probabilities and mechanism essential for grammar-like learning of structures. Since it has been shown that already infants are able to extract statistical computations from artificial language input (Saffran et al., 1996), it has been further proposed that this mechanism may be powerful enough to account for language acquisition (Seidenberg, 1997). Yet, a separate subfield of artificial grammar studies have proposed that in order to fully acquire language, statistical learning mechanism is not enough and cannot fully explain the outcome of learning. Pena et al. (2002) suggested that the additional learning rule-like mechanism guides the nature of learning. Their main argument comes from the fact that when the test material differs from the training material, learners cannot just rely on transitional probabilities over the specific items present during the training. Thus, a mechanism that allows to abstract beyond specific items is needed. While statistical learning mechanisms have been primarily studied within the experimental framework of segmentation where participants have to extract smaller units from continuous stream, the mechanisms dedicated to structure learning have been studied within the framework of syntax learning studies where participants have to detect and generalize syntactic rules from strings generated from an artificial grammar. As the grammatical structure is usually held constant, while the vocabulary changes, it indicates that learners are able to abstract the grammatical structure beyond specific elements.

Overall, our AGL paradigm has the following characteristics (more details in Methods): spoken auditory stimuli (many AGL experiments use visual presentation of stimuli, which may be argued to tap into different memory processes than speech comprehension – see Culbertson et al., 2012); an implicit learning task in the training phase (Reber, 1989; Perruchet & Pacton, 2006; Rohrmeier et al., 2012); a 2-alternative forced-choice (2AFC) task in the test phase, which has been argued to be most suitable to assess children’s language learning (Crain and Thornton, 2000); and generalization to strings with the same structure as strings from the learning phase, but with novel vocabulary.

In the training phase participants were presented with strings generated by one of
the rules and in the test phase they performed a grammaticality judgment task where they had to indicate which strings were generated by the rule. We were thus able to study lexical generalization - when grammatical strings had different lexicon compared to those in the training phase but represented by the same rule. Learner’s ability to discriminate grammatical from ungrammatical strings, despite the new words, was taken as evidence that they extract grammatical structures from the string sets (e.g. Gomez & Gerken, 1999; Finley & Badecker, 2009).

It has been suggested that there are cognitive and biological factors at play early in life ensuring language acquisition, and that these weaken as maturation progresses. In particular, one hypothesis is that constraints on learning that are specific to language acquisition undergo maturational decay (Newport, 1990). A second hypothesis is that language acquisition abilities decline due to the expansion of non-linguistic cognitive abilities (Ramsscar & Gitcho, 2007), and as a result of effort in learning syntactic categories (Finn et al., 2014). It remains to be seen how strong the learning constraints are for different age groups, and whether in some cases they will function as absolute constraints. It is possible that adults learning artificial languages are able to overcome, to some extent, constraints that are effectively absolute in language learning.

To assess whether structural dependencies constrain learning in different ways at different stages of cognitive and biological maturation, we conducted the same experiments with children and adults, in both cases with Italian, Polish and German native speakers.

### 2.1.1 Aims

We aim to address a theoretically important issue on the nature of learning linguistic structure, namely whether learners more easily acquire patterns found in all natural languages, as opposed to less plausible structural patterns. We used an AGL paradigm to study whether preschool children and adults from three different language families have an implicit inductive bias, such that they find it easier to learn a structural order or a free order grammar (as evidenced by recognition performance in a test phase) as compared to a linear order grammar. If there were no constraints on learning an artificial language, everything else being equal, participants should learn the two grammars equally easily. That is our null hypothesis.


2.2 Experiments 1-2

2.2.1 Methods

2.2.1.1 Participants

In Experiment 1, the sample consisted of 44 children (mean age: 4.5; age range: 3.2-5.9, 23 female): 22 children were Italian and 22 were Austrian. In Experiment 2, the sample consisted of 56 children (mean age: 4.8; age range: 3 - 5.7, 32 female): 28 children were Italian and 28 Polish. The subjects across groups were matched with respect to their age. The age was chosen due to linguistic development and maturational factors. Chapman & Kohn (1978) reported that only at this age children are able to process sequences with three phrases. Moreover, Slobin & Bever (1982) found that children within the age 2 to 4 from four different language groups were prepared to learn both inflectional and word-order artificial languages. In the first experiment, 5 children, and 8 in the second, were discarded for failure to attend to or understand the task. Children were recruited from Italian, Austrian and Polish kindergartens, and participated on a voluntary basis. They were given a candy at the end of the session. Parents of children had been informed about the experiment. Only the children of parents who returned a signed consent form took part in the study. The study was approved by the Ethics Committee at the International School for Advanced Studies in Trieste.

2.2.1.2 Stimuli

We constructed pseudo-word strings containing shorter, more frequent monosyllables, mimicking function words, and longer (2-3 syllables), less frequent polysyllables, mimicking content words. Pseudo-words were consistent with Italian, German and Polish phonotactics, but they were not meaningful words in either of the languages. In Experiment 1, children from Group 1 (structural order, SO) listened to strings obeying a structural order rule that each function word follows a content word, as in consistent left-branching or head-final languages (e.g., Japanese), where the head of the phrase follows its complements. That is, in a phrase, a function word is preceded by a content word, thus placing function words hierarchically in a different position with respect to content words. Children from Group 2 (linear order 1, LO1) were exposed to strings
Figure 2.1: State diagrams constraining the generation of grammatical strings in the finite state grammars used in experiments 1-4. Black arrows represent legal transitions between symbols, i.e., function (F) and content (C) words; green and red arrows show the possible initial and final states of each generation process, respectively.

following a typologically less plausible linear order principle that all strings must begin and end with a function word (Figures 2.1-2). Here, there was no hierarchical or structural relation between function and content words. Function words were placed in the sentences based only on the linear rule. Even though it is easy to devise examples from natural languages where sentences begin and finish with function words, their occurrence is never constrained by a rule on the position they should occupy.

One may argue that SO uses only local dependencies, and as such it may be easier to learn than an LO grammar built on an implausible linear rule, that could also be seen as relying on a long-distance relation between the first and last function words. In free order languages, one can acquire grammatical structures only by representing non-adjacent dependencies. Long-distance dependencies are critical in that learners
must coordinate elements that are far apart in a sequence. Thus, in Experiment 2, instead of structural order, we employed free order (FO) patterns where strings lack a governing rule on the position of content and function words, indeed as in free word order languages. In the FO grammar, there is no governing rule, but it may be still easier to recognize FO strings, as compared to LO strings based on a linguistically implausible principle. Children in Group 1 (FO) listened to free order strings, and children in Group 2 (LO2) were exposed to strings following an implausible linear order rule that function words appear in the first and third position in the string (Figures 2.1 and 2.2).

Each of the language had four possible sentence types: ranging in length from three to six words. The vocabulary of the language consisted of monosyllabic pseudo-words (for example: ri, om, en) and longer pseudo-words (for example: bori, sasne).
In total, each function word appeared six times more frequently (Valian & Coulson, 1988) than each content word. In the training phase, each content word was presented once; each function word appeared every time in a different position and in a different sentence type. For the test phase, we used new pseudo-words that learners were not exposed to before. Crucially, children from the two grammar groups (SO and LO1, or FO and LO2) were exposed to strings containing the exact same pseudo-words, varying only in the order in which they were arranged, depending on either the structural order (SO), the free order (FO), or the linear order (LO1, LO2) grammars they were assigned and exposed to during the learning period.

Our grammars used exactly the same pseudo-words, and the only difference was in the structure: how different word types were distributed within a string. Strings were matched across grammars for length, number of pseudo-words, number of function and content words (with the exception of 3-word strings). The complexity of pairs of n-pseudo-word structures across grammars (e.g., for n=5, FCCCF and CFCFC in Experiment 1; Figure 2) was matched using Kolmogorov complexity (Lempel & Ziv, 1976; Kaspar & Schuster, 1987) and Shannon entropy (Shannon, 1948). These measures can vary considerably for shorter binary strings. We computed the complexity of binary strings of Fs and Cs of the same length, and not of actual strings of the same length, in which Fs and Cs are replaced with pseudo-words as these will trivially have the same complexity. In our stimulus set no function or content word is repeated within a string.

For the same reason, n-gram frequency will also be trivially matched. In a further analysis, we calculated the Kolmogorov complexity (K) and Shannon entropy (E) for structures (i.e., again, binary strings of Fs and Cs) up to strings of length 12 (exceeding the maximum length of actual experimental strings, i.e., 6), to determine whether the complexity of strings from two grammars would diverge with increasing string length. As a further guarantee on the absence of structural design confounds in our stimuli, we found that was not the case: comparing the mean of K and E across strings between grammars (i.e., linear vs structural in Experiment 1; linear vs free in Experiment 2) using Wilcoxon rank sum tests with continuity correction, no significant effects were observed (Experiment 1, K: W=29.5, p=0.129, E: W=42, p=0.568; Experiment 2, K: W=39.5, p=0.447, E: W=49, p=0.97). These analyses show that string pairs of a certain length have exactly the same structural complexity across the grammars being compared in each experiment. This desirable property scales up to strings of increasing
length, including strings that were not used in the present experiment.

We recorded a trained female phonetician reading aloud the strings in a natural animated voice. Recordings were preferred to text-to-speech software to ensure that stimuli were engaging enough to attract children’s attention throughout the experiment. As grammars differed only in how pseudo-words were arranged, the same acoustic token for each word was used in strings from both grammars. This ensured that children could not use idiosyncrasies in the pronunciation of the pseudo-words in either grammar to discriminate grammatical from ungrammatical strings. We have not used phrasal prosody, as suggested by Valian & Levitt (1996), who investigated how different structural cues – frequency, reference field and prosody – interact in syntax learning. Their results suggest that learners attend to prosody as a cue only when no other cues are available. In our experiment, we used highly frequent (function) words which acted as markers, thus prosody would enhance learning only in a limited way. Strings were digitized and edited with Audacity 1.3.14. Audio files were normalized to a mean intensity of 60 dB. The strings were separated by 1s of silence when they were presented to children during the learning phase, and pseudo-words within a string were separated by 0.2 s of silence (Marchetto & Bonatti, 2013).

2.2.1.3 Apparatus

To heighten children’s interest in the stimuli and task, we used a colorful puppet theatre and two cloth puppets (Crain & Nakayama, 1987). The stimuli were presented using loudspeakers invisible to children. The puppets were chosen to be attractive enough to keep children attentive. The theatre (about 1 m wide) was set on a table. The experimenter stood behind the theatre, invisible to children during presentation of the stimuli to prevent them from getting distracted. In the test phase, two boxes with lids were placed in front of the loudspeakers. Children were tested individually in a quiet room and in normal lighting conditions at their kindergarten.

2.2.1.4 Procedure

The experiment consisted of learning phase, followed by a test phase. We used a between-subjects design. Children were randomly assigned to one of two counterbalanced grammar conditions: structural order (SO) or linear order (LO1) in Experi-
ment 1, and free order (FO) or linear order (LO2) in Experiment 2. Children were exposed for approximately 5 min to a subset of all grammatical strings from the grammar they were assigned to, and they were subsequently tested for their ability to generalize to strings that had the same grammatical structure as in the training phase but using novel vocabulary items (i.e., what is commonly referred to as a ‘transfer test’). The ability to recognize grammatical structure despite a new vocabulary may be taken as evidence that learners have abstracted essential aspects of the grammatical structure of the strings from the input (Gomez et al., 2000).

**Learning phase** - Children were introduced to puppet A and were told he was from a distant land and spoke a different language. They were asked to listen carefully to puppet A as they would be asked questions about his language later on. Children were then exposed to 48 naturally recorded strings. Each sentence was repeated three times, resulting in a total number of 144. The learning phase lasted approximately 5 minutes during which children were looking at puppet A on the stage while listening to the auditory stimuli coming from both loudspeakers simultaneously. The learning phase was immediately followed by the test phase.

**Test phase** - In the test phase we used a 2AFC task to assess children’s ability to recognize strings with a similar structure to strings they heard during the acquisition phase. Two boxes were put on the left and right sides of the stage, so that children could see them. Behind each box, on the back of the stage, lay the two loudspeakers. Children were introduced to puppet B. They were told that puppet B speaks a different language than puppet A, and that now both puppets will play a game with them: they will hide inside the boxes, one in each box, and they (the children) will have to listen to sentences coming from each of the boxes. Children listened to a sequence of three strings (i.e., a trial) coming from one box (first loudspeaker), all of which were constructed based on the order rule of the grammar they were exposed to during the acquisition phase, and to three strings coming from the other box (second loudspeaker), all of which were constructed according to the rule of the grammar they were not exposed to (e.g., LO1, if they were exposed to SO in the test phase, or vice versa; LO2, if they were exposed to FO, or vice versa). Associations between string from a grammar (exposed/non-exposed to during the learning phase) and boxes or loudspeakers (left/right) were randomized.

The experimenter asked the child in which box puppet A was hiding, and the child responded by pointing to or verbally referring to one of the boxes: no other type of
answer was considered valid. The experimenter opened the chosen box and gave the child feedback, showing whether puppet A was in the box or not. Next, the other box was also opened, and its content was shown to the child. This test procedure was repeated on 8 consecutive trials (with each trial consisting of the presentation of 3 strings) and lasted about 12". We chose to administer 8 trials for two reasons. Firstly, increasing the amount of trials would potentially lead to children’s loss of concentration and interest, thus altering the results. Secondly, the most informative data are likely to be obtained immediately after training, in the first few trials of the test phase: because our test trials include feedback, employing more trials would eventually bring performance close to ceiling level, decreasing the chances of seeing differences between conditions as the test phase becomes more extended.

2.2.1.5 Data analysis

We counted the number of correct trials for each child in each group, and we compared the means relative to chance level (4) using one-sample Wilcoxon signed-rank test (the data in each group was tested for normal distribution (Kolmogorov-Smirnov Test), in some groups the data was not normally distributed hence we opted for the non-parametric tests). We moreover defined a ‘learning index’ as the difference in the number of correct responses between the second (trials 5-8) and the first half (1-4) of the test phase, which were compared by means of Wilcoxon signed-rank test. This simple measure of the increment in correct responses brought about by learning is essentially equivalent to computing the slope of the rolling mean of correct responses over all 8 trials. Finally, we entered all data in two ANOVA models using the between-subjects factors Grammar (4 levels: LO1, LO2, SO, FO) and L1 (3 levels: Italian, German, Polish). The dependent variables were either correct responses or values of the learning index.

2.2.2 Results and Discussion

The results of Experiments 1 and 2 are shown in Figure 2.3 and Figure 2.4. In Experiment 1, children in the SO group performed better (M=5.14 correct trials, with 8 as the maximum) than children in the LO1 group (M=3.77). The performance of children in the SO group only was above chance (Table 2.1). A similar pattern was found in
Experiment 2 (Figure 2.3, Table 2.1). Children performed better in the FO condition (M=4.89) than in LO2 (M=3.89), and their performance was significantly above chance level only in FO (Table 2.1). The ANOVA reveals a significant main effect of Grammar (F(3,92)=4.498, p=0.005). There was no main effect of L1 (F(2,92)=1.29, p=0.28) and no interaction between the factors Grammar and L1 (F(2,92)=2.278, p=0.108).

Figure 2.3(b) shows the effect of learning during the test phase. Here, the learning index is the difference in the number of correct responses between the second (trials 5-8) and the first half (1-4) of the test phase. In Experiment 1, children showed a larger learning index in SO than in LO1, and similarly, in Experiment 2, the learning index is larger in FO than in LO2. The ANOVA shows an effect of Grammar (F(3,92)=4.832, p=0.004) and of L1 (F(2,92)=4.772, p=0.011) but no interaction between Grammar and L1 (F(2,92)=0.610, p=0.545).

Figure 2.4 shows the results of Experiments 1 and 2 for each language group separately. A similar trend can be observed across groups, favoring structural and free order over linear order. However, Italian children did not perform like German and Polish children: these were the only two groups that performed above chance (Table 2.1). In Experiment 1, Italian children were slightly more proficient at learning, during test, strings from the LO than from the SO grammar, unlike children from the other language groups (Figure 2.4b). Presumably the feedback provided during test had a more marked effect on recognizing LO than SO strings.

Performance for LO in the German group is significantly below chance: German children chose more often SO strings though they were exposed to a LO grammar. We found a similar, yet stronger, trend for Polish children. During the test phase, they were seemingly ‘unlearning’ LO (i.e., the learning index here is negative) or they were becoming more attracted to FO. Performance was significantly above chance only in the FO group.

These differences between L1 groups in test-phase learning effects are consistent with the observed main effect of L1 in the ANOVA (see above). These data show there are constraints operating during learning, either in the form of a preference for SO/FO, or a dis-preference for LO. Furthermore, the effect of these constraints on learning is modulated by children’s L1.
2.3 Experiments 3-4: A comparison between adults and children

Potentially different language learning strategies in adults and children have attracted considerable attention (Hudson Kam & Newport, 2009; Fava et al. 2011; Finn et al., 2014). In order to study the developmental continuity of learning constraints, we tested
adults using the exact same experimental paradigm, and with the same stimuli and task used with kindergarten children in Experiments 1-2. To investigate how knowledge of a native language interacts with learning, when learners are confronted with an artificial language, we tested native speakers of three languages: Italian, German and Polish.

2.3.1 Methods

2.3.1.1 Participants

In Experiment 3, the sample consisted of 42 adults: 22 were Italian, 20 were Austrian (29 females, mean age 22.44 years, age range 19-35 years). In Experiment 4, the sample consisted of 42 adults (31 females, mean age 20.66 years, age range 19-27): 22 were Italian, 20 were Polish. Written consent was obtained from all participants, who were paid for taking part in the study.
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Table 2.1: XYZ Mean (M), standard error (SE) and effect size (r). For structural order (SO), free order (FO) and linear order (LO) responses, the statistics are one-sample Wilcoxon signed rank tests relative to chance level (4). For the learning effect, statistics are Wilcoxon signed-rank tests comparing the first and second half of the test phase.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>SO/FO Correct responses</th>
<th>LO1/LO2 Correct responses</th>
<th>SO/FO Test-phase learning</th>
<th>LO1/LO2 Test-phase learning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experiment 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>5.14 (0.362)</td>
<td>3.77 (0.335)</td>
<td>0.96 (0.25)</td>
<td>0.68 (0.274)</td>
</tr>
<tr>
<td>p</td>
<td>2.03</td>
<td>0.322</td>
<td>2.89</td>
<td>2.05</td>
</tr>
<tr>
<td>r</td>
<td>0.009</td>
<td>0.747</td>
<td>0.004</td>
<td>0.04</td>
</tr>
<tr>
<td>r</td>
<td>0.40</td>
<td>0.05</td>
<td>0.43</td>
<td>0.31</td>
</tr>
<tr>
<td><strong>Experiment 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>4.89 (0.306)</td>
<td>3.89 (0.306)</td>
<td>0.82 (0.155)</td>
<td>-0.11 (0.25)</td>
</tr>
<tr>
<td>p</td>
<td>2.54</td>
<td>0.437</td>
<td>3.69</td>
<td>0.662</td>
</tr>
<tr>
<td>r</td>
<td>0.011</td>
<td>0.662</td>
<td>0</td>
<td>0.508</td>
</tr>
<tr>
<td>r</td>
<td>0.34</td>
<td>0.06</td>
<td>0.49</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Italian (Exp. 1)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>4.82 (0.6)</td>
<td>4.36 (0.576)</td>
<td>1.18 (0.423)</td>
<td>1.27 (0.428)</td>
</tr>
<tr>
<td>p</td>
<td>1.32</td>
<td>0.514</td>
<td>2.08</td>
<td>2.18</td>
</tr>
<tr>
<td>r</td>
<td>0.185</td>
<td>0.21</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>r</td>
<td>0.28</td>
<td>0.44</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td><strong>German (Exp. 1)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>5.46 (0.413)</td>
<td>3.18 (0.263)</td>
<td>0.73 (0.273)</td>
<td>0.09 (0.251)</td>
</tr>
<tr>
<td>p</td>
<td>2.46</td>
<td>2.23</td>
<td>2.15</td>
<td>0.378</td>
</tr>
<tr>
<td>r</td>
<td>0.014</td>
<td>0.024</td>
<td>0.05</td>
<td>0.705</td>
</tr>
<tr>
<td>r</td>
<td>0.52</td>
<td>0.48</td>
<td>0.45</td>
<td>0.08</td>
</tr>
<tr>
<td><strong>Italian (Exp. 2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>4.36 (0.401)</td>
<td>3.78 (0.447)</td>
<td>1.07 (0.195)</td>
<td>0.21 (0.422)</td>
</tr>
<tr>
<td>p</td>
<td>0.82</td>
<td>0.5</td>
<td>3.04</td>
<td>0.424</td>
</tr>
<tr>
<td>r</td>
<td>0.413</td>
<td>0.617</td>
<td>0.002</td>
<td>0.672</td>
</tr>
<tr>
<td>r</td>
<td>0.15</td>
<td>0.09</td>
<td>0.57</td>
<td>0.08</td>
</tr>
<tr>
<td><strong>Polish (Exp. 2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z</td>
<td>5.43 (0.429)</td>
<td>4 (0.432)</td>
<td>0.57 (0.228)</td>
<td>-0.43 (0.25)</td>
</tr>
<tr>
<td>p</td>
<td>2.57</td>
<td>0.06</td>
<td>2.13</td>
<td>1.61</td>
</tr>
<tr>
<td>r</td>
<td>0.01</td>
<td>0.952</td>
<td>0.03</td>
<td>0.107</td>
</tr>
<tr>
<td>r</td>
<td>0.49</td>
<td>0.01</td>
<td>0.40</td>
<td>0.3</td>
</tr>
</tbody>
</table>

2.3.1.2 Stimuli, Apparatus, Procedure and Analysis

The same as in Experiments 1 and 2.
2.3.2 Results and discussion

Figure 2.5 and table 2.1 report the results of Experiments 3-4. In general, adults performed better than children. Their responses were significantly different only in the LO2 group (Mann-Whitney test comparing children’s and adults’ performance: SO: U=271, z=0.995, p=0.32; LO1: U=294.5, z=1.58, p=0.114; FO: U=249.5, z=0.918, p=0.359; LO2: U=459.5, z=3.4, p=0.001). There was moreover a significant difference in the learning index in the LO groups (Mann-Whitney test comparing children’s and adults’ learning during test: SO: U=243.5, z=0.314, p=0.753; LO1: U=312.5, z=2.05, p=0.04; FO: U=262, z=0.676, p=0.499; LO2: U=466.5, z=3.6 p=0.001; Figure 5b): adults from all L1 groups were getting better during test in recognizing LO strings, whereas children’s performance during test improved for SO and FO grammars, showing an ‘unlearning’ or an FO-attraction effect for LO2 grammar in Experiment 2. In Experiment 3, both grammar groups performed above chance, and there was no significant difference in performance (U=241, z=0.53, p=0.596), suggesting that it was equally easy for participants in both groups to recognize SO and LO1 strings. However, in Experiment 4, only LO2 participants performed above chance, whereas in the FO group performance was at chance level. There was a significant difference in performance between LO2 and FO groups (U=317.5, z=2.495, p=0.013).

These results indicate that adults generalized from the training phase more easily when they were exposed to a LO grammar, featuring a consistent generation rule, compared to grammar without any apparent rule (FO). To test the hypothesis that Grammar and L1 had an effect on behavior, a between-groups ANOVA was performed, showing an effect of Grammar (F(3,76)=5.782, p=0.001) and L1 (F(2,76)=5.438, p=0.009), but no interaction between Grammar and L1 (F(2,76)=0.7, p=0.5). Figure 5b shows the effect of learning during the test phase. In both experiments, participants showed a larger learning index in the LO than in the SO/FO groups, especially so in Experiment 4. The ANOVA shows no effect of either L1 (F(2,77)=0.123, p=0.884) or Grammar (F(3,77)=1.703, p=0.173), nor an interaction of the two factors (F(2,77)=0.146, p=0.865).

Figure 2.6 and Table 2.1 show the results of Experiments 3-4 in each language group separately. All groups performed above chance, with the exception of the Italian FO group (Figure 2.6 (a); Table 2.1). In Experiment 3, performance was not significantly different between the two L1 groups. In all groups, participants were better at learning
2.3. Experiments 3-4: A comparison between adults and children

Figure 2.5: Results of Experiments 3 and 4. Panel (a) presents the average number of correct responses, and panel (b) presents test-phase learning effects. Error bars denote Standard Error. Significance codes: p < 0.05*, p < 0.01**, p < 0.001***. Asterisks indicate statistically significant effects (Table 2.2) in one-sample Wilcoxon signed-rank test relative to chance (correct responses, panel a) and Wilcoxon signed-rank tests comparing the second and the first half of the test phase (learning index, panel b). Significance codes: p < 0.05*, p < 0.01**, p < 0.001***.

Unlike FO/SO. Learning was not affected either by the grammar they were exposed to during the training phase, nor by their first language. Our results show that structural order constraints do not operate in the same way, assuming they are at all present or active, in adults and in preschool children. Moreover, overall performance seems to be modulated by adult’s L1 (unlike children) but learning in the test phase does not.
Table 2.2: Mean (M), standard error (SE) and effect size (r). For SO/FO order and LO the statistics are one-sample Wilcoxon signed-rank tests relative to chance level (4), for the learning statistics are Wilcoxon signed-rank tests comparing the first and second half of the test phase.

### 2.4 General discussion

Words may occupy different positions within a sentence depending on how they are syntactically related to other constituents. This principle, known as structural order, is a key universal property of natural languages: no language obeys a linear order principle whereby constituents have fixed positions within strings. Does structural
2.4. General discussion

Figure 2.6: Results of Experiment 3 and Experiment 4 for Italian 1 (SO/LO1), German (SO/LO1), Italian 2 (FO/LO2) and Polish (FO/LO2) language groups. Error bars denote standard errors. Asterisks indicate statistically significant effects (Table 2.2) in one-sample Wilcoxon signed-rank tests relative to chance (correct responses, panel a) and Wilcoxon signed-rank tests comparing the second and the first half of the test phase (learning index, panel b). Significance codes: $p < 0.05^*$; $p < 0.01^{**}$; $p < 0.001^{***}$.

order constrain language learning, and if so, how? Our results suggest that children are not unconstrained learners. They showed a preference for the grammars they were exposed to during training, and significantly more so for structural order and free order grammars, as compared to linear order grammars. This points to the existence of cognitive constraints or biases on learning that either favors the typologically plausible pattern of constituent order, or disfavors the implausible patterns.

It can be argued that the structural rule used in our experiment is compatible with a hierarchical string organization, but does not require it: it is sufficient for learners to understand that the presence of function words is conditioned by the presence of content words, and treat that as strictly local statistical rule. Note however that LO grammars can also be analysed as relying on local rules, e.g., between the first F and the first C words, and between the last F and the last C words, or in the FCF pattern at the beginning of each string in the first linear order grammar. Also, the free order grammar has no clear local alternation pattern, but seems still easier to learn than a
linear order grammar.

Human languages differ in amount of word order flexibility they allow. Some languages, like Italian, have a relatively rigid word order, i.e., Italian uses word order to encode grammatical relations between words. Other languages like German and Polish encode grammatical relations not only through word order but also by means of case marking. Languages with rich case-marking systems typically have a more flexible word order. We tested native speakers of three typologically different languages (i.e., Italian, German, and Polish) with varying degrees of flexibility in word order and different emphasis on morphology, and we found support for the notion that learning constraints are only partly dependent on the first language of learners.

More specifically, we observed that performance in discriminating grammatical from ungrammatical strings was not affected by L1 (as is indicated by a lack of main effects of, or interactions with, L1 in the ANOVA), while learning during the test phase did differ between language groups. The latter finding could be attributed to differences in how linear order structures are learned across languages. One possibility here is that two sets of constraints coexist, determining the learnability of structural and linear order systems, respectively. The former constraints may be invariant across language types, but the latter may be rather more open to L1 influences. Performance of Italian children differed compared to Polish and Austrian children, and we hypothesize that this may be due to that fact that linguistic abilities are acquired in different developmental phases for different languages, and that the timing and duration of their sensitive periods may differ (Friederici, 2005). Another explanation could be related to the fact the utterances in Italian often start with function words. Gervain et al. (2008) found that the position of frequent and infrequent words in a language is strongly related with the head-complement order and children already as young as 7 months old have the ability to compute the frequencies to set the parameter. It suggests that Italian children prefer frequent syllable to occue at the beginning of the units in Italian, especially in utterance-initial positions. Rohrmeier et al. (2012) and Gervain et al. (2013) showed that language experience affect performance of learners in AGL experiments. To what extent language experience plays a role in language processing remains an open question. The design of our experiments does not allow us to conclude why we observed the difference in performance in the test phase between the three language groups. However they suggest that cross-linguistic research may be important.
for determining which constraints are shared across languages, and which are instead language-specific.

Our results suggest that the learning constraints of adults seem to differ from those of children. For adults, discrimination performance was affected both by the grammar they were exposed to and by their L1, while learning during the test phase was not affected by either of these two factors. In contrast, children’s performance was modulated by the grammar they were exposed to during the training phase, though not by their L1. Importantly, only learning during the test phase in children was affected by both grammar and L1. Adults responded to the feedback during the test phase by improving their performance on LO grammars, whereas children found SO/FO grammars easier to learn with feedback, showing a dis-preference for LO grammars by ‘unlearning’ or disengaging with them (Experiment 4). This pattern of results may have implications for understanding why children are more efficient at learning new languages whereas adults struggle in the same task.

It has been proposed that children and adults rely on different processes and implicit strategies for abstract rule extraction, as well as for building linguistic competence in general (Newport, 1990; Hudson Kam & Newport, 2005; Hudson Kam & Newport, 2009). Traditionally one could see our results pointing to a putative ‘critical period’, after which the ability to acquire language changes. Its existence however has been highly contested suggesting that adults rely on different learning mechanisms (Birdsong, 1992; Perani et al., 1996). Recent EEG studies show that second language learning can reach the same level of fluency and control as L1 (Friederici et al., 2002; Morgan-Short et al., 2012). Already Piaget (1926) suggested that the difference found between adult and children language learning could be a result of maturation of the brain together with the fact that for children language learning is a part of general task trying to understand the surrounding world. This could partially explain the different facility of language learning.

Our data in adults’ experiments can also be explained by the interplay of several factors: prior linguistic knowledge, cognitive control, over-learning, and domain-general cognitive abilities interfering with learning certain aspects of language. It is quite possible that the same structural order constraints are also available to adults, but their function is overridden by parallel constraints governing learning in other domains, e.g., linear order in arithmetic. Yet another possibility is that adults, when learning a
new language, are selectively suppressing their knowledge of L1, especially if they are explicitly made aware that they are learning a new language. The differences found in our experiments between children and adults are unlike from what is often found in other AGL experiments (Hudson Kam & Newport, 2009). Several studies have found that learning constraints in adults pattern with typological asymmetries. Musso et al. (2003) reported Broca’s area activation when learners processed rules of ‘possible’ languages relative to ‘impossible’ languages. However, as in our study, there was no difference in behavioral performance between the two types of language. Adults in our study were tested using the same procedure and stimuli as children. It is possible that the number or the length of the strings we used was not sufficient for adults to show learning differences: their overall better performance might result from overcoming learning constraints with simply domain-general mechanisms. Differences could also come from the increased memory load in our experiments as we used relatively big lexicon. Frank & Gibson (2011) suggested that memory constraints can play a role in AGL learning. Another possible explanation for the difference in performance between the two groups is the time it takes to learn new linguistic rules. It is possible that adults need less time to require the grammatical rules and do not use the test phase to further improve their new knowledge, while children use the test phase and its feedback to further learn the rule. Further work is needed to clarify the nature of the observed performance differences between children and adults.

In our experiments we used a more natural AGL paradigm by introducing a key property of natural languages: the distinction between function and content words. After a mere 5 min of exposure to artificial languages, both children and adults inferred, albeit with errors, the order of constituents in strings, using only the frequency and length of pseudo-words as cues. Our results mirror earlier studies suggesting that the position of function and content words is used by learners to extract the constituent order of input strings (Braine, 1966; Morgan et al., 1987; Valian & Coulson, 1988), and to generalize it to novel strings. This provides further evidence for the view that word frequency and the distribution of function words may boost the learnability of languages by signaling the structural position of syntactic units (Hochmann et al., 2010; Gervain et al., 2013).

The main goal of our experiments was to assess the role of learning constraints favoring structural order, or disfavoring linear order, though not to determine their
nature or origin. Here, we have provided evidence for the existence of these constraints in preschool children, and for their role during artificial language learning. One point is that rules we used to design our grammars introduce a clear distinction between the two, however we do know know for certain what rules children extracted from the stimuli. It is possible, even though we tried to eliminate potential confounds, that the rules they extracted were based on some other regularities, we cannot exclude that possibility. Culbertson et al. (2012), among others, claimed that, if a constraint or bias exerts pressure on learners to acquire structures that follow certain patterns, the grammars in use would keep changing (or would be selected) to satisfy that constraint. As a result, the performance of learners and cross-linguistic patterns will mirror each other. Here, we presented data on the existence of constraints in favor of structural order, or against linear order, as found in every natural language. This highlights a connection between language learning, typology, and language change (Kirby et al., 2004; Yang, 2004; Wilson, 2006).

The fact that we found effects of learning biases in individual participants in a single experimental session seems inconsistent with theories suggesting that typological differences stem from factors external to cognition, such as historical, geographical and cultural determinants (Evans & Levinson, 2009; Levinson & Evans, 2010; Dunn et al., 2011; Pagel et al., 2013). These proposals would presumably explain the sort of asymmetries in artificial grammar learning observed in our experiments as being a consequence of the fact that children, as well as adults, already possess a native linguistic competence which eventually plays out in the recognition task. Minimally, our results suggest that language learning is not unconstrained. A major challenge for future research is to understand these learning constraints in greater detail, focusing on their origin and scope. This would then allow us to describe how exactly learning constraints interact with maturational, cultural and historical processes to shape natural languages.
Chapter 3

Horizontal and vertical transmission of compositional languages via iterated signaling games

Language change may provide key insights into questions about the nature of language, in particular the role of cognitive and social processes in shaping syntactic and semantic systems. Here, we introduce a novel experimental paradigm – the iterated signaling game (ISGs) – designed to investigate how simple artificial languages (‘codes’) emerge and change in the course of horizontal coordination between individuals and of vertical transmission across generations. First, we provide a proof of concept that ISGs are a working laboratory model for language change. We show that players consistently converge on a common code after repeated signaling rounds and that the shared code is effectively transmitted and partly modified across generations. Second, we establish a baseline of results for further research using ISGs. We find that compositionality can be imposed on codes by the first generation of players and is maintained by subsequent generations. However, other variables, in particular the degree of coordination among players and how faithfully common codes are transmitted, show a cumulative increase across generations. Our study adds to ample evidence that certain linguistic universals can be studied in the laboratory using models of code transmission in diffusion chains.
3.1 Introduction

In recent years a novel framework has emerged in which languages are regarded as dynamic systems that change across individuals and over time (Beckner et al., 2009; Hruschka et al., 2009). Within this framework, issues arise as to how exactly this variation originates, and what constrains language change. It is likely that principles of human cognition shape, albeit only weakly and indirectly, the evolution of language (Chater & Christiansen, 2010). However, it remains an open question at which stage of cultural transmission such constraints play out: is it primarily during language learning (i.e., during the vertical transmission of language from parents to offspring), or is it during language use among peers (i.e., during horizontal transmission), or a mixture of both? Some changes in linguistic systems are likely to arise from the individual processes of learning and development (Niyogi 2006), but language is also used in communicative interactions, and therefore its structure may at some level reflects aspects of our social life (Tomasello, 2008; Croft, 2009).

The aim of this study is to introduce a new laboratory model for studying the extent to which properties of natural languages, such as compositionality, are shaped by coordination and communication processes, and how linguistic structure changes through vertical and horizontal transmission. This laboratory model is the signaling game (Lewis 1969, Skyrms 2010, Moreno & Baggio 2014). In our experiments, we constructed parallel diffusion chains with several participants (‘generations’) playing signaling games. In each game, players agree on a common code, i.e., a simple artificial language where ‘utterances’ (the signals) denote events. The common code is used by players in the next game (the next ‘generation’) as a basis for a new agreement. This iterative procedure allows us to track the emergence and the evolution of referential codes across generations. Although the codes studied here are much simpler and less flexible than natural languages, they do share some key features, such as the presence of expressions denoting features of objects (shape and color) and of events (motion), and a certain degree of structural organisation (compositionality) of signals. In what follows we discuss language change in more detail which is the main theme underlying our research. We introduce our methods by first briefly reviewing previous research on code transmission using iterated learning, and by next presenting signaling games as a novel laboratory model for the study of language evolution.
3.1. Introduction

3.1.1 Language change

In order to model language change, one must consider several interacting constraints, as languages change at nearly every level of organization (Beckner et al., 2009), and may partly do so to meet the demands of processing and communication (Pagel et al., 2007). In some theories, language change is seen as the result of interactions between individual learning and biological evolution (Pinker & Bloom, 1990). More recently, cultural evolution and social interaction have been regarded as factors that may also affect language change, effectively reviving aspects of traditional historical linguistics (Greenberg 1959, Ringe & Eska 2013). In some of the new models (Kirby 2000), what characterises language transmission is that the input which speakers are receiving as their learning material is simultaneously the output produced by other speakers who underwent the same acquisition process. Other models (Hruschka et al., 2009) have emphasized the role of coordination and communication as goal-oriented processes. Languages are in constant flux, reflecting the changing demands and characteristics of the communities that use them. Can communicative goals explain which aspects of language change? How does coordination impact on the acquisition and transmission of languages? Are language universals, such as compositionality, partly motivated by social interaction and communicative constraints?

Pagel et al. (2007) observed that higher frequency words are more stable over time than lower frequency words. Words that are more important for communication purposes are those that evolve more slowly. Recent findings by Futrell et al. (2015), based on an analysis of parsed corpus data from 37 languages, supports the view that certain aspects of syntax may have evolved to minimize processing effort and to make communication as efficient as possible. This line of work has provided evidence that languages are affected by communicative pressures, and are to some extent shaped to satisfy communicative needs. Fedzechkina et al. (2012) showed that learners of an artificial language restructured their inputs to increase the communicative efficiency of the target systems within a single experimental session. That result established the important principle that learners alter the inputs they are exposed to if that allows for greater processing ease. Focusing on the emergence of linguistic structures, Kirby et al. (2008) showed how compositionality arises from repeated cycles, where learners acquire and change a language based on the productions of the previous generation of learners. This line of work provided several important insights for experimental and
computational research. Simulated communication games have shown that pairwise interactions within a population of agents can prompt the emergence of a shared set of form-meaning associations (Puglisi et al., 2008). Clark et al. (2008) have provided evidence that constraints on word order follow from simple models of learning and social interactions. Moreover, constraints on the processing can give rise to regularities as a result of transmission across generations (Reali & Griffiths, 2009), thus confirming previous historical findings (Bybee, 2007). Although these studies emphasize limited aspects of the complex interplay between social and cognitive factors during language change, they serve as a starting point for providing a more complete picture of how specific assumptions on language learning, processing and use may shape our understanding of language structure.

Viable laboratory and computational models of language change rest on some assumptions. Firstly, for a linguistic form to spread, it needs to be learnable. Secondly, learners must exhibit a bias (i.e., a preference), however weak, in favor of that form. Such biases may derive from, among others, processing (some forms are less costly to generate or parse) or use (some forms result in more efficient communication) (Kirby et al., 2008; Kirby et al. 2015). Thirdly, languages may change as a result of conflicting pressures on speakers and hearers. More specifically, speakers may adopt a principle of production economy, and hearers may opt for explicitness and clarity (Cooper, 1999; Christiansen & Chater, 2008; Fay & Ellison, 2013). Languages therefore change during transmission, adapting to the cognitive constraints and biases that may play out in the processes of language learning and use by speakers and hearers. Moreover, humans have evolved flexible learning algorithms that track rapid changes in target languages (Baronchelli et al., 2012), despite the fact that words that are replaced more rapidly are those that are used less frequently (Pagel et al., 2007; Pagel et al., 2013), and that higher rates of change are associated with language splitting (Atkinson et al., 2008). It has moreover been suggested that cultural evolution is a factor that determines word order and related aspects of morphosyntax (Dunn et al., 2011). Furthermore, patterns of stability and variation of certain linguistic structures seem to accord with processes of cultural transmission (Dediu & Levinson, 2012).

Social learning is a key ability underpinning cultural transmission (Tomasello, 1999; Richerson & Boyd, 2005). Humans have developed a unique capacity to learn from others that seems crucial for human ecological success (Boyd et al., 2011; Rendell et
Communication systems have been found in many animals, but human languages stand out for their complexity and diversity, and for the variety of aims they can serve (Wilson & Sperber, 2002). In studying language change as a result of social learning and transmission between individuals, the focus becomes the progressive modification of information provided to one generation by previous generations. To investigate how this process unfolds, and how cognitive and social constraints may shape languages, leading to the emergence of universal trends, a laboratory model called Iterated Learning was introduced.

### 3.1.2 Iterated learning

Iterated Learning (IL) was proposed as a model of the processes underlying language evolution (Kirby & Hurford, 2002) based on experimental and computational results showing that IL can lead to the emergence of compositional structure. IL is a process whereby an individual acquires a behavior by observing a similar behavior in another individual who acquired it in the same way. The aim of the IL approach is to simulate the phenomena of interest on a small scale, allowing researchers to investigate how, for example, languages change over generations as a result of repeated transmission. One of the most popular paradigms in IL uses diffusion chains, originally developed by Bartlett (1932). The first person in a chain is given some information and attempts to pass on this information to the next person in the chain. The output is then relayed to the second person who undergoes the same procedure, and so on across the chain. The purpose is to determine to what extent original material is faithfully transmitted. Bartlett found that along the chain the information became degraded and corrupted. Mesoudi and Whiten (2008) argue for the superiority of transmission chains over the traditional single-generation memory experiments as a method for studying cultural transmission. IL has been applied in various computational simulations (Kirby, 2001; Smith et al., 2003; Smith, 2004; Reali & Griffiths, 2009; Swarup & Gasser, 2009; Perfors & Navarro, 2014) and has been used to study instances of cultural evolution such as birdsong (Feher et al., 2009), artifacts (Caldwell & Millen, 2008), stereotypes (Kashima, 2000; Martin et al., 2014) and language (Kirby et al., 2008). IL may provide insights into learning biases that cannot be observed in experiments with individual subjects: biases that are weak in individuals are amplified in diffusion chains (Kalish et al., 2007; Kirby et al., 2007; Griffiths et al., 2008; Smith & Wonnacott, 2010). In the
field of linguistics, IL is often combined with artificial language learning to investigate how communication systems and languages may evolve (Scott-Phillips & Kirby, 2010; Galantucci & Garrod, 2011; Galantucci et al., 2012).

A major difference between IL and our model of language transmission – iterated signaling games (ISGs, see below for further details) – is that transmission in ISGs is always based on interaction between senders and receivers. Modeling studies have suggested that interaction and feedback are critical for language change (Steels, 2003). One of the first applications of diffusion chains to investigate the balance and interplay between expressivity and learnability in language evolution was Kirby et al. (2008). In that study, the semantic space consisted of 27 combinations of object color, shape and motion. The first participant learned a set of word-object pairings, and had to generalize it to novel objects by producing appropriate labels. A subset of the labels produced by the first subject was then presented to the second participant as training material, who acquired the mappings and applied them to a novel subset of objects. Subjects never interacted and were not aware that they were part of a diffusion chain. The languages that emerged after several generations were learnable but ambiguous: some signals were used to denote different objects. This result was replicated in other studies (Perfors & Navarro, 2014; Kirby et al., 2015). In a second experiment (Kirby et al., 2008), the ambiguity was artificially filtered out from the training data, and only then the emerging languages were compositional. This artificial filter was introduced as a substitute for communication. However, more recent research by the same group introduces coordination and communication directly into the IL scheme (Kirby et al., 2015). Two participants are trained separately on an input language by observing the mappings between words and their referents. Afterwards, they take turns as speaker and listener in a series of interactive communication rounds. The output language is used as the training set for the next generation. Communication is introduced within each generation. Still, there is no interaction-based transmission across generations. Unlike in the training of Kirby et al. (2015), in fact language acquisition takes place by imitating, observing and interacting with others. Communication between individuals interacting to reach a certain goal using IL was also used in studies of the structure of graphic communication systems (Healey et al., 2002, 2007; Garrod et al., 2007; 2010; Theisen-White et al., 2011). Despite important analogies between graphic and verbal communication, graphic symbols lack combinatoriality, compositionality, and duality of patterning (Hockett, 1960). Moreover, in natural language, the relation between an
expression and its meaning is typically (and universally) arbitrary, and not iconic.

In *seeding* the initial behavior or language is decided by the experimenter, and is then spread and modified by participants within the diffusion chain (Horner et al., 2006; Whiten et al., 2007; Flynn & Whiten, 2010; Whiten & Flynn, 2010; Nielsen et al., 2012). Diffusion studies primarily aim at understanding how well the seeded patterns spread. In studies with adult participants, for whom cultural transmission is already an established behavior, the issue is how and why behavioral patterns change over time (Mesoudi & Whiten, 2008). Studies of language transmission typically seed with random strings that denote ‘holistically’ (i.e., as fixed labels). This choice stems from theories of ‘proto-language’ as a holistic signaling system (Wray, 1998; Kirby, 2000; Arbib, 2005; Fitch, 2007). These theories state that proto-languages initially had only discrete proto-words representing concepts, and forming at most short, unstructured proto-word strings. This notion, however, is problematic. As Bickerton (2003) points out, it would be difficult for speakers to settle on an agreed meaning when utterances are holistic. Others suggest that early communication evolved from a proto-language closer to actual languages, albeit much simpler, i.e., with a proto-lexicon but no syntax (Bickerton, 1990; 2003; Jackendoff, 2002; Tallerman, 2007). As Bybee (2012) also has observed, grammatical structures are formed by unification of adjacent elements, not by breaking complex elements apart. Therefore, if the aim is to demonstrate language emergence and change through cultural transmission, seeding with holistic languages may not be the most ecologically plausible approach. Indeed, there is no evidence that complex signaling systems originate from a random, complex, unstable state. Seeding with structured systems, on the other hand, has the advantage of steering clear from the question ‘what was there initially?’: a plausible intermediate evolutionary state of the language is used as a starting point of investigation. That is our approach here.

### 3.1.3 Signaling games

Experimental research on dialogue has produced a substantial amount of knowledge about the principles underlying language use (Clark, 1996; Brennan & Hanna, 2009). One upshot of this line of research is that, to understand the structure of languages, one needs to focus both on individual cognitive constraints and on social interactions. As suggested by the interactive-alignment model of dialogue by Pickering and Garrod (Garrod & Pickering, 2004; Pickering & Garrod, 2004), convergence, in which one
speaker’s output is made to increase in similarity to another speaker’s output, occurs when a speaker adjusts her behavior to that of her interlocutor’s for the purposes of communication (Soliz & Giles, 2014). So far, phonetic convergence has been observed in interactive and non-interactive situations, and morphological conformity has also been observed (Beckner et al., 2015). Information transmission was more effective in interactive compared to non-interactive situations (Tan & Fay, 2011). Collaborative accounts propose that individuals interact to ensure that what is said is also agreed upon and properly understood by both parties. Therefore, meaning is bi-directionally negotiated. Already Clark and Wilkes-Gibbs (1986) found that dyadic conversational references are established over extended exchange. Typically, such exchange consist of cycles of interaction resolved only when there is mutual agreement on referents by both parties. An exchange typically starts with idiosyncratic descriptions, and exploits subsequent interactions to adjust mismatching referents. Similar results have been obtained in studies of the emergence of communication (Galantucci & Garrod, 2011; for review see Galantucci et al., 2012). Finally, specific brain areas that do not entirely overlap with those involved in language processing, are engaged during coordination and communication (Ramnani & Miall, 2004; Carrington & Bailey, 2009; Willems et al., 2010; Enrici et al., 2011; Stolk et al., 2014). These data are broadly consistent with the independent contribution of coordination and communication to shaping linguistic structure.

In IL, participants learn a miniature artificial language and are subsequently tested on their knowledge. Their output from the test phase is used as an input for the next participant. In our own studies, we introduced an interactional model of cultural learning – the signaling game. Signaling games (Lewis 1969; Skyrms 2010) are a class of dynamic games of incomplete information. What makes signaling games relevant here is that they are a relatively simple yet highly flexible model of how agents update their beliefs based on observed actions (signals), and of how the interaction changes accordingly. In the simplest case, the sender has access to a state of the world, which is unknown to the receiver. The sender sends a signal to inform the receiver about the state. The receiver then chooses an action in response to the signal, and if the action is appropriate given the state of the world (e.g., bring an umbrella, if it is raining), the trial is successful for both players. If the sender consistently uses a signal in one state and another signal in another state (i.e., what is called a ‘separating equilibrium’, for arbitrary numbers of states and signals), the receiver can always choose the relevant
action in response to a signal. What sender and receiver do is what gives meaning to signals. Signaling game theory can be used to study information flow in networks of multiple players (Skyrms 2009), capturing a variety of real-world situations. Here, we introduce iterated signaling games (ISGs), that is, signaling games played sequentially in chains (open and totally ordered) of senders and receivers, in which the receiver in a game becomes the sender in the next game.

3.1.4 Aims of the present study

The aim of our research is twofold. First, we provide a proof of concept that ISGs are a viable laboratory model of language change. We show that (1) in each signaling game, players converge on a common code after repeated signaling rounds with feedback, and (2) codes are effectively transmitted and modified across generations. Second, we establish a baseline of results for further experimental research with ISGs. ISGs are a highly flexible paradigm as feedback, the roles of the players, the size of the state and signal spaces, signal frequency, and so on, are all easily manipulated. In this sense, the present study is an exploration of the simplest possible ISG paradigm: i.e., feedback is complete, sender and receiver roles are fixed throughout a game, the size of the state and signals spaces are limited and known to players, and states are equiprobable for the sender (all signals are equiprobable for the receiver). Our focus is on the structure of the code as well as on mappings of signals to referents. The constituents of signals and the communication channel are predefined. We also aim to provide a ‘conceptual replication’ using a different paradigm (i.e., ISG) of previous results (Theisen-White et al., 2011; Kirby et al., 2015) showing that pressure from learning and communication leads to structured codes. The novelty of our approach lies in using the ISG paradigm, in which communicative goals are explicit, feedback is complete and is provided as common knowledge to players and seeding is based on a non-holistic protolanguage.

As part of establishing a baseline for ISGs, we aim to replicate earlier results (Moreno & Baggio, 2014; Lumaca & Baggio, submitted) suggesting that, in signaling games in which roles are fixed (i.e., a player is either sender or receiver throughout a game), horizontal code transmission occurs from sender to receivers.

In studies of cultural evolution, two ‘modes of transmission’ are considered: vertical and horizontal. Here we define horizontal transmission as within-pairs transmission and vertical transmission as across-pairs transmission. Vertical transmission assumes that
Chapter 3. Iterated signalling games

cultural information flows as in IL from generation to generation (Kirby et al., 2008). Horizontal transmission is the emergence of communication systems through interaction within a generation of interlocutors: it can be unidirectional (e.g., from sender to receiver) or bi-directional (Galantucci, 2005; Healey et al., 2007; Selten & Warglien, 2007; Scott-Phillips et al., 2009). Both can lead to the emergence of compositionality. Garrod et al. (2010) compared two types of transmission using a version of a graphical communication task. However, as mentioned earlier, their results are not necessarily relevant for language. In ISGs, both modes of transmission are present. This allows us to investigate whether, even with coordination at the horizontal level, the final codes after vertical transmission are more learnable and structured.

One hypothesis that we will be able to test is whether rapid changes in vocabulary occur during horizontal transmission, whereas vertical transmission explains gradual changes in linguistic structure. As suggested by Bickerton (1990), repeated pairwise interaction can lead to the emergence of a compositional structure and linear order already at the outset of the interaction, due to communicative pressure. This does not mean that vertical transmission has little or no influence on structure. However, we expect its role to be less dominant than interaction. The participants’ main goal is to communicate effectively. Therefore, our prediction is that certain essential properties of languages, without which communication is difficult or impossible, would emerge quickly within one or a few generations. Other properties, that may refine codes and render them ‘optimal’ in some respect, will instead appear gradually and change over generations. A key question here is whether compositionality belongs to the former or to the latter set of properties.

3.2 Experiment 1: Compositional semantics

We based our stimuli on Kirby’s et al. (2008) experiments. Our paradigm rests upon the assumption that to investigate language change one needs an interactive task. Our participants’ explicit goal was to coordinate and communicate successfully. Moreover, they were aware they were part of a transmission chain. Thus, the task in ISGs is not just a memory recall task.
3.2.1 Methods

3.2.1.1 Participants

Thirty eight (38) Italian native speakers (mean age 23.5, age range 19-33, 24 female) participated in Experiment 1. They all had normal or corrected-to-normal vision, and all were trichromats. They were recruited via an institutional website and were monetarily compensated for their participation. Sample size was based on previous research on IL (Kirby et al., 2008). Upon their arrival to the lab, the participants were informed they would play a game with a partner. Participants who played together in a game did not know each other beforehand. Unlike in previous experiments using diffusion chains, participants were aware that the study involved interaction between partners. At the end of the experiment, participants were debriefed about the goal of the study. Participants were organized in 4 transmission chains of 9 generations each. Two participants failed to show up for the sessions, thus the original plan of using 10 generations in each chain had to be abandoned: that is, 36 participants were included in the final data set. The study was approved by the Ethics Committee of SISSA.

3.2.1.2 Apparatus

Each pair of participants was seated in the experimental room at a large desk facing each other, so that each player could not see the other during the session. Each player had their own workplace consisting of a computer screen and keyboard. The screens were aligned back to back, rendering it impossible for each player to see their partner and their screen. Sender and receiver roles were assigned at the beginning of the each session, and were fixed throughout the session. At the end of each session (generation n), the receiver would become the sender in the next session (generation n+1). Thus, chains were constructed. In between two sessions, the receiver was transferred to the sender position, and a new participant was let into the room to play as a receiver. The stimuli were delivered from a single computer controlling both workstations using Presentation (Neurobehavioral Systems).
3.2.1.3 Stimuli

We used the same 3-by-3 stimulus design as in Kirby et al. (2008). The states in our signaling games are visual scenes varying in 3 dimensions: shape, color and motion (Fig. 3.1). We used artificial Tetris-like shapes and ambiguous colors to prevent players from transferring (partial) mappings of labels to meanings (e.g., ‘re’ to red) from their native language, which would act as undesirable ‘focal points’ (preplay equilibria) in a game (see Moreno & Baggio (2014) for a discussion). All object shapes had the same number of constituent squares (i.e., 5). All motion trajectories (straight, curved and zig-zaggy) of objects started and ended at the same two locations on the screen. The constituents of signals were monosyllables. To prevent players from typing-in labels, and possibly using words of their own native language, the labels had to be chosen by players (details below) from a set of 9 labels shown on the screen. The task consisted of matching scenes resulting from the factorial combination of three feature sets, with three features each (shape, color, motion; 27 possible), to 3-syllable strings as signals. For the sender, the task consisted of mapping states (visual scenes) to signals, and for the receiver, the task was the reverse (see below). We used closed sets for signals and states, and that enabled us to measure some language-like properties of the emerging signaling systems, i.e., compositionality, given a linear constituent order.

3.2.1.4 Procedure

Participants were organized into 4 vertical diffusion chains with 9 players each, and played a signaling game with fixed roles and multiple signaling rounds. Each player took part in 2 games or sessions of the experiment. In the first session, player A was the sender and player B was the receiver in generation n. Once A and B converged on a shared mapping of signals to states, after a short break a new game started,
where player B was now the sender, and player C was introduced as a new receiver, thus establishing generation n+1. Players were not allowed to communicate verbally or otherwise. The experimenter was always present in the room. We seeded chains as follows: the first sender in each chain (generation 1) was trained using a randomly generated bijective mapping of syllables to object features. In each learning trial, the participant was presented with an object, and had to compose a single 3-syllable label describing that object. Feedback was provided, as to which labels and object features were correctly or incorrectly matched in that trial. The training phase finished when the participant learned all the associations. There was no time limit for this task.

Each signaling trial unfolds as follows (Fig. 3.2). The sender is privately shown an event (1s clip) drawn randomly from 27 possible combinations of shape, color and motion, and is asked to send a signal to the receiver denoting the event. To do so, the sender chooses 3 labels from the learned vocabulary: all 9 labels are shown at the same time on the screen in a 3-by-3 grid (duration: self-paced), in a random order in each trial. The sender composes a signal, which is immediately sent to the receiver. Both players simultaneously see the signal the sender has composed. Based on this signal, the receiver has to respond by composing the event he believes the sender has seen, choosing shape, color and motion features in a 3-by-3 grid (duration: self-paced) in a different randomly generated order in each trial. Feedback (2s) is presented to both players indicating whether the elements that the receiver has chosen match the elements of the event that the sender has seen.

Studies of coordination games support the idea that feedback is important for the emergence of successful communication systems (Healey et al., 2007; De Ruiter et al., 2010). The game ends when participants reach 60 correct trials, with no constraint on the number of correct consecutive trials. A trial is correct if and only if all three features selected by the receiver in response to the signal match the features of the event as seen by the sender. Therefore, a trial is successful if the message sent by the sender is fully understood by the receiver. Note that the events presented to senders are all equiprobable. This is desirable given the purposes of the present experiment, since in languages more frequent words tend to exhibit less variation (Pagel et al., 2007). Each session lasted approximately 1 hour.
Figure 3.2: An example of trial in a signaling game. The top and bottom rows show what the sender and receiver see, respectively. Time flows from left to right. In each trial, the sender sees a scene (clip) and composes a signal (maximum 3 syllables) to communicate the identity of the scene to the receiver. The receiver sees the signal and chooses from the 9-object array the elements that he believes were seen by the receiver. Next, the feedback is presented to players, indicating how accurate the receiver’s choices have been. Players use the numerical keypad on the full-size keyboard to produce their responses. Bold frames indicate the points at which sender and receiver respond.

3.2.1.5 Data analysis

Our aim is to describe changes in code structure, mappings and regularities during transmission, both within generations and within chains. In particular, we tested for changes in the quality of code transmission and coordination, the gradual emergence of compositionality, and innovation and fidelity in code structure. These measures are described below. The expectation from earlier research is that both transmission and compositionality gradually increase over generations (Kirby et al., 2008). However, given coordination pressure and communicative goals, a structured signaling system may emerge earlier or suddenly.

We used 5 measures: structure, coordination, transmission, innovation and asymmetry, described in detail below (see Moreno & Baggio, 2014). Following Kirby et al. (2008), we measured code similarity using mean normalized Levenshtein distances between the codes agreed on by one generation, and the codes formed by the next generation, averaging over all meanings. The normalized Levenshtein distance is defined as the smallest number of character insertions, replacements or deletions that are required to transform a character string into another, divided by the length of longest string. The output is a number between 0 and 1, with 1 indicating fully matching
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codes, and 0 fully mismatching codes.

First, *structure* change was measured using RegMap (Tamariz & Smith, 2008; Tamariz et al., 2010), a measure of the degree of confidence that a signal element consistently predicts a meaning element. A partial RegMap estimates how reliable an association between meanings and signals is. The full RegMap tests whether these mappings are bi-unique, returning a single value for the entire language. Higher scores suggest that similar meanings are consistently predicted by similar signals, as observed in natural language. We expected structure to increase over generations.

Second, *coordination* was measured using the mean normalized Levenshtein distance between codes of corresponding states as adopted by sender and receiver in a game. Values range from 0 (no shared code) to 1 (common code). The coordination measure indirectly reveals how learnable a code may be, and to what extent an agreement on a common code could be found in a signaling game. An increasing coordination along the transmission chain would suggest that codes become more learnable and more easily agreed upon by players.

Third, *transmission* measures the extent to which the codes used by two subsequent generations match. As predicted by earlier research (Kirby et al., 2008), transmission may increase along a diffusion chain if players restructure the code to render it more learnable and less prone to errors. However, if a sender wants to reproduce a code acquired in the first session (playing as receiver), the sender may be faced with the situation where, for example, the receiver does not learn the code. In such a situation, a strategy may be to remap the associations. The relevant measure here is the fourth index – *innovation* – designed to capture how much the code produced by the sender in generation n differs from the output code of the sender in generation n+1. If this value decreases over generations, the code is likely to become more learnable.

Finally, we measured *asymmetry* between senders and receivers. McAvoy & Hauert (2015) have demonstrated that interactions between players are often asymmetric. Moreno & Baggio (2014) have shown that, with fixed-role signaling games (in which a player is either sender or receiver throughout a game), coordination labor is divided. Receivers adjust their mappings more frequently, and senders tend to maintain their initial mapping until it becomes the common code. Our objective was to examine the division of labor in code transmission, and possibly replicate the findings of Moreno & Baggio (2014) in the context of transmission chains. Asymmetry is defined for a
pair in a game as the number of code changes made by the sender minus the number of code changes made by the receiver, divided by the number of code changes made by both players (total code changes). Asymmetry ranges from -1 (changes are made only by the receiver) to 1 (changes are made only by the sender). The summary of our measures is shown in Figure 3.3.

Players are free to use some or all syllables, and in various ways to denote events, so it is in principle possible that ambiguous languages emerge, in which a single syllable or signal has several meanings. We computed the average number of syllables in each code used across features in each dimension (shape, color and motion) to assess code expressivity.

We applied Page’s trend test (Page, 1963) to test for cumulative changes in all of the above measures across generations. Page’s trend test is used in data sets where there are at least three samples of repeated measures, and where the hypothesis that is being tested a priori predicts a particular direction of effects. We applied Wilcoxon’s signed-rank nonparametric tests to pairwise comparisons between generations. We submitted each measure to a mixed-design ANOVA model with Generations (9 levels) as a within-subjects factor.

3.2.2 Results

We found no decrease or increase in compositionality over generations (Page’s trend test on RegMap: L=858, p=0.84). From the first generation, in all chains, codes were highly structured (M=0.87, SD=0.01). There was no difference in structure between generation-1 and generation-9 (G1: M=0.87, SD=0.02, G9: M=0.84, SD=0.07; Wilcoxon signed-rank test Z=-0.38, p=0.7). The ANOVA showed no main effect of Generation (F(7,21)=0.08, p=0.94). The compositional codes from the first to the last generation were built based on a fixed linear order of constituents: for example, the first syllable denoted the object’s shape, the second movement, and the third color. Our concept of structure does not quite match the complexity of natural language. However, it does conform to standard definitions of compositionality. Previous experiments using IL have shown gradual increases in compositionality during vertical transmission (Kirby et al. 2008, Kirby et al., 2015). Our data suggest that, in a paradigm such as ISGs, with communicative pressure and feedback, code compositionality arises imme-
Figure 3.3 shows how coordination, transmission and innovation change in diffusion chains. *Coordination* increased gradually (L=990, p=0.01), implying that codes were becoming easier for partners to agree upon along a transmission chain. We found an effect of Generation in the ANOVA (F(7,21)=21.76, p=0.019). Coordination was high already in generation-1, indicating that players found it relatively easy to agree on a common code. Coordination in generation-8 (M=0.94, SD=0.1) was only moderately higher than in generation-1 (M=0.79, SD=0.73; Wilcoxon signed-rank test: Z=-1.46, p=0.144). We observed a marginal increase of *transmission* over generations (L=959, p=0.04), suggesting that players in later generations were slightly more accurate in transmitting codes. As with coordination, transmission was moderately higher in the last generation (M=0.92, SD=0.17) compared to the first (M=0.77, SD=0.24; Wilcoxon signed-rank test: Z=-1.069, p=0.28). There was no main ANOVA effect of Generation (F(7,21)=3.33, p=0.16). *Innovation* did not decrease cumulatively (L=662, p=0.312). There was no effect of Generation (F(7,21)=0.313, p=0.62), suggesting that although coordination and transmission were increasing, players continued to change the code throughout the whole chain.
We further explored what kind of changes participants were introducing in the codes. We found that 12% of all changes were due to participants changing the order of the elements in codes, 25% of changes arose from players changing codes across semantic categories (e.g., exchanging a word associated with color for a word associated with motion), and the greatest number of changes (63%) came from remapping syllable meanings within a semantic category. To further investigate the sources of innovation, we looked at asymmetry to understand the division of labor between players during code change. Asymmetry was negative and was significantly different from 0 (M=-0.6, one-sample t-test: t(35)=35.9, p=0.001), suggesting that receivers tend to adjust their mappings more often than senders.

### 3.2.3 Interim discussion

Previous iterated learning experiments, in which learnability but not communication exerts a pressure on transmission, showed that ambiguous codes arise in the course of transmission: individual signals are reused to denote more meanings. If, however, ambiguity is removed from training sets, then compositionality arises. This artificial filtering procedure was used in the first versions of the IL paradigm as “an analogue of a pressure to be expressive that would come from communicative need in the case of real language transmission” (Kirby et al. 2008, p. 10684; Kirby et al., 2015). One of our aims was to explore whether introducing communicative pressure directly into the experimental paradigm, here signaling games, is sufficient for the emergence of structured codes. Our results are in agreement with Kirby’s et al. (2008) hypothesis that it is indeed communicative pressure that leads to structured expressive codes. However,
we did not find a gradual increase in structure over generations. Whereas Kirby et al. (2008, 2015) observe convergence to a compositional system, in our study structure emerges already in the first generation, and remains stable over subsequent generations. The difference could stem from the fact that our participants interacted repeatedly with the explicit goal of arriving at a shared system for communication. Our results parallel those of Vogt (2005) where compositional languages emerge rapidly and remain very stable as long as horizontal transmission is present. The signals that emerged in our transmission chains resemble morphologically complex words in agglutinative languages. That is, one syllable denoted the object’s shape, one denoted color, and one denoted motion. Interestingly, constituent order in a signal, in which each of three constituents denotes different semantic categories (e.g., the first constituent denotes shape), did not change much after the first sender introduced it. In none of the chains have we noticed a decrease of the total number (27) of syllables.

Earlier research has shown that non-linguistic signs established in subsequent stages of novel communication systems consolidate already established signs (Galantucci, 2005; Garrod et al. 2007; De Ruiter et al., 2010). This occurs also in systems like ours, consisting of only a limited number of signals, suggesting that linguistic structure may emerge in the early stages of the evolution of a communication system. In real life, vertical transmission (i.e., from parents to offspring) is often influenced by learning bottlenecks, whereas horizontal transmission (i.e., between sender and receiver) is shaped by the informational gap between the interlocutors. In order to minimize or close the gap, speakers may rely on a (partly) compositional language from as early as possible in their exchange. The more transparently compositional a language is, the faster alignment occurs. Our data suggest that participants do not exactly reproduce the language: innovation does not decrease over generations. One of the explanations is that, as in the real world, the main goal of a speaker is successful communication, not necessarily the exact reproduction of a target language. Compositionality makes communication more efficient, but faithful reproduction and transmission seems less important so long as the communicative goal is reached.
3.3 Experiment 2: Grammatical functions

In Experiment 1 we established that signaling games are a viable model to investigate code transmission and evolution. We conducted a second experiment to study forms of grammatical change. Specifically, we tested whether the emergence of grammatical categories is partially influenced by communication and learnability pressures.

An established breakthrough in language evolution was the emergence of categories at various levels of linguistic representation (Garrod & Anderson, 1987). Puglisi et al. (2008) demonstrated that agents with basic communication principles may evolve a communication system with linguistic categories. Simple interaction with feedback is sufficient for a self-organized system to emerge that is able to discriminate categories, using only a small set of words. One of the most basic requirements in understanding language is identifying grammatical categories to which words belong. Grammatical categories are classes of words that have a similar syntactic role in sentences. Words belonging to the same grammatical category can be exchanged in a sentence without it becoming ungrammatical.

In the second experiment, we wanted to investigate the emergence of structure and basic grammatical categories. In order to learn the code, participants had to identify words denoting objects (‘nouns’) or actions (‘verbs’), and had to link the grammatical category of the nouns to the semantic categories of agent and patient. In the first experiment, we borrowed the design of Kirby et al. (2008) to see how adding communicative pressure affected the language transmission using shape, color and motion. In the second experiment, our goal was to investigate the emergence of a shared code using two objects and a concrete action that the objects are performing.

Additionally, our aim was to investigate how speakers of different languages (Italian and Polish) restructure the linguistic input. This may allow us to extend the results to speakers of more than one language, and minimize the risk that some learning biases are transferred from speakers’ knowledge of their native language. While recent work has revealed universal characteristics in human social interaction (Stivers et al., 2009, Dingemanse et al., 2015), natural languages vary in fundamental ways. They make use of word order, inflection and prosody to transfer meaning, but certain languages rely more heavily on one or another grammatical device for specific functional purposes. Interestingly, Polish and Italian both allow for relatively free word order (Polish word
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Figure 3.5: Set of visual stimuli used in Experiment 2. Total set consisted of 27 combinations, varying along three dimensions (Object1, Object2, Motion).

order is largely free, while Italian allows for a highly mobile position of the verb) but implement it using different linguistic devices: Polish has rich case-marking system; Italian cases exist only for pronouns.

3.3.1 Methods

3.3.1.1 Participants

Thirty seven Italian speakers (mean age 24.7, age range 19-30, 27 female) and thirty nine Polish speakers (mean age 22.3, age range 18-25, 22 female) participated in Experiment 2. They were recruited via an institutional website and were paid for their participation. As we had non equal number of generations in different chains, to match all the chains in the analysis we included 8 transmission chains of 9 generations each: 4 chains with Italian speakers, and 4 with Polish speakers.

3.3.1.2 Stimuli

The stimuli consisted of 6 shapes (divided into two pools of 3 shapes) and 3 motions. We presented participants with visual scenes varying in three dimensions: one out of three shapes from the first pool of shapes, one out of three shapes from the second pool of shapes, and a motion type (Fig. 3.5). The tetris-like shapes had the same characteristics as in Experiment 1. All motions were designed to start in the same location of the screen. The shapes have been previously screened using a separate sample and the most ambiguous ones were chosen. Signals were constituted by monosyllables with the same properties as in Experiment 1.
3.3.1.3 Apparatus, Procedure and Analysis

The same as in Experiment 1.

3.3.2 Results

Compared to the first experiment, the second was more difficult: players needed on average 27 more trials to agree on a code (Exp1: M=96, SD=14.49; Exp2: M=123, SD=13.54). Six objects may have been more difficult to differentiate, therefore players needed more time to learn the codes. As in Experiment 1, compositional structure emerged already in the first generation (M=0.85, SD=0.019), and remained stable and on a high level throughout the transmission chain (Generation-9: M=0.84, SD=0.011). Compositionality did not increase over generations (Wilcoxon signed-rank test, Z=-1.089, p=0.27; Page’s Trend Test on RegMap data: L=608, p=0.96). There was no main effect of Generation in the ANOVA (F(8,56)=0.128, p=0.75).

Similarly to Experiment 1, we found a cumulative increase in coordination (L=994, p=0.013) and transmission (L=726, p=0.01). This finding is not supported by pairwise comparisons between the first and last generation, which show only marginal effects (Coordination: G1, M=0.66, SD=0.17, G9, M=0.98, SD=0.01, Wilcoxon signed-rank test Z=-1.826, p=0.068; Transmission: G1, M=0.54, SD =0.04, G8, M=1, SD=0, Z=-1.461, p=0.15). We found an effect of Generation in ANOVAs for Coordination (F(8,56)=10.5, p=0.04) and a marginal effect of Generation for Transmission (F(8,56)=7.47, p=0.07). These data show that codes were becoming easier to transmit, and that coordination between partners was also easier. One of the key differences between Experiment 1 and Experiment 2 was the cumulative decrease in innovation (Page’s Trend Test: L=716, p=0.012). This suggests that codes tended to become more stable and less susceptible to change, also as a result of transmission. The difference in innovation between the first and last generation was only marginally significant (G1: M=0.27, SD=0.07; G8: M=0.05, SD=0.05, Wilcoxon signed-rank test Z=-1.86, p=0.06), and there was no main effect of Generation in the ANOVA (F(8,56)=2.19, p=0.23). Asymmetry was negative (M=-0.67, t(71)=11.8, p=0.001). As in Experiment 1, structural asymmetry was unidirectional with the sender imposing the word order, leaving semantic asymmetry to be influenced by both sender and receiver.
We did not find differences between speakers of Polish and Italian. We submitted all relevant variables into ANOVA with the speaker’s native language (Polish or Italian) as a between-subjects factor. For none of the variables did we find a main effect of the language of participants (Structure: $F(1,8)=2.33$, $p=0.17$; Coordination: $F(1,8)=2.94$, $p=0.13$; Transmission: $F(1,8)=3.34$, $p=0.09$; Innovation: $F(1,8)=1.86$, $p=0.22$).

In 5 out of 8 chains (3 in Polish, 2 in Italian) players gradually modified the codes so as to use word cues (vowels) to group elements into semantic categories: for example all Motions were mapped to words that included the vowel ‘o’: ‘ro’, ‘to’, ‘mo’ (see Fig. 3.7). Interestingly, this did not happen in Experiment 1, even though our signals were the same in both experiments. These ‘morphological’ markings may seem redundant, for linear word order already establishes category-specific positions in a signal: e.g., the syllable associated with motion comes always second. It is possible that, as task difficulty and processing demands increased compared to Experiment 1, linear word order was insufficient to establish a ‘safe’ communication system. Thus, participants turned to other marking mechanisms resembling those found in natural languages. As in Experiment 1, mappings were stable across semantic categories, but continued to change within each category as players negotiated meanings in dyadic interactions.

### 3.3.3 Interim discussion

In the second experiment too, we found that codes maintained their expressivity and elements retained distinct labels over generations. The codes became more stable as
a result of transmission, as shown by the cumulative increase of innovation: this was a difference between the two experiments. We hypothesize that innovation decreases in the second experiment due to greater task difficulty. Participants turned to other linguistic devices to transform the input codes into more learnable ones. At the same time, while innovation decreased, coordination and transmission increased without affecting code structure. As the data for structure show, communicative goals render codes both expressive and learnable also in Experiment 2.

The most interesting finding of the second experiment is the emergence of what might be called basic morphosyntax. The final codes resembled agglutinative languages: vowels here denoted grammatical categories, whereas consonants denoted the exact associations to items within a category (Fig. 3.7). The systematicity that we found in the mappings between signals and referents is a universal of natural languages, and is also present in the morphological structure of the lexicon (Monaghan et al., 2014). One of the functions of morphology is to highlight grammatical relations. In the first experiment, 3 dimensions (shape, colour and motion) were easily distinguishable and linear order was sufficient to generate meaning. Comrie (1981) proposed that morphology appeared at a relatively late stage of grammar evolution. Heine & Kuteva (2002) suggest that first there was a distinction between verbs and nouns, and only with an increase in the complexity of the emerging systems, as in Experiment 2, did basic morphology emerge. When strict word order is not efficient enough to transmit ‘who did what to whom’ (agent and patient roles), speakers may adopt morphological markings to convey these semantic distinctions.

Grammaticalization theory describes how open-class lexical items may evolve into close-class grammatical items (Heine et al., 1991; Heine & Kuteva, 2002; 2007). This may also lead to ‘morphologization’; an independent marker becomes an affix rather than a free word. What accounts for the emergence of morphology? Our data suggest one possible reason is the facilitation of communication. In our experiment, throughout the diffusion chain, the vowels gained the specific morphosyntactic function of marking grammatical relations. Participants restructured the language and used word structure to facilitate communication. This decrease of arbitrariness supports the recent change in the notion that words have mainly arbitrary relation to its meanings. As suggested by Dingemans et al. (2015a) a fully arbitrary language would be difficult to learn. Moreover, our results suggest that basic grammaticalization processes in vertical and
horizontal transmission could be universal and not tied to a speaker’s native language. Our results support the claim that while languages vary, systems of language use may be similar cross-linguistically (Dingemanse et al., 2015b).

Our results suggest that regular linguistic structures that parallel typological linguistic patterns could emerge due to communicative pressure and vertical transmission. Reali & Griffiths (2009) have shown in their computational work that a single generation of learners may not necessarily reveal a bias towards regularisation. The bias becomes evident only after several generations with cultural transmission. As in our experiment, grammaticalization was not evident in a single generation. Only after several generations did languages became regular and did proto-morphology emerged. It is important to note that our codes are a simplified and limited model of natural languages, which may be a confound. Nevertheless, the results reproduce some of the core features of a linguistic design.

3.4 General discussion

The present study examined whether and how structure in simple artificial languages emerges and stabilizes in diffusion chains where players interact in iterated signaling games. In two experiments we show that by introducing communicative pressure and feedback the emerging signaling systems are highly structured and expressive right from the first generation. We replicate earlier results (Moreno & Baggio 2015) that language transmission within each generation is largely unidirectional from senders to receivers. We show for the first time an increase in coordination and transmission across generations: along a chain it becomes easier for players in a game to agree on a common code, and the codes agreed upon by subsequent player pairs or generations become increasingly similar. In the second experiment, on the emergence of grammatical functions, we observed a decrease of innovation across generations, which was not seen in the first experiment.

Natural languages share certain basic features, some of which may be shaped by coordination and communication pressures (Beckner et al., 2009, Fedzechkina et al., 2012, Monaghan et al., 2014). In each game, players interacted repeatedly, with the explicit goal of arriving at a shared signaling system. As in actual communication, if interlocutors cannot reach a mutual understanding, they will keep exchanging signals
until a consensus is achieved. Signaling games are effective formal, computational and labo...

3.4.1 Communicative pressure and language change

A considerable share of our knowledge and skills is acquired through interaction with others such as by observing and imitating the actions of tutors and peers. Languages are learned by listening to others speak and by interacting with them. In generative linguistics and related approaches, following Chomsky, language is seen as a faculty of the individual mind. In order to account for language acquisition and competence, a genetically and neurally encoded ‘language organ’ has been proposed, which consists of a universal grammar that delimits the space of possible languages and constrains what can be learned (Chomsky, 1965). It is, however, still an open issue to what extent language acquisition is constrained by language-specific or domain-general ‘internal’ factors (Culbertson et al., 2012) and by ‘external’ forces, such as cultural transmission (Dunn et al., 2011; Levinson & Gray, 2012). The capacity to acquire a language is transmitted biologically, but languages themselves are transmitted culturally. Unless our biological make-up determines precisely how languages look like, and thus drives entirely the forms of variation observed historically, it is likely that certain aspects of language structure are the result of cultural transmission and of the cognitive biases and constraints that operate at the level of social coordination and interaction. That is why a theory of language structure may, at least in principle, require models of social
exchange of the kind provided by game theory and related formalisms.

Observations of how languages change may contribute to current discussions of the cognitive abilities underlying language acquisition. We are only now beginning to understand how social learning may shape languages. Garrod & Anderson (1987) have shown that, while interacting, partners align their meanings through changes at different levels of form, including syntax (Branigan et al., 2000), prosody (Giles et al., 1991) and morphology (Beckner et al., 2015). Direct forms of semantic alignment, in which players adopt the same labels of events during interaction, was also observed in modeling studies (Steels, 2003; Barr, 2004). At the same time, Cuskley et al. (2014) demonstrated using corpus data that languages change in a self-organizing way as the consequence of exogenous and endogenous pressures to minimize processing effort while maintaining a sufficiently high level of expressivity. Nowak and colleagues (Nowak and Komarova, 2001, Nowak et al., 2002; Nowak, 2006) have developed mathematical model of language and cultural evolution. They explored how grammar and lexicon co-evolved as a system to facilitate cooperative relationships among social groups. They suggest that even minor improvements in the communicative efficiency are sufficient for these improvements to be spread in social groups. Moreover, they proposed that cooperation is the key to the evolution of complexity. One outstanding question is whether language change necessarily simplifies linguistic structure. Our Experiment 1 shows that when codes are simple enough (i.e., there is compositionality and linear order), there is no decrease in innovation over generations, the codes keep changing. However, in Experiment 2, where the codes were more difficult to learn, we did find a cumulative decrease in innovation, which shows that codes changed until they were perceived by players as optimal or ‘good enough’ in some respect.

3.4.2 Compositionality and proto-morphology

A striking property of language that differentiates it from most other communication systems in nature is that the meaning of signals is composed by meaningful subparts. The advantages of combinatoriality in languages have been highlighted by modeling studies (Nowak et al., 2001). But where does this compositional structure come from? And what maintains it in language? One answer is that compositional structures arise from cultural transmission when languages are under pressure to be both expressive and learnable (Kirby et al., 2008; Smith et al., 2013; Kirby et al., 2015). Our results
suggest that communicative pressure accelerates this process, minimizing the role of vertical transmission.

It is worth comparing our results with those of Kirby et al. (2008, 2015). They showed that structure emerges as a consequence of language transmission over generations, without intentional design on the part of individuals. The authors observed convergence to a system with compositional structure, while we found that compositional structure emerged already in the first generation as the result of dyadic interaction. Bowie (2008), using restricted language systems, has shown that compositionality significantly enhances communication in novel contexts. Players in our signaling games appear to use compositionality as an anchor and gradually agree on detailed semantic associations between signals, constituents, and their referents. Whereas Kirby et al. (2008) used an artificial procedure to produce the final system (i.e., eliminate homonymy), we obtained comparable results in signaling games with communicative pressure and feedback.

In Kirby et al. (2015), the authors show that only an interplay between expressivity and learnability pressure results in structured languages. Our data are consistent with these results, with some differences. In our study we used signals that may be closer to the stimuli learners encounter when they learn a language. The messages sent by senders are sentence-like, with distinct words as in natural languages. In Kirby’s experiments, it is harder to know whether learners treat the signal as a compound word, or whether they parse the message into smaller discrete units, in a manner similar to syntactic processing. The meaning of compound words can be equivalent to the meaning of its components, but this does not need to be the case: compare ‘breakfast’ and ‘daybreak’ in English (Seidenberg & Gonnerman, 2000). In our stimuli, constituent boundaries were clearly present within signals. We believe that even though this is a small difference in the visual presentation of stimuli, it may have a significant impact on parsing and generating signals, and indirectly on the kind of code change phenomena we have observed.

In Experiment 2 we have observed a split of lexical and functional morphology in the construction of grammatical categories across a transmission chain. Speakers regularized code structure and introduced basic morphosyntax. Language can be seen as a dynamic system in which individual words adapt and contribute to decoding the context in specific ways (Silvey et al., 2014; Kirby et al., 2014). In codes at the end of
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Figure 3.7: The example of final signal-referent mappings in Italian Chain 4.

A chain, vowels represented grammatical categories and consonants represented exact semantic associations within a category. Garrod et al. (2007) argued that interaction shifts the locus of linguistic information from the linguistic code itself to the learner’s memory of the code’s usage. Our results point to the mechanisms of how words may be remapped to meanings and grammatical categories in adaptive ways as a product of incremental changes in pair-wise interactions. The emergence of basic morphology was not found in single dyads but only after several generations.

3.4.3 Future directions

A necessary simplification in our study is that each generation consisted of only two individuals. Global coordination often takes precedence over pairwise coordination in establishing and maintaining a community wide linguistic system (Fay et al., 2010). Fay et al. (2000) have observed two different kinds of face-to-face communication in small and large groups. In small groups, they found a bilateral process of establishing consensus among pairs of communicators. In large groups, they identified a unilateral process of broadcasting information within a group. Fay et al. (2008) suggested that communities evolve more effective graphic signs than isolated pairs. However, it is not clear whether this applies to linguistic material too. We predict a lower flexibility in language change for the exact mappings between signals and referents at the group level as compared to our dyadic design. This requires further research. As one of our aims was to determine whether signaling games can perform as a model of language transmission, we focused on pairwise interactions only. We also wished to establish a baseline for future work using iterated signaling games. In further experiments, it would be useful to extend signaling games to more than two players (Skyrms 2009,
One obvious limitation of our study is that our participants were adults with full competence of their native language and life-long experience of social interaction. This suggests some care in interpreting experimental results. The only way to confirm and generalise our findings, as well as the results of IL research, is to conduct these studies on children. Indeed, language acquisition has to be incorporated in studies on language change to yield a more complete picture of what drives structural variation (Monaghan, 2014). There is an ongoing debate on the role of adult and child learners in language change (Croft, 2000; Hudson Kam & Newport, 2005; Slobin, 2005, Chater & Christiansen, 2010). One of the criticisms that may be addressed to the IL is that language is not acquired only from peers with comparable levels of experience (Vogt, 2005). We tried to avoid this by using ‘generations’ that consist of one experienced player (an ‘adult’) and one naive player (‘offspring’). This simplification needs to be dropped in further research, where dyads comprising of an adult and a child can also be included in transmission chains. This highlights both a limitation of the present study and the flexibility and power of ISGs to progressively accommodate a variety of real world scenarios.
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Artificial language processing: an ERP investigation into adults’ early stage learning effects of semantic and compositional constraints

Recent studies suggest that adult language learning can come to rely on native-like language brain mechanisms. How quickly are new grammatical structures integrated into the language system and under what circumstances? We approached the question by investigating the electrophysiological correlates of learning semantic and compositional constraints with a miniature artificial language. We conducted a two-day study composed of two phases: behavioral training via signaling games and EEG test phase. Brain activity was measured during the visual presentation of stimuli in either correct or incorrect contexts, which varied in two main ways: syntactic or semantic violations. The findings show that novel words and syntactic structures can be acquired quickly without explicit instructions and are integrated into language network rapidly. The ERP effects point to early stage effects of learning in both syntactic and semantic processing. The learning material influenced the final learning outcome - the structures containing syntactic manipulations yielded P600 but only if the structures were present in the learning material. Semantic manipulations elicited N400-like effects to limited type of stimuli. Overall, the results suggest that conditions under which the language is learnt may be essential at determining the neurobiology of language learning.
4.1 Introduction

Children acquire their native language at remarkable speed with minimal effort, given the complexity of natural languages. Adults can learn second or additional languages later in life and still communicate efficiently. However, it is widely believed that if a language is acquired at later stages, language processing will differ from native language processing and different mechanisms will be at work during learning (Chomsky, 1965; Weber-Fox & Neville, 1996; DeKeyser, 2000; Perani & Abutalebi, 2005; Costa & Sebastian-Galles, 2014; Abutalebi, 2015). Only if a language is acquired within a certain ‘critical period’ the native-like competency can be achieved (Clahsen & Felser, 2006). More recent theories posit that after sufficient exposure and learning, second language processing can operate in the native-like way (Birdsong, 1992; Christiansen & Chater, 2008). This view highlights the high levels of proficiency that can be attained by late language learners. During language learning, processing seems to undergo systematic changes and exhibits a growing proficiency level (Steinhauer et al., 2009). The claim is that language processing after acquiring it in adulthood is not qualitatively different from L1 processing (Ellis & Cadierno, 2009). This is supported by brain imaging studies showing that the same brain areas are recruited for first and second language processing (Musso et al., 2003; Indefrey, 2006) and EEG studies demonstrating that native-like brain signatures of syntactic processing can be found for artificial language learners (Friederici et al., 2002; Morgan-Short et al., 2012). However, it is still unclear whether native-like processing can always be obtained or whether certain factors such as the nature of the learning environment and learning material can constrain it. Questions concerning first and second language learning are difficult to answer in laboratory settings, because it is extremely difficult to control for the many factors that have been shown to affect language learning and processing (e.g. the amount of exposure, similarity to learners’ first language, frequency). In this study we therefore turned to simple artificial languages to investigate early stages of language learning.

The Artificial Language (AL) learning paradigm is a relatively new approach for studying language learning in a controlled manner. To date most of the experimental literature has separated vocabulary and syntax learning. In several paradigms, usually lexical items are learned first (Friederici et al., 2002; Musso et al., 2003; Newman-Norlund et al., 2009) and in the next phase grammatical rules are either explicitly presented (Musso et al., 2003) or implicitly acquired (Friederici et al., 2002; Newman-
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Norlund et al. (2009). Here we combine simultaneous vocabulary and rule learning through implicit learning via signalling games. Our study adds to the small number of studies that it used artificial language learning in combination with EEG.

Semantic and morphosyntactic processing in the brain are extremely fast, and often result in modulations of partly overlapping responses. Therefore, the high temporal-resolution of a technique like EEG is appropriate. Most of the studies on artificial languages or second-language learning use behavioral measures and have suggested the viability of the AL paradigm for investigating constraints on natural language learning (Culbertson, 2012). A small number of studies combining AL and EEG were able to reveal differences between behavioral performance and ERP effects. For example, Morgan-Short et al. (2012) demonstrated that behavioral performance did not differ between explicitly and implicitly trained groups on an artificial language whereas ERP measures displayed striking differences between two groups. McLaughlin et al. (2004) found that the earliest evidence of learning, even before changes in behavioral performance, leaves traces on ERP responses to novel words. This suggests that early stages of language learning may have been overlooked by current behavioral paradigms (Winkler et al., 1999; Osterhout et al., 2006; Kaan, 2007). Therefore EEG might represent a uniquely sensitive technique for exploring the developing linguistic competence of adults, and might more accurately reflect continuous change in their knowledge of the language than other measures.

4.1.1 Language-related ERPs in native speakers

Below we briefly discuss language-related Event Related Potentials (ERP) found in native speakers (for a review see Kaan, 2007). ERPs respond differently to syntactic and semantic aspects of sentences processing. The N400 was the first brain response to linguistic stimuli to be discovered (Kutas & Hillyard 1980, Kutas & Hillyard 1983). The N400 varies in amplitude as an inverse function of the degree of semantic fit between the eliciting word and the context in which it occurs (e.g. 'He liked lemon and sugar in his *soup'): the context can be either a single word (Holcomb, 1993), pictures (Federmeier & Kutas, 2001), gestures (Amoruso et al., 2013) or sentential context (Van Petten et al., 1999). Federmeier & Kutas (1999) have shown that the violations within a semantic category elicit significantly smaller effects than between-category ones, which indicates that sentential context and the long-term organisation of semantic memory interact
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and determine processing costs. Aspects of access into long-term memory have also been shown to alter the N400 (Kutas & Federmeier, 2000).

Left Anterior Negativities (LAN) are more frontal and left-lateralized than N400 effects (which typically show a centro-parietal distribution) with a somewhat earlier latency (in some cases it is reported to be as early as 125-180 ms) associated to violations of word-category constraints (Hahne & Friederici, 1999; Neville et al., 1991) as well as to processing of closed class words as opposed to open class words (Brown et al., 1999). If the context requires a word of a certain syntactic class and the word from a different class is presented (e.g. 'She hoped to *train catch early'), a LAN is often elicited (Hagoort & Wassenaar, 2003). Early Left Anterior Negativities (ELAN) appear to be the earliest known component of syntactic processing, with a latency around 100 to 300 ms. Its topographical distribution varies somewhat across studies, but is usually found to be maximal over frontal electrodes (King & Kutas, 1995). The ELAN has been observed while processing phrase structure violations and thus is suggested to be a purely syntactic component (Neville et al., 1991; Friederici et al., 1993; Steinhauer & Drury, 2012). It has been proposed to reflect automatic early processing during which word category information is used to build up an initial syntactic representation of phrases (Friederici et al., 1995; Friederici, 2002). However Steinhauer & Drury (2012) have claimed that so far there has not been enough evidence for a first phase being exclusively restricted to phrase structure processing.

An additional syntax-related ERP component is a late positivity with a centro-parietal distribution and positive polarity starting at about 500ms and extending up to even 800ms. Even though the presence of a clear syntactic violation is not necessary for a P600 to occur (Kaan et al., 2000), the common view is that P600 is associated with syntactic processing. P600 occurs when a word or phrase is difficult to integrate into the structure of the preceding context. P600 has been found to be elicited by a variety of syntactic manipulations and structure violations (e.g. 'The dog will *eating') (Neville et al., 1991; Hagoort et al., 1993; Osterhout & Holcomb, 1993; Rosler et al., 1993; Friederici et al., 1996; Gouvea et al., 2010) and is susceptible to differential task effects (Schacht et al., 2014). The P600 is thought to reflect syntactic integration (Hagoort, 2003) or syntactic re-analysis and repair following the detection of an ungrammaticality (Friederici, 2002; Molinaro et al., 2011). It has also been suggested that the P600 reflects domain-general (not only syntactic) re-analysis or monitoring processes (Munte
et al., 1998; Kolk et al., 2003) and possibly processes of other aspects of language, such as pragmatics (Regel et al., 2014).

4.1.2 Non-native language learning and brain imaging

An open question is to what extent and when do learners employ the same or similar neural and cognitive mechanisms as native speakers. The use of brain imaging and electrophysiological techniques has shed new light on the neural bases of second and artificial language processing. The current view, supported by the ERP data, is that artificial and second language learners use qualitatively similar lexical processing mechanisms as do native speakers (Steinhauer et al., 2009).

ERP studies of non-native language learning have revealed that the neural correlates of lexical processing do not qualitatively differ from native processing, reliably yielding N400 effects. Some studies have shown that N400 effects elicited by semantic anomalies are slightly delayed or longer lasting (Ardal et al., 1990; Kutas & Kluender, 1991; Weber-Fox & Neville, 1996; McLaughlin et al., 2004; Mestres-Misse et al., 2007, Steinhauer et al., 2009) suggesting that semantic processes are somewhat slowed down. Lexical effects have been shown to emerge relatively early in second language learning (McLaughlin et al., 2004). Borovsky et al. (2010) examined the impact of the initial learning context on understanding novel words using ERPs. Their results demonstrate that rapid word learning is modulated by contextual constraints and that adults are more likely to be learning novel words via incidental or implicit learning. Even a single exposure to a new word in a highly constraining sentential context can be enough to evoke neural signatures of semantic processing (Borovsky et al., 2012). Yet other studies have demonstrated that the lexical integration may not be complete after initial exposure.

It is well established that memory performance and generalization are enhanced with sleep (Walker & Stickgold, 2006). Novel words require a post-learning consolidation phase during which neocortical connections are strengthened. Recently, Bakker et al. (2015) have shown that the difference in N400 amplitude between novel and existing words decreased significantly after merely 24 hours of consolidation period, providing support for the hypothesis that offline consolidation aids lexicalization. They proposed that the underlying semantic processes may become more automatic and native-like
with consolidation.

On the other hand, syntactic processing seems to differ depending on the level of proficiency. At a lower proficiency levels, anterior negativities are generally nonexistent (Hahne & Friederici, 2001; Ojima et al., 2005; Mueller et al., 2005) or are replaced by N400-like posterior negativities (Weber-Fox & Neville, 1996; Osterhout et al., 2008). At higher level of proficiency anterior negativities have been reported by Steinhauer et al. (2009). Interestingly, also proficient bilinguals do not always display an early left anterior negativity (Weber-Fox & Neville, 1996). P600 effects have been found at higher proficiency levels (Osterhout et al., 2008) as well as native like biphasic responses (Friederici et al., 2002; Morgan-Short et al., 2012). Friederici et al. (2002) have pointed out that speaker’s proficiency can tune processing to be more native-like. They obtained results suggesting that adults who learned a miniature artificial language display a real time pattern of brain activation when processing this language, similar to native speakers. Their results demonstrate that a small system of grammatical rules learned implicitly can strongly resemble native-speakers’ sentence processing.

Morgan-Short et al. (2012) have established that also the type of training that learners receive impacts the outcome of the learning. They used artificial language to examine, longitudinally, whether explicit training (that simulates traditional grammar-focused classroom learning) and implicit training (immersion-like) affect neural and behavioral measures of syntactic processing in the same way. They found that implicit training yielded N400 at low proficiency, while at high proficiency a biphasic response with an anterior negativity followed by a P600 was found. On the other hand, explicit training elicited no effects at low proficiency and only an anterior positivity followed by a P600 at high proficiency. Interestingly, these differences could not be explained by behavioral measures, performance of explicitly and implicitly trained groups did not differ at either low or high proficiency.

In an fMRI study of Musso et al. (2003) participants were explicitly taught a subset of the rules of a new (to them) natural language. The participants received lists with words and learnt the real and unreal grammatical rules between fMRI sessions. They found LIFG activation to be related to the outcomes of explicitly learnt new grammatical rules. Similar result was obtained by Tettamanti et al. (2002). The authors compared the neuroanatomical correlates of learning grammatical and non-grammatical rules. Only the grammatical rules activated Broca’s area. Other artificial
language studies reported neural activations that were similar to those found for natural languages (Opitz & Friederici, 2003; Opitz & Friederici, 2004). They also show the involvement of the LIFG and the correlation of the activity with the proficiency level.

In summary, the studies combining AL and brain imaging techniques show that although lexical processing is similar in L1 and newly acquired languages, neural responses to syntax processing may depend on the learner’s level of proficiency and type of exposure.

4.2 Aims

Our goals were twofold. Our first aim was to investigate brain responses in the initial stage of learning an artificial language and to study the neuropsychological foundations of basic compositional processing of artificial language-like structures. To this end we designed an AL learning paradigm in the form of signaling games (i.e., a two-player coordination and communication game; details below) that simulates natural language acquisition through communication. The word order rule was not taught explicitly but was to be inferred based on the regularities of the structures and accompanying feedback. We also reduced the complexity of the stimuli to a simple noun phrase (noun and adjective) and verb. The important part of the design is that subjects are learning the language always through 3-feature sentences with fixed order. Using the compositional constraint of the strings of words and their visual representation, a meaning is mapped to a novel pseudoword based on the word order.

Our second goal was to provide further validity for AL paradigms, especially learning through signaling games, and investigate whether AL processing after such a short training resembles natural language processing. There have been numerous behavioral studies exploiting the AL paradigm but only few involved EEG data. Behavioral measures are not necessarily sensitive enough in early stages of learning, and there may be neural precursors of behavioral effects. Using EEG we can assess neural activity in minimal compositional contexts, using both correct strings (i.e., conforming to the learned patterns) and strings containing violations (see below).

We used a two-day paradigm: on the first day participants learn the artificial language and are tested on it only the day after, allowing approximately 24 hours for post-learning consolidation. Recent EEG studies investigating second or artificial learning
focused on either syntactic or semantic violations only. We measured activity during the visual presentation of linguistic stimuli presented in either the correct or incorrect context, which varied in two main ways: violations of word order or violation of semantic content. We wanted to explore to what extent a minimal system of grammatical rules can be syntactically instantiated by learners in a way that resembles native-speaker sentence processing.

4.3 The present study

For many years the focus of EEG studies has been on complex syntactic structures and implausible sentence completions in the context of full sentences or discourse. Paradigms that used linguistic material with different types of violations were preferred rather than those that looked at elementary specific operations (e.g. word order, adjacent dependencies, movement). Direct investigations into the neural underpinnings of basic compositional constraints have been very few. One study that explored the minimal composition was due to Bemis & Pykkkanen (2011). They investigated, using MEG, neural circuits underlying a minimal linguistic composition of a simple adjective-noun phrase. Their manipulations did not reveal any increases in activity within more traditional areas during basic combinatorial processing. Instead they found increased activity in the left anterior temporal lobe (LATL) and ventromedial prefrontal cortex (vmPFC). Previously, these regions have been shown to be linked with syntactic and combinatorial processing in more complex contexts. They suggest that future work should aim at firstly building the foundation of simple linguistic operations (such as compositionality) to complete the thorough understanding of more complex linguistic operations (e.g. embedded hierarchical structures) by reducing the scope of investigations to a more fundamental level.

In our study we investigate the acquisition of basic compositional structures in the context of artificial language. We designed a miniature language composed of 9 words and one fixed word order with the underlying structure Noun-Adjective-Verb. Meaning was strictly dependent on the meaning of the words and on the structure of the strings. The learning outcome and the syntactic and lexical processes were measured approximately 24h after a training session. It is essential to mention that our structures are a very simplified and limited model of natural language. Since we are interested in the
first stages of language learning, our structures bore very general properties of language, such as compositional structure. The miniature language designed for this study is a simplified one, however it shares some key features and structural organization with natural languages.

The majority of EEG studies on language have focused on the characterization and comparison of brain patterns resulting from many years of exposure, immersion and experience in the native language of the speakers. Equally important is the characterization of the early stages of learning, both in the first and second language, and investigating brain patterns present in late language learning. It has been shown that the learning paradigm can influence this learning outcome (Norris & Ortega, 2000). In most of the studies that combined language learning with neuroimaging the participants were exposed to the grammatical structures of the new language only after the words were acquired (Friederici et al., 2002; Musso et al., 2003; Newman-Norlund et al., 2006). This learning resembles a less natural learning style, whereby different parts of the language are acquired separately. Importantly, the majority of the natural vocabulary in adulthood is not acquired explicitly but are extracted and mapped to the forms from the context. Implicit learning may be better suited for mimicking the first language acquisition, as it has been shown that immersion-like learning of second language is superior to classroom teaching (Mueller et al., 2005). Fletcher et al. (2005) have demonstrated in the fMRI study that explicit attempts to learn the sequences produced a failure of implicit learning that represented a suppression of learning itself.

To create a more natural learning environment, characterized by the need to communicate rather than to explicitly learn rules, we employed signalling games (Skyrms, 2010). Participants learned the new language through implicit training, in which they were exposed to 3-word sentence-like strings and had to extract not only the word order rule but also the meaning of the novel words. We therefore tried to simulate natural language learning by presenting words in context, and never in isolation: the meaning of words had to be inferred based on feedback provided to participants.

Up until recently, the majority of EEG studies reporting syntactic or semantic effects, the violations are introduced in the sentence-final position. These positions in sentences are often strong attractors of global processing and are more likely to elicit N400 regardless of whether the violation is syntactic or semantic in nature (Hagoort et al., 1993; Osterhout & Holcomb, 1993). Osterhout (1997) demonstrated that an-
terior negativities are more likely to be present when the violation occurs at the final position of the sentence compared with the embedded violation. Thus we measured brain activity after introducing violations at every position of the string to avoid the sentence-final effect. The design of our study gave us a chance to look at the acquisition of novel words within the structural context and how meaning gets associated with the pseudowords.

Furthermore, Van Petten & Kutas (1991) have reviewed the data on N400 and concluded that it is sometimes inversely related to the frequency with which words appear in natural language. This relationship was even found to hold in isolated words. Due to using AL we also controlled for the frequency of the items (separately for the training and test phase). Moreover, other factors known to affect N400 such as length, concreteness and amount of lexical neighbours (Holcomb et al., 2002) were controlled for in our experiment.

### 4.4 Methods

#### 4.4.1 Participants

31 participants were recruited for the training phase on Day 1. 5 of them we not able to finish the training phase and were thus not admitted to the EEG phase. All of the participants who finished the training on Day 1, finished the training on Day 2. 26 right-handed Italian native speakers participated in the EEG phase on Day 2. 6 participants were discarded either after the EEG session due to equipment malfunction or after preliminary data analysis due to an excessive number of artifacts in the EEG signal. 20 participants (mean age 23.7, age range 21-30, 9 female) were included in the final data analysis. They all had normal or corrected-to-normal vision, no known history of neurological or language impairments and all were trichromats. They were recruited via an institutional website and were monetarily compensated for their participation. At the end of the experiment, participants were debriefed about the goal of the study. The study was approved by the Ethics Committee of SISSA.
4.4.2 Stimuli

We used the same 3-by-3 stimulus design as in Kirby et al. (2008). The states were visual scenes varying in 3 dimensions, shape, color and motion (Fig. 4.1) as well as varying in the number of dimensions (from 1 to 3). Kroll and Stewart (1994) suggested that in early language learning stages the link between a new word and the corresponding word in the first language is more robust than the link between the new word and the concept it denotes. Hence we used artificial tetris-like shapes and ambiguous colors to prevent participants from transferring partial mappings of labels to meanings (e.g. ‘re’ to red) from their native languages, which would act as undesirable ‘focal points’. All object shapes had the same number of constituent squares (5). All motion trajectories (straight, curved and zig-zag) of objects started and ended at the same two locations on the screen. The constituents of signals were 9 monosyllables. We used closed sets for signals and states.

4.4.3 Types of trials

In the EEG experiment we aimed to isolate neural activity associated with basic composition mechanisms at work during the comprehension of simple linguistic phrases. We measured activity during the visual presentation of linguistic stimuli presented in either congruent or incongruent conditions, which varied in two ways: violations of phrase structure (word order) and violations of semantic content. Word order violations were created starting from correct sentences and changing the order of elements, without replacing lexical items. Semantic violations were created from each of the correct strings by replacing the last word in the string from one of the three categories with a word from either the same category (within-category replacement) or a different category (between-category replacement). Our task controlled for the length of the structure, we introduced three types of trials: one-word, two-word and three-word strings (Fig. 4.1). Basic composition was present in two-word and three-word conditions. There was no composition involved in one word trials, so only semantic replacements were used. One-word trials allowed us to assess (1) the learning effect of the new state-signal associations and (2) whether changes in activity observed during two- and three-word trials could be partially due to the presentation of multi-word strings. Compositional three-word strings consisted of a color word, a shape word and a motion word, while
two-word strings consisted of two out of the three possible features (e.g., only shape and color).

In one-word trials two anomalous conditions were tested: within-category violations (e.g. instead of a word denoting Object 1, participants saw the word for Object 2) and between-category violations (e.g. instead of a word denoting Object 1, the word denoting Color 1 was presented). In two-word trials, on top of two types of lexical violations we added a third condition – scramble – in which we introduced a violation of phrase structure; lexically correct words were presented in the incorrect order relative to the one learnt in the training phase (e.g. Object-Color or Motion-Object). Importantly, in the training phase, participants were never exposed to two-word phrases. Instead, the learning material consisted entirely of three-word phrases. Finally, in the three-word trials, we introduced three main types of violations: lexical replacements (lexical substitution of the correct word), displacements (strings with correct lexical items that preserve one of the adjacencies and violate the second one) and scrambles (strings with correct lexical items, but violations of two adjacent dependencies) (Fig. 4.1). This resulted in 8 types of trials for the three-word conditions: correct (Object-Color-Movement), within-category replacement, between-category replacement, displacement where the adjacency between noun phrase and verb was violated (Motion-Object-Color), displacement with the violation of the noun phrase (Color-Motion-Object) and two types of scramble with the violations of two adjacent dependencies (Color-Object-Motion and Object-Motion-Color).

Our aim was to assess neural activity within minimal composition contexts, with the expectation that two- and three-word trials should elicit activity related to syntactic processing of linguistic composition and to investigate which types of violations would cause the most processing difficulty.

4.4.4 Procedure

To make sure that participants learnt the artificial language well enough, the training phase took place on two consecutive days and only subjects who learned the miniature language well enough (see below) were admitted to the EEG phase.
4.4. Methods

Figure 4.1: Example conditions: (upper graphs) example of associations between states and signals; (middle and lower graphs) example of semantic and syntactic violations used in the experiment

### 4.4.4.1 Training phase

The experiment took place on two consecutive days. On Day 1 participants’ color vision was evaluated to exclude possible color vision impairment. Next, the participants
performed a Training Phase. Each participant was trained using a randomly generated bijective mapping of pseudowords to object features.

The training had the structure of a Signaling Game with fixed roles: the computer acts as the sender while participant plays a receiver whose task it is to decode the signals he receives from the computer. Each trial unfolds as follows (Fig. 4.2a): the participant is presented with a three-word string (1.5s) drawn randomly from 27 possible combinations of words denoting color, shape and motion and is asked to respond by composing the event he believes the string describes. To do so, he chooses color, shape and motion features from a 3-by-3 grid showing all the options at the same time on the screen (duration: self-paced), in a random order in each trial. Following this, feedback (2s) is presented indicating whether the elements that the participant has chosen match the elements of the word string. The training ends when participant reaches 60 correct trials and has at least 2 correct responses for each event, with no constraints on the number of correct consecutive trials. A trial is correct if and only if all three features selected by the participant match the features of the event. The events presented are all equiprobable.

Importantly, the word order that all the participants were exposed to was Object-Color-Motion. To mimic implicit learning, participants were not informed about the exact word order and thus, based on the feedback, had to deduce the order of the elements. We did not have time limit for the training phase, however if after approximately an hour of training, one was not reaching 10 correct trials in total, they were not admitted to the EEG phase.

Only participants that had finished the training phase were admitted to the EEG phase of the experiment. The training phase lasted approximately 1 hour. On Day 2, participants completed a short training in order to ensure that they learnt and remembered all the associations from the day before. The procedure was the same as in the training on Day 1. However this time, in order to complete the training, participants had to provide 20 correct responses in a row. On average this took around 10-15 minutes.

4.4.4.2 EEG phase

Participants were tested in a dimly-lit sound-attenuating booth. They were seated in a comfortable chair and were informed that they were going to see a clip and then a
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Figure 4.2: (a) An example of a trial in Training Phase. In each trial, the participants see the signal and chooses from a 9-object array the elements that constitute the event he believes is denoted by the signal. Next, feedback is presented. Over trials, participant learns associations between signals and states. (b) An example of a trial in the EEG Phase. In each trial, the participant sees a clip, followed by a fixation cross. Next, he sees the first word of the string marked with a capital letter, followed by subsequent the words in the string. The final word of the string ends with a period. After the final word an asterisk appears for 1250 ms. Time flows from left to right.

The task therefore was passive visual exposure to visual scenes and linguistic sequences denoting them.

Each trial unfolds as follows (Fig. 4.2b). The participant sees a short animation (1.5s clip) drawn randomly from 14 types of conditions (63 clips in total), followed by a fixation cross. Next, the first word of the string started with a capital letter, the rest of the words were presented in white lower case against a dark grey background in the center of the computer screen. Each word was presented for 300 ms followed by a blank screen for 50ms. Words were separated with a 50 ms interval of blank screen to establish identical baselines and to avoid the potential silent articulation between words while still allowing for a relatively natural pace of reading. The final word of the sentence was marked with a full stop. After the final word, an asterisk appeared for 1250 ms, indicating to the participants that they could blink and move their eyes. There was a 200 ms blank interval between the asterisk and the start of the next trial.

1161 trials were presented in 5 blocks, separated by self-paced rest periods. The
correct conditions contained more trials to avoid over-exposure to too many anomalous trials, thus we had double number of correct trials compared to trials with manipulations. Overall, there were 108 trials in 1-word, 405 in 2-word and 648 (e.g. 162 for correct 3-word strings and 81 for each anomalous condition) in 3-word conditions. To ensure attention to the task, participants were presented with a question, asking whether the last string that they saw was correct or not, which appeared randomly once every 20-30 trials. Responses were made by pressing a button with the index finger of either the left or right hand. Viewing distance was approximately 90cm. The experiment lasted approximately 100 minutes and was run using Presentation Software (Neurobehavioral Systems).

4.4.5 EEG Recording

The EEG was recorded from 128 electrodes using a BioSemi system. Instead of a ground channel, BioSemi employs two electrodes, a Driven Right Leg (DRL) and a Common Mode Sense (CMS) channel, driving the average potential close to the amplifier AD-box reference voltage. DRL and CMS were placed at symmetric side positions relative to the mid-point between A1/Cz and A19/Pz. An average reference was used during the recordings. The sampling rate was 1024 Hz. The data were high-pass filtered at 0.1 Hz and low-pass filtered at 256 Hz. All filtering was digital.

4.4.6 EEG Analysis

Data were analyzed using FieldTrip (Oostenveld et al., 2011), a MATLAB package. The critical words were segmented using a window which started -200 ms before and ended 800 ms after the critical word. Segments were baseline corrected using data from the -200 to 0 ms prestimulus interval. Trials containing eye artifacts or voltage variations at any electrode exceeding 100 µV were rejected. The signal was filtered with a pass band of 1-30 Hz. Only relevant trials were selected for further analysis. The number of rejected trials in different conditions did not exceed 15% (with no asymmetry between conditions). ERPs were computed by averaging over artifact free epochs from each trial from each condition for each participant separately. Finally, grand-average ERPs were computed by further averaging over participant specific averages. Statistical analyses of ERP effects were based on a nonparametric randomization procedure (Maris
& Oostenveld, 2007; Oostenveld et al., 2011). Firstly, participant ERP averages were compared between correct and anomalous conditional from each channel and time point with dependent samples t-tests. Next data from neighbouring time points and channels in which p-values were smaller than 0.05 were clustered together and the cluster-level t-statistics was computed from all samples included in the cluster. Finally, the cluster-level p-values were estimated using Monte Carlo simulation. This was done by creating a single set composed of participant specific ERP averages across all samples in a cluster from correct and anomalous conditions. This set was then randomly partitioned into two subsets of equal size and these subsets were compared by means of a t-test. This was repeated 1000 times. Cluster-level p-value was calculated as the proportion of partitions that yielded larger t-statistic than in the observed data.
4.5 Results

4.5.1 Training phase

The average number of trials participants needed to finish the training phase was 122.3 trials (SD = 28.8). On the second day of experiment (training before the EEG phase) participants needed on average 27.8 trials (SD=7.3) to finish the training and reach 20 correct consecutive trials.

4.5.2 Behavioral results

Participants were efficient in judging the correctness of the strings. The error rate was 19.4% (SD=7.8), this guaranteed that subjects actively attended and processed the stimuli.

4.5.3 EEG results

For the analysis, firstly we collapsed all the lexical violation conditions together (within-category violation, between-category violation and both violations together) regardless of the number of words in the strings to see whether there was a more general effect of lexical replacement regardless of the sentential context. Secondly, we brought together all the word order anomalous conditions (4) in three-word strings and analyzed them for each word separately (first, second and third word) to investigate whether there was an effect of the word position, context or cognitive load that is more general and not tied to a particular syntactic violation. Finally, we analysed the data for all words in all the conditions (separately for each violation and different length strings), 32 in total. Below we present the statistically significant results of the nonparametric randomization procedure. Table 4.1 shows an overview of the statistics.

Firstly, we looked at the lexical manipulations that were always introduced at the last word of the strings. We found no significant differences in ERP modulations for neither within- nor between-category manipulations. As the next step we combined the data from two types of lexical replacements (between and within category) for all types of strings (1, 2- and 3-word strings). Figure 4.4 shows the grand-average waveforms of
Table 4.1: Summary of cluster-based permutation t-statistics for the ERP data comparing Incorrect and Correct conditions. The table shows the latency of clusters, T-statistics in each cluster, Monte Carlo p-values and cluster size.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Time latency (ms)</th>
<th>t-statistics</th>
<th>p-value</th>
<th>Cluster size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collapsed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lexical replacement</td>
<td>395-525</td>
<td>5.71</td>
<td>0.003</td>
<td>2689</td>
</tr>
<tr>
<td>Three words collapsed - First word</td>
<td>413-800</td>
<td>3.04</td>
<td>0.002</td>
<td>10048</td>
</tr>
<tr>
<td>One word</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within-category replacement</td>
<td>462-663</td>
<td>-7.09</td>
<td>0.002</td>
<td>2881</td>
</tr>
<tr>
<td>Between-category replacement</td>
<td>410-584</td>
<td>6.89</td>
<td>0.01</td>
<td>2696</td>
</tr>
<tr>
<td>Two words</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scramble</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second word</td>
<td>220-798</td>
<td>-3.44</td>
<td>0.004</td>
<td>7928</td>
</tr>
<tr>
<td>Three words</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Displacement 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First word</td>
<td>300-530</td>
<td>8.262</td>
<td>0.015</td>
<td>2926</td>
</tr>
<tr>
<td>Scramble 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second word</td>
<td>100-350</td>
<td>-1.134</td>
<td>0.04</td>
<td>3269</td>
</tr>
<tr>
<td>Third word</td>
<td>423-550</td>
<td>-2.32</td>
<td>0.004</td>
<td>1729</td>
</tr>
<tr>
<td>Scramble 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second word</td>
<td>180-290</td>
<td>3.4</td>
<td>0.02</td>
<td>2464</td>
</tr>
<tr>
<td>Third word</td>
<td>450-560</td>
<td>-4.33</td>
<td>0.03</td>
<td>1892</td>
</tr>
</tbody>
</table>

the incorrect conditions and their correct controls at 9 electrode sites, as well as topographical distribution of the effect of lexical manipulation. These anomalies showed a P300-like effect: the nonparametric cluster based analysis revealed a significant positive cluster in the time window between 395 and 525 ms. P300 has been reported in the case of infrequent and task-relevant stimuli (Donchin, 1981). The topographical
Figure 4.4: Grand-average (N=20) topographies displaying the mean amplitude difference between the ERPs evoked by two types of lexical replacement for all types of strings (1, 2 and 3-word) and their correct controls in the time window of statistically significant cluster. Lower graphs represent grand-average (N=20) waveforms from frontal, central and parietal electrode sites time locked to the onset (0ms) of the lexical violations (red) and their correct controls (blue). Negative values are plotted upward. Distribution shows the effect is strongest over posterior electrodes. This is consistent with previous studies (Osterhout et al., 1996; Evans et al., 2011).

Next we analysed lexical manipulations for different lengths of strings separately. Interestingly, we found significant differences between anomalous words and their control words only in the one-word conditions. Figure 4.5 shows the grand average waveforms of the lexical manipulation within the category in the one-word strings and their correct controls. These manipulations showed a negative effect in the time window
4.5. Results

Figure 4.5: Grand-average (N=20) topographies displaying the mean amplitude difference between the ERPs evoked by within-category lexical replacement for one-word strings and their correct controls in the time window of statistically significant cluster. Lower graphs represent grand-average (N=20) waveforms from frontal, central and parietal electrode sites time locked to the onset (0ms) of the one-word within-category lexical replacement (red) and their correct controls (blue). Negative values are plotted upward.

between 462 and 663 ms. This negativity seems to be maximal at frontal electrodes and extends towards more central electrodes. A visual inspection of ERP waveforms elicited by the incorrect word reveals a negative peak around 450ms after the word onset.

Figure 4.6 presents the results of between-category lexical replacements in one-word strings revealing the posterior distribution of the P600-like effect, the topographical
distribution is comparable to the standard syntactic manipulation. The cluster was present from 410 to 584 ms after the onset of the word. The waveforms reveal a positive shift starting at around 200 ms with a more pronounced positive peak in the posterior electrodes at around 500 ms. Together these results suggest that participants learned the words of the miniature artificial language. Moreover the lexical manipulations within the category (e.g. instead of word denoting Color 1, the word for Color 2 was presented) elicited a negative going effect, while semantic manipulation between-category (e.g. instead of word denoting Color 1, the word for Motion 1 was presented) elicited a positive shift. It suggests that the brain is dissociating two types of violations for words presented in isolation after having been learned in sentential context. The lexical manipulations we introduced could be treated as functional category manipulations, considering that the time window of the effect is similar for within and between manipulations, with the polarity being different.

Figure 4.7 presents the results of scramble condition in two-word strings for the second word of the string revealing the central distribution of the ERP effect. The waveforms of the incorrect words are more negative than their controls. This negative shift of the waveforms of the incorrect word was long lasting. This was confirmed by the cluster analysis: the cluster was present from 220 to 798 ms after the onset of the word. Interestingly, we found a significant cluster only at the second word, even though the violation was present already at the first word of the string (e.g. correct string: Pa ro, incorrect string Ro pa). This could indicate the effect of the training phase in which participants were never exposed to two-word strings, but instead their learning material contained only three-word strings. We did not find any other statistically significant clusters for other types of violations in two-word strings.

Finally, we analysed the data from three-word strings. Firstly, we collected all words in which violations occurred in three-word strings into three subgroups relative to the position of the word in the string, thus resulting in three conditions for the analysis: first, second and third word. We found no differences between correct and incorrect conditions in the ERP modulations for the second and third words. Figure 4.8 shows the results for the first word in three-word strings (the conditions included are Displacement 1, Displacement 2 and Scramble 2) revealing the central distribution of the P600-like effect. The topographical distribution is comparable to the standard syntactic manipulation. The positivity of the waveforms of the incorrect word was long.
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Figure 4.6: Grand-average (N=20) topographies displaying the mean amplitude difference between the ERPs evoked by between-category lexical replacement for one-word strings and their correct controls in the time window of statistically significant cluster. Lower graphs represent grand-average (N=20) waveforms from frontal, central and parietal electrode sites time locked to the onset (0ms) of the one-word between-category lexical replacement (red) and their correct controls (blue). Negative values are plotted upward.

lasting, the cluster was present from 413 to 800 ms. One possible explanation of why the only significant cluster was present for the first word could be that participants learned the structure more holistically. They did not necessarily need a context to evaluate the correctness of the string. It could also explain why we did not find significant differences for the second and third words: once the first word was evaluated as incorrect, the learners changed their processing of the string to be less holistic, which is supported by the further results.
Chapter 4. ERP study

Figure 4.7: Grand-average (N=20) topographies displaying the mean amplitude difference between the ERPs evoked by the Scramble (incorrect word order) in the second word for two-word strings and in their correct controls. Lower graphs represent grand-average (N=20) waveforms from frontal, central and parietal electrode sites time locked to the onset (0ms) of the second word in two-word strings in Scramble (red) and their correct controls (blue). Negative values are plotted upward.

Our next step was the separate analysis of every word in which the violation was present for every condition separately, 32 in total. Here we present the results with significant differences between violations and their correct controls. Figure 4.9 shows the grand average waveforms of the Scramble 1 condition for the second word (Color-Object-Motion order instead of Object-Color-Motion), as well as topographical distributions of the effect. It reveals widespread distribution, being the strongest over the central electrodes. The negative cluster was present from 100 to 350 ms.
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Figure 4.8: Grand-average (N=20) topographies displaying the mean amplitude difference between the ERPs evoked by the syntactic violation on the first word for all three-word strings in which first-word violation was present and in their correct controls. Lower graphs represent grand-average (N=20) waveforms from frontal, central and parietal electrode sites time locked to the onset (0ms) of the syntactically anomalous first word in three-word strings (red) and their correct controls (blue). Negative values are plotted upward.

The second significant cluster for the second word in three-word strings was found for the Scramble 2 (Object-Motion-Color). The results are presented in the Figure 4.10. The short lasting positive cluster was present from 180-290 ms, with a posterior distribution. Interestingly, Scramble 2 is the only condition within the three-word strings where the first violation appears for the first time at the second word. This could explain the positive amplitude which could be compared to the effect present in the first word for all syntactic violations, however less pronounced and shorter.
Figure 4.9: Grand-average (N=20) topographies displaying the mean amplitude difference between the ERPs evoked by the syntactic violation on the second word in three-word string in Scramble 1 and in their correct controls. Lower graphs represent grand-average (N=20) waveforms from frontal, central and parietal electrode sites time locked to the onset (0ms) second word in Scramble 1 (red) and their correct controls (blue). Negative values are plotted upward.

Finally, for the words in the final positions of the three-word strings we found significant differences in two conditions: Scramble 1 (Color-Object-Motion) and Scramble 2 (Object-Color-Motion). The time window for the two negative clusters was almost identical, 423 to 550 ms for Scramble 1 and 450-560 ms for Scramble 2, as well as a topographical distribution that shows the strongest effect over the central electrodes. Figure 4.11 shows the grand-average waveforms and topographies for Scramble 1. Visual inspection of ERP waveforms reveals a negative shift at around 220 ms after the
Figure 4.10: Grand-average (N=20) topographies displaying the mean amplitude difference between the ERPs evoked by the syntactic violation on the second word in three-word string in Scramble 2 and in their correct controls. Lower graphs represent grand-average (N=20) waveforms from frontal, central and parietal electrode sites time locked to the onset (0ms) of second word in Scramble 2 (red) and their correct controls (blue). Negative values are plotted upward.

word onset, peaking at around 500 ms (A1 electrode). A similar effect was found for the third word in Scramble 2 (Figure 4.12). The difference between violation and its correct control emerges around 200 ms and reaches its peak at around 480 ms. The word in a Scramble 2 elicited a larger N400 compared to the word in the control condition. Figure 4.13 shows significant clusters for all the conditions.
Figure 4.11: Grand-average (N=20) topographies displaying the mean amplitude difference between the ERPs evoked by the syntactic violation on the third word in three-word string in Scramble 1 and in their correct controls. Lower graphs represent grand-average (N=20) waveforms from frontal, central and parietal electrode sites time locked to the onset (0ms) third word in Scramble 1(red) and their correct controls (blue). Negative values are plotted upward.

4.6 Discussion

We conducted an ERP study to investigate artificial language processing. We used an AL paradigm to examine how learners acquire combinatorial constraints that govern the usage of languages and examined the influence of syntactic minimal structures using different types of adjacent dependency violations. Moreover we wanted to investigate whether abstract word order rules are extracted and are then applied through generalization, by testing implicit transfer between three-word to one and two-word
Figure 4.12: Grand-average (N=20) topographies displaying the mean amplitude difference between the ERPs evoked by the syntactic violation on the third word in three-word string in Scramble 2 and in their correct controls. Lower graphs represent grand-average (N=20) waveforms from frontal, central and parietal electrode sites time locked to the onset (0ms) third word in Scramble 2(red) and their correct controls (blue). Negative values are plotted upward.

Strings.

Participants learned a miniature AL on the first day of the experiment. During training their task was to learn associations of visual stimuli and 3-pseudoword strings with a fixed order. On the following day, after approximately 24 hours of post-learning consolidation, they were tested on their knowledge: in the EEG experiment participants were presented with three types of stimuli: 1, 2 and 3-word strings. In all cases, a trial involved a visual stimulus serving as a cue for participants to recall an associated string.
Participants were then presented with either the correct or incorrect string and in some trials were asked to decide whether the string was correct or not. We introduced two main types of violations: lexical replacements (substitution of the correct word with a different word) and violations of word order (strings with correct lexical items, but incorrect order). Our results suggest that adults learned the implied meaning of novel words and the implied word order via a process that was sensitive to compositional constraints.

The newly acquired linguistic knowledge was integrated into their lexical knowledge. The ERP data from syntactic violations revealed that the word order knowledge was deployed rapidly in real-time sentence-like processing. The impact of the learning protocol was evident in syntactic manipulations. Following the initial exposure in the training phase to three-word strings with fixed order, a P600 effect was found in the first words in strings that exhibited violations on the first word. Interestingly, in two-word conditions we found a semantic-like effect for the incorrect word order but only on the second word of the phrase. Our interpretation is that this effect reflects knowledge of novel word meaning and order that is driven by initial exposure in the training phase to word order and the number of words in the condition.
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4.6.1 Semantic manipulations

It is worth discussing our results regarding the issue of semantic manipulations. Previous studies (McLaughlin et al., 2004; Dobel et al., 2010; Bakker et al., 2015) have demonstrated that a lexical N400 effect can be obtained even in early stages of learning but leave open the question of exactly how much exposure and post-learning period is necessary for these effects to emerge. A small number of EEG studies have examined lexical learning with minimal training using AL (Borovsky et al., 2010, 2012; Mestres-Misse et al., 2007). However, in those studies only one word was novel and artificial, subjects inferred the meaning of the novel word from context of the sentence.

Previously the N400 effect was mainly found in explicit word learning tasks (Perfetti et al., 2005; Stein et al., 2006; Balass et al., 2010). Moreover, it has been suggested that the main factor contributing to the observed ERP effects relied more on episodic retrieval than lexical activation (Kiefer & Spitzer, 2000). But what about a learning environment in which all words are novel and are learned simultaneously with phrase structure through implicit learning? Our results show that semantic violations elicited an N400 effect compared to the baseline condition only for one word trials for within-category violations. The N400 effect is only evident when the semantic violation is presented without sentential context.

Two possible factors could explain this result. The first is the effect of the learning protocol. It is possible that participants, after having been exposed to the learning material composed of only three-word strings, did not regard the conflict on the third word to be strong enough. Only when the words were presented in isolation and the cognitive load was minimized was the effect present. This leads to the second possible factor: early stage of learning could partially explain this result. In our AL paradigm, participants underwent only one training on the day before the experiment which lasted around one hour.

It is difficult to compare our findings with other neurocognitive research, because previous studies have mainly used an explicit learning paradigm and, moreover, in almost all the studies the novel vocabulary was learned first and only later the syntactic structures were added. Also, not all studies consistently report the amount of training the participants received. However, from those which do, it emerges that previous AL experiments on language learning used a more extensive learning protocol extending to even several weeks (Friederici et al., 2002; McLaughlin et al., 2004). Morgan-Short
et al (2012) have shown striking differences between the neural activity of artificial language learners at low and high proficiency.

For the between-category semantic manipulation we found a P600-like effect with the posterior distribution. This P600 finding proves that participants not only learned the pseudowords but also generalised the meanings to grammatical categories. The anomalous word in our experiment represented a word from a different grammatical category, thus the effect reflects a syntactic mismatch related to one word and the visual incongruous context.

Van Herten et al. (2005) proposed that a mismatch between the expected and the observed but unexpected meaning could trigger P600 effect that reflects a monitoring process that checks upon the veridicality of one’s linguistic analysis. Our results coincide with Muente et al. (1997) who suggested that the functional interpretation of the P600 should be extended from a purely syntactic account to a more general re-analysis account. Several previous studies have reported violations seemingly semantic in nature that elicited P600 effect (Kim & Osterhout, 2005; Van Herten et al., 2005; Kuperberg, 2007; Schacht et al., 2014). Kuperberg (2007) suggested that P600 might reflect a linguistic processing stream that combines syntactic and semantic information in the service of comprehension. Moreover, Garnsey et al. (1989) have pointed out that processes that reflect the attempt to integrate a given grammatical category into the context are rather correlated with late positive shifts. Osterhout et al. (2004) have shown that syntactically anomalous words elicit a late positive wave. Overall this suggests that our between-category violations were perceived as syntactic in nature.

The posterior positivity effect found for the two types of lexical replacements combined together for all types of strings (1, 2- and 3-word strings) might in part reflect attentional mechanisms engaged by stimulus and task demands, which are thought to drive early positivities that represent the P300 component (Polich, 2007; Evans et al., 2011). The P300 effect has been reported in previous ERP violation studies of L2 grammar learning (Mueller et al., 2009; Morgan-Short et al., 2012). This positivity might indicate a dependence on more domain-general attentional mechanisms rather than the syntactic or semantic processing that is typical for early stage language learners. However, this interpretation may require a more detailed investigation in future studies.

The null effect we observed in our work for semantic manipulations in three-word
strings is puzzling. One possibility is that the participants may have been overexposed to the correct three-word strings and they did not attend as thoroughly to the third word. This could be due to the fact that the training session consisted of only correct three-word strings and that in the EEG phase we had a higher proportion of correct trials. After seeing two correct words out of three-word strings, the participants could have processed the string more holistically, thus downplaying the manipulation of the last word. Our language had a small number of lexical items in each category. Potentially some null effects could be due to the low number of competitors leading to word category assignment that was skipped as a result of the small language size.

4.6.2 Syntactic manipulations

The finding of the positive shift effect revealed that our experiment was sensitive to manipulations in the syntactic domain but only on the first violations of the 3-word strings, as shown in Figures 4.8 and 4.10. After word order restricted training, that word order was incorporated into the grammatical systems of participant’s language processing system.

One of the aims of the present study was to identify the brain patterns that underlie the processing of language-like sentences in the early stages of language learning. Previous research had shown both ELAN and late parietally distributed positivity to correlate with the processing of phrase structure information. The former reflects a highly automatic first-pass parsing (Friederici et al., 1993), while the latter is more of a controlled nature (Osterhout & Holcomb, 1992; Kaan et al., 2000). These components have been consistently found in native language speakers in response to syntactic violation (Steinhauer & Connolly, 2008).

Previous studies have shown that after an extended training these biphasic mechanisms can be found in artificial language learners (Friederici et al., 2002; Morgan-Short et al., 2012). Interestingly, this biphasic response was also found in the study with late learners of natural languages but only for learners who were exposed to the languages through immersion (Steinhauer et al., 2009). In our study, we did not find this pattern. The absence of ELAN that has been shown to reflect first syntactic parsing process is not surprising, as it has been demonstrated to be highly automatic in native speakers and rarely found in even second language learners (Hahne & Friederici, 1999; Hahne &
Friederici, 2001) and after one training our participants were still within early stages of learning. It further supports the view that the early syntactic component and late syntactic component are functionally independent (Hahne & Friederici, 2001). We found a P600 effect but no preceding anterior negativity. It may indicate that our implicit training is sufficient to establish the basic ability for structural re-analysis but it may be still at the early stage of learning under conscious control. It suggests that the amount of exposure to the new language did not result in the automatic early syntactic processing that is found in first language processing and which depends more on procedural memory.

It is worth noting that we found a P600 effect after only 1 hour of training, which is consistent with the ERP effect found usually after considerably more training of a novel natural language (4-8 months - Osterhout et al., 2008) or artificial languages (several training sessions, each session up to 5h - Friederici et al., 2002; 2 weeks - Newman-Norlund et al., 2006). One may argue that the P600 we found on the first word of the sentence is incompatible with theories implying that the effect indicates violations of phrase structure given a syntactic context. However, also Osterhout & Holcomb (1992) found P600 effects immediately after the first word, and argued that this result supports the hypothesis that any violations of preferred syntactic structures, not necessarily related to the context of the sentence, evoke a P600. It could also suggest that P600 as some have claimed reflects a more general purpose response connected with form of categorization (Schacht et al., 2014). The effect that we found only for the first word fits well with the syntactic prediction hypothesis stating that the prediction of syntactic material results from the structure that is already built in (Gibson, 1998).

A slightly delayed N400, reaching its peak around 450ms, is supported by the view that, during early stages of second language learning, syntactic processing relies partially on lexical processing and declarative knowledge (Ullman, 2004; Clahsen & Felser, 2006, Osterhout et al., 2008) and can be a result of implicit learning (Morgan-Short et al. 2012). We observed an N400 for the string-final words in Scramble 1 and 2, and a negative shift in the second word in two-word strings for Scramble. It has been suggested that, at the early stage of learning, syntactic violations elicit N400 effects. The structural violation at the early stage of learning is not yet recognized as such and is processed as lexical violation (Steinhauer et al., 2009). As suggested by Ullman (2005), N400s should be the standard response to any syntactic anomaly in early stages.
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of learning. Only later, the beginning of grammaticalization and proceduralization starts, learners classify the violation as structural, and possibly attempt to repair the problem. The P600 will then reflect one (or several) of these emerging processes.

The syntactic anomaly at the early stage of language learning is recognized as a lexical one and declarative rule knowledge is responsible, as procedural memory is not yet accessible (Osterhout et al., 2006; Steinhauer et al., 2009). Opitz & Friederici (2003) found in their fMRI study that during the early stages of artificial language learning participants showed initial activation in declarative memory structures and the activation in procedural memory increased only after more training. As our participants were in the early stage of novel language learning, this may provide further support for the view that AL (as well as second language) learning, at least in these early stages, relies on lexical processing and declarative memory. Similarly, Weber-Fox & Neville (1996) found no ELAN and P600 but a significant negativity between 300-500 ms for late bilingual non-native speakers.

Kim and Osterhout (2005) have concluded that under certain conditions semantic information is in control of how words are combined during syntactic processing. Our results suggest that the early stage of learning could be one of them. Hahne and Friederici (2001) suggested that in the early learning stage, the learners may be activating additional processes on the basis of conceptual processing. It also has been shown that at higher proficiency level this processing may come to depend more on native-like syntactic processing and procedural memory (Friederici et al., 2002; Ullman, 2004; Steinhauer et al., 2009; Morgan-Short et al., 2012).

We found the N400 effect for the third words in two Scramble conditions, as opposed to two Displacement conditions in which this effect was not present. This could suggest that, only when the violation is more incongruous (two dependencies are violated instead of one), the ERP effects between correct and incorrect sentences can be observed. It is possible that the violations in Displacement conditions were not salient enough to trigger the neurocognitive processes that are reflected by the ERP effect. Moreover, some authors have suggested that language-related ERP effects are less likely to be elicited in language learners when the grammatical violations of a new language are difficult to transfer from the L1 of the learners (Mueller, 2005; Vaughan-Evans et al., 2014; Caffarra et al., 2015) as could be a case in Displacement conditions.

The negative effect in the two-word condition elicited on the second word lasted
slightly longer (220 - 798 ms) than reported by earlier studies, however the longer extension of the N400 was also found by Kutas & Kluender (1991) and Hahne & Friederici (2001) and was suggested to be the result of uncertainty. This long extension may indicate that learners need more time to integrate the word into its prior context when the presented string (2-word long) was not included in the training material.

Together, the results from syntactic manipulations suggest that the first violations in the syntactic structure elicit a P600 effect. Subsequent violations lead to N400 effects and a reliance of grammar on lexical processing. Secondly, the syntactic manipulations of the strings that were not present in the training material (2-word strings) show the negative long lasting shift, similarly showing the dependence on lexical processing. Overall, the results suggest that brain processing of syntactic violations of sentential order depends on the position of the violation as well as the training material.

4.6.3 Future directions and improvements

Linguistic knowledge is consolidated through years of experience. Our experiment was composed of merely two sessions, none of which involved language production. Caffarra et al. (2015) suggested that proficiency and immersion are important factors in language learning. Our paradigm was a very simplified method for testing the early stages of language learning. In a natural learning context, the lexical knowledge is often incrementally reinforced after multiple exposures and usage in a variety of contexts (Nagy et al., 1985). Even though our words were presented in different contexts it is possible that the context was not altered enough to fully enrich the understanding of the words. To solve one of the issues, one could train the participants in an extended training via signaling games, where they would undergo the training as both the receiver (as in current study) and as the sender. This would give the participants the chance to boost their new knowledge not only from mere exposure but also through usage.

One of our methodological concerns is the monitoring control task, in which subjects were required from time to time answer the question about the correctness of the stimulus items. We used this task to monitor attention but this may focus the participant’s attention on the sentence’s form and meaning in way that is different in the communicative use of language. In future studies, control tasks focusing on the language itself could allow a more ecologically valid testing environment.
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Some of our null effects could be the result of tiredness and learning strategies not intended by us but as a side effect of the long duration of the EEG experiment. Another potential concern is the visual presentation in sentence-like processing. To avoid eye movements, the sentences were presented word after word with the presentation slower than in normal reading (300ms). This word-by-word presentation could have induced a higher load on memory than what would be present natural language. However, it is difficult to see how this would induce a change in the brain response to the violations.

We had approximately a 24h post-learning consolidation period between the training session and EEG phase. It is possible that this was not enough to fully assimilate the novel language in the neocortical systems. Kaczer et al. (2015) had a longer (48h) period and still found differences between novel and familiar words and concluded that the consolidation of new knowledge was incomplete. It would be interesting to investigate what is the appropriate amount of consolidation period for artificial languages.

The current study focused on syntactic and semantic processing of a newly acquired miniature artificial language. Even though we tried to minimize the influence of confounding factors, (for example world knowledge, exposure or frequency) other factors could have influenced the learning and processing in our experiment. One possible explanation of some of our null effects could be potential individual differences in language processing and its reflection in the electrophysiological responses. As a common practice, averaged ERP waveforms are the result of averaging over participants. However, some studies have demonstrated that groups of participants may vary in the way individuals process language (Osterhout, 1997; Nieuwland & Van Berkum, 2005) and that ERPs appear to be sensitive to these differences (Osterhout, 1997). Depending on the linguistic manipulations, these effects have been connected with a range of various aspects, such as memory, proficiency, cognitive control, cognitive load and even genetic effects (Fisher et al., 2003; Kolk et al., 2003; Snijders et al., 2009). It is possible that the inter-individual differences are even more robust in artificial language studies, where participants could adopt various cognitive strategies in learning a new language and then solving the experimental task. It is an important factor that should be taken into account in future studies investigating artificial language learning and processing in order to be truly able to generalize results to natural languages.

Overall, our results are in agreement with previous studies on artificial and second language learning that suggest the lexical processing is similar to L1 processing, but
the neural processes underlying syntactic could be highly dependent on the learning material and type of exposure. Further studies have to examine the amount of training and exposure necessary to achieving native-like neural effects. Participants learned a novel language, they showed a high accuracy in the control questions, demonstrating not only had they learned the lexical content but also the implied word order. Our paradigm appears to be a good method to test for implicit language learning; learners had to extract the syntactic structure from strings they were exposed to and map them to semantic structure as well as generalise them to 2-word strings. In addition, it highlights the importance of examining the early stages of language learning to better understand the critical issues of basic linguistic processing. The use of ERPs and the AL paradigm in the current study confirms the importance of EEG in studying language learning in adults.

In summary, we demonstrated the existence of a rapid recruitment of language-related brain networks for the processing of novel miniature languages. We found an effect that relates to the semantic learning of novel words that was found in a one-word condition. ERP results show the sensitivity to syntactic structures, with certain limitations, highlighting the importance of implicit learning and learning material. We believe that research on language learning and processing should be conducted in an ecologically valid way. This sort of implicit learning method with additional elements of communicative pressure (in the form of signaling games training) could in the future reveal the complex interactions between the different factors involved in adult language learning.
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Discussion

5.1 Summary of the results

Taken together, the results reported in this thesis suggest that artificial language learning can shed light on the cognitive and social factors that constrain language learning and language change. Although evidence for this conclusion come from various experimental sources, we have shown that artificial language learning studies provide a way to test hypotheses about constraints responsible for shaping natural languages. Our work targeted fundamental and universal properties of natural languages such as constituent order and compositionality. These are prime test cases for exploring the existence of learning biases.

In the first study (Chapter 2) our main goal was to assess the role of learning constraints favoring structural order, or disfavoring linear order. The widely accepted assumption is that grammatical operations are generally structure-dependent and do not exploit linear dependencies. We used a children-friendly puppet theatre and the task was adjusted to the children’s age. We found that children are not unconstrained learners. Children showed a preference for strings whose structure they were exposed to during training phase, but this preference was stronger for structural and free order grammars than for linear order grammars. The effect was modulated by the children’s first language. Our results indicate that structural and free order grammars may be
easier to learn than linear order grammars, possibly indicating the existence of con-
straints favouring the typologically plausible constituent order. Interestingly, this effect
was not found in Italian-, Polish- or German- speaking adults.

In the second study (Chapter 3) we set out by investigating whether certain lin-
guistic universals can be studied experimentally using models of code transmission in
diffusion chains. We introduced a novel experimental paradigm, the iterated signaling
game, to investigate how simple artificial languages emerge and change in the course
of horizontal and vertical transmission. We showed that, by adding communicative
pressure and feedback to iterated learning, the emerging codes were highly structured
and expressive right from the first generation. In the first experiment we showed an
increase in coordination and transmission: the codes further down the chain were be-
coming easier to learn and transmit. In the second experiment, where we introduced
basic grammatical functions, we found the emergence of morphological marking and a
decrease of innovation throughout the chains. The emergence of proto-morphology sug-
gests that one of its functions may be the facilitation of communication: participants
throughout a chain restructured the code and used word structure to aid evolution
towards a shared communicative system. Overall, we provided a proof of concept for
iterated signaling games as an experimental model of language change, and we estab-
lished a baseline of results for further research employing iterated signaling games.

The last study (Chapter 4) extended previous results by exploring brain responses in
the initial stages of learning an artificial language. The learning paradigm we employed
made further use of signaling games. We conducted an artificial language learning
experiment on two days to examine the neurophysiological foundations of basic com-
positional processing of artificial language-like structures. Our results show that the
learning of grammatical regularities can be fast: in a single training session, participants
learnt semantic content and extracted the governing syntactic rule. Moreover, our re-
sults are in accordance with previous studies on artificial language learning, suggesting
that lexical processing can be similar to L1 processing in the initial stages of non-native
language learning, resulting in native-like, albeit slightly delayed (as predicted by pre-
vious research), N400 effects. Syntactic processing, however, can be influenced by the
type of material the learners are exposed to during the learning stage. The ERP data
from syntactic manipulations revealed that syntactic knowledge was deployed rapidly,
yielding P600 effects being highly affected by the learning protocol.
5.2 Theoretical implications

The results we obtained in Chapter 2 are consistent with the existence of developmental constraints on learning favouring structural constituent order. As a secondary research question one might ask what are the factors that influence learning. Our results point to two main answers: (1) the age of participants - children but not adults showed preference in learning structural order rules - and (2) the learners’ L1. Moreover, it is worth mentioning that semantic cues were not necessary in order to learn governing rules when anchor points, such as function and content words, were available.

Chapter 3 investigated language change using iterated signaling games. One of the most interesting results we obtained was the emergence of proto-morphology. Morphology, in languages exhibiting a case marking system, is the main strategy languages employ to disambiguate between object and subject by explicit markings. Communicative pressures have been proposed to explain how case marking systems arise (Comrie, 1989; Jager, 2007). Our results fit with these theories and furthermore suggest that the ‘morphologization’ process contributes only when there is a need to reduce ambiguity in communication.

We also showed that rapid changes in vocabulary occur during horizontal transmission, while properties of language that are necessary for communication emerge quickly and remain stable. We believe that the results of experiments described in Chapter 3 have a broad scope and could be relevant for the study of all forms of communication, as they can contribute to the understanding of the key properties of natural languages. The novel codes that emerged in our experiments after introducing communicative pressure share important similarities with natural languages. In addition, our results replicate earlier findings by Moreno & Baggio (2014), providing further evidence that language change in signaling games is mostly unidirectional from senders to receivers while extending those findings to diffusion chains.

The experiment described in Chapter 4 provides evidence for the power of language learning mechanisms. Our ERP results suggest that non-native language learning is partially dependent on the learning material and it seems to be dependent also on lexical processing during early stages of novel language learning. This is in line with earlier theories (Ullman, 2004). A positive result is that participants, after just one short learning session through signaling games, can exhibit ERP effects found in the
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4th stage out of 6 stages of an L2 learning span proposed by Steinhauer et al. (2009).

5.3 Methodological implications

Our results underscore the use of the artificial languages as a valuable source of empirical data for language learning. One of our aims in the first study (Chapter 2) was to design artificial languages that were somehow closer to natural languages but also simple enough to be learnable in a training session of reasonable length and to be suitable to preschool children. Our paradigm introduced key properties of natural languages (the function vs content words distinction) and takes artificial languages a step closer to natural languages while maintaining a high degree of control.

The experiments reported in Chapter 3 have important methodological implications. They show the importance of communicative pressure in language transmission experiments. We provided evidence that iterated signaling games could serve as a viable experimental model of language change within a collaborative environment. Iterated signaling games have important properties (flexibility, simplicity, formal explicitness) and allows us to test how learners update their knowledge and how the interactions influence it.

Up until now most experiments on cultural transmission were conducted using only behavioral measures. Our EEG study was a first small step towards justifying signaling games as a valid technique to study neural correlates of cognitive activities involved in language transmission. Chapter 4 underlines the importance of combining EEG and artificial languages. The ERP results suggest that our participants were in the early stages of learning the language. Importantly, our study also shows that artificial language learning taps into similar cognitive mechanisms as those involved in natural language learning. Furthermore, it shows that signaling games are an effective paradigm to test language learning: participants learnt the rule encountered in the training phase (3-word strings) quickly and also transferred the rule to 2-word strings effectively. Moreover, our more naturalistic learning of both semantic content and syntactic structures simultaneously suggests that it is possible to minimize the length of training in artificial learning to progress in learning the language.
5.4 Future outlook

Here I will briefly describe certain limitations and possible future directions for our described experiments and methods.

In the first study (Chapter 2), while we are sure the participants have learned some aspects of the artificial language, it is difficult to characterize the nature of knowledge that results from the artificial language learning. The difficulty is due to several reasons which we will now describe.

The aim was to provide evidence for the existence of learning constraints. However, the results do not allow me to draw conclusions about their nature or their origin. Nevertheless, there are two possible hypotheses. One is that learners had abstract knowledge of the rule. They have successfully generalized to a novel vocabulary, suggesting that they have acquired a surface-independent representation of the rule. Moreover, the strings we used were from two to five words long which allowed for even more abstract generalization.

The second hypothesis is that participants acquired the rules based on ‘micro-rules’. Micro-rules are rules based on the perceptual characteristics of the stimuli that only partially account for the sentences generated by the target rule (Dulany et al., 1984; Pothos, 2007). It suggests that participants may have acquired only some aspects of the target rule. For instance in our experiments the learning strategy that participants could have potentially adopted was to learn for example that the linear order starts with a function word. However, these micro-rules cannot explain the differences in learning between two different orders or the imperfect performance of the participants.

The performance was rarely perfect (few participants had 100% correct responses). It is possible that some of our subjects had full competence of the rule but that there were cognitive limitations influencing their performance. These limitations may include attention, the quality of the information, memory limitations or even the lack of consolidation period between training and test phases (Friedrich et al., 2015). There was a series of methodological choices that had to be made which may have influenced some of our results. Most studies in artificial grammar learning use passive training in which participants are simply asked to listen to lists of strings generated by the grammars. This method obviously has some shortcomings: it is far removed from naturalistic language learning, where learners are immersed in a meaningful context; it
may be a challenge for children to maintain attention throughout the training phase in passive learning environments.

From a more practical perspective, the test phase could be improved by increasing the number of trials to facilitate the interpretation of the learning outcome. Due to the age of our participants, their short attention span and the presence of feedback, we had to exclude that option. Furthermore, we did not have semantic cues, even though function and content words could have partially replaced their role. The semantic bootstrapping hypothesis (Pinker, 1984) proposes that, during language learning, learners may rely on the correspondence between semantic and syntactic information to learn, for example, syntactic categories. So far not many studies investigated the role of semantics in artificial language learning and reached contradictory conclusions. In our experiment we opted not to use semantic content, the next step should be to introduce semantic cues to potentially facilitate the learning of the rules.

An obvious extension would be to investigate the nature of generalization and abstraction that participants make (lexical generalization, syntactic generalization or both). Clearly, more data are needed to further explore the learnability of constituent orders and to characterize the processing of these structures. Neuroimaging studies could explore how learning different constituent orders could generate changes in brain activity (Tettamanti et al., 2002).

The participants in Chapter 3 and 4 were adults with a life-long experience of their native language and social communication. This may have impacted the final outcome of the results. Most of the studies within the artificial languages framework have been conducted with adults. This trend has been changing to include children, infants and even newborns (Saffran et al., 1996; Gomez & Gerken, 1999; Ferry et al., 2015) which allows one to make comparison about the language learning mechanisms and its developmental trajectory. Despite being scientifically challenging, further studies could explore the language transmission by children. There are no studies (to our knowledge) that directly tested children’s performance and ability to learn languages via cultural transmission.

In experiments described in Chapter 3 we investigated the simplest type of iterated signaling games: each generation consisted of only two individuals with fixed roles. There are several interesting extensions that could be easily implemented with iterated signaling games. Firstly, one may extend signaling games to a larger number
of players into signaling networks and explore how the final output changes (Skyrms 2010). Secondly, one could use more complex syntactic structures and larger languages to investigate the boundaries of language learning through transmission. Thirdly, by manipulating the frequency of the input condition, it may be possible to experimentally explore the extent to which differences in the frequency of some inputs affect the change, as shown by Pagel et al. (2007). Finally, it would be important to establish the relative contributions of interactions and feedback. Until now these two aspects were usually studied together but it is possible that one or the other is driving the results. Overall, a key challenge for the future is to further isolate the specific factors that contribute to language transmission.

In follow-up studies presented in Chapter 4, certain methodological issues could be improved to make sure the learning process can be monitored. Our results suggest that participants were within the early stage of language learning at the end of our training, future studies would require more extensive training. In addition to more studies combining artificial language learning and brain imaging techniques, more longitudinal electrophysiological studies, tracking learners’ progress through different levels of proficiency, are needed. It would help to establish the stages of learning and the methodological endpoint of training when participants could be tested and the results generalised to native-language speakers. Artificial language studies which by design ensure a high learning proficiency (Friederici et al., 2002; Morgan-Smith et al., 2012) is a promising area of research.

Miniature artificial languages are an important experimental tool as they limit the amount of training to minimum, compared with second language learning, while still controlling the amount and type of exposure. The time-frame of reaching native-like processing and proficiency becomes feasible. Our learning paradigm seems to shorten the amount of exposure needed to elicit syntactic ERPs (however one has to remember that our language was relatively small and simple). A clear and obvious extension to our experimental setup would involve adding a social component in the training phase to investigate whether the learning protocol (social vs nonsocial) determines brain electric response or speeds up the language learning.

Although every experimental approach has its strength and weaknesses, we believe that artificial languages used in conjunction with neuroimaging techniques, provide a rare opportunity to make progress in understanding the neurocognitive bases of language learning.
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