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Introduction

It is well known that the classical approach to existence problems in differential inclusions, control theory and calculus of variations relies on suitable convexity assumptions.

A standard way to investigate non-convex problems is the so called relaxation, which consists of associating to the original problem a convex one, which we know to be solvable. The main difficulty of this technique is to construct a solution of the non-convex problem starting from solutions of the relaxed one.

In this thesis we use the likelihood functional, introduced in [10], in order to prove a selection theorem for non-convex differential inclusions, while we develop the technique of bang-bang variations for problems in control theory. Finally, we use the Lyapunov's theorem on the range of non-atomic vector measures in order to deal with non-convex problems in calculus of variations.

In Chapter 1 we consider a continuous multifunction $F: [0, T] \times \mathbb{R}^n \to 2^{\mathbb{R}^n}$ with compact, not necessarily convex values. If $F$ is Lipschitz continuous, it was shown in [11] that there exists a measurable selection $f$ of $F$ such that, for every $(t_0, x_0)$, the Cauchy problem

$$\dot{x}(t) = f(t, x(t)), \quad x(t_0) = x_0$$

has a unique Caratheodory solution $x(\cdot, t_0, x_0)$, depending continuously on $(t_0, x_0)$.

We shall prove that the above selection $f$ can be chosen so that $f(t, x)$ belongs to the extreme points $\text{ext} F(t, x)$ of $F(t, x)$, for all $(t, x)$. Moreover, if $\varepsilon_0 > 0$ and a Lipschitz continuous selection $f_0$ of $\overline{\text{co}} F$ are given, then one can construct $f$ with the following additional property. Denoting by $y(\cdot, t_0, x_0)$
the unique solution of

\[ \dot{y}(t) = f_0(t, y(t)), \quad y(t_0) = x_0, \]

for every \((t_0, x_0) \in [0, T] \times \mathbb{R}^n\) one has

\[ |y(t, t_0, x_0) - x(t, t_0, x_0)| \leq \varepsilon_0 \quad \forall t \in [0, T]. \]

More generally, the result remains valid if \(F\) satisfies the following Lipschitz Selection Property:

(LSP) For every \((t, x)\), every \(y \in \overline{\partial} F(t, x)\) and \(\varepsilon > 0\), there exists a Lipschitz selection \(\phi\) of \(\overline{\partial} F\), defined on a neighborhood of \((t, x)\), with \(|\phi(t, x) - y| < \varepsilon\).

We remark that, by [39, 44], every Lipschitz multifunction with compact values satisfies (LSP). Another interesting class, for which (LSP) holds, consists of those continuous multifunctions \(F\) whose values are compact and have convex closure with nonempty interior. Indeed, for any given \(t, x, y, \varepsilon\), choosing \(y' \in \text{int} \overline{\partial} F(t, x)\) with \(|y' - y| < \varepsilon\), the constant function \(\phi \equiv y'\) is a local selection from \(\overline{\partial} F\) satisfying the requirements.

The proof of the above theorem starts with the construction of a sequence \(f_n\) of directionally continuous selections from \(\overline{\partial} F\), which are piecewise Lipschitz continuous in the \((t, x)\)-space. For every \(u: [0, T] \to \mathbb{R}^n\) in a class of Lipschitz continuous functions, we then show that the composed maps \(t \mapsto f_n(t, u(t))\) form a Cauchy sequence in \(L^1([0, T]; \mathbb{R}^n)\), converging pointwise almost everywhere to a map of the form \(f(\cdot, u(\cdot))\), taking values within the extreme points of \(F\). This convergence is obtained through an argument which is considerably different from previous works. Indeed, it relies on a careful use of the likelihood functional introduced in [10], interpreted here as a measure of "oscillatory non-convergence" of a set of derivatives. We recall that topological properties of the set of solutions of nonconvex differential inclusions have been studied in [9, 12] with the technique of directionally continuous selections and in [32, 33, 53] using the method of Baire category.
Among various corollaries, this result yields an extension, valid for the wider class of multifunctions with the property (LSP), of the following results, proved in [15], [11] and [32], respectively.

(i) Existence of selections from the solution set of a differential inclusion, depending continuously on the initial data.

(ii) Existence of selections from a multifunction, which generate a continuous flow.

(iii) Contractibility of the solution sets of \( \dot{x} \in F(t,x) \) and \( \dot{x} \in \text{ext} \ F(t,x) \).

The proofs of (i) and (ii) are straightforward, and the proof of (iii) is obtained by explicitly constructing a null homotopy of the solution sets.

Another application concerns bang–bang feedback controls. More precisely, we consider a control system

\[
(1) \quad \dot{x} = g(t,x,u), \quad u \in U,
\]

with \( U \subset \mathbb{R}^m \) compact, and the corresponding “relaxed system”

\[
(2) \quad \dot{x} = g^\#(t,x,u^\#), \quad u^\# \in U^\# \doteq U^{n+1} \times E_{n+1},
\]

where \( E_{n+1} \) is the standard simplex in \( \mathbb{R}^{n+1} \) and

\[
g^\#(t,x,u^\#) = g^\#(t,x,(u_0,\ldots,u_n,(\theta_0,\ldots,\theta_n))) \doteq \sum_{i=1}^n \theta_i g(t,x,u_i).
\]

We prove that, given a chattering feedback control \( u^\#(t,x) \in U^\# \) for (2) and \( \varepsilon_0 > 0 \), then there exists a feedback control \( u(t,x) \) for (1), such that the solutions of the Cauchy problems with the same initial data associated to (1) and (2) with \( u = u(t,x) \) and \( u^\# = u^\#(t,x) \) respectively have a distance less than \( \varepsilon_0 \) in the norm of uniform convergence. Moreover the control \( u(t,x) \) is bang–bang, that is it satisfies

\[
g(t,x,u(t,x)) \in \text{ext} \ \{g(t,x,\omega) \mid \omega \in U\}, \quad \text{for every } t,x.
\]

In Chapters 2 and 3 we consider control systems of the form

\[
(3) \quad x' = F(x) + uG(x),
\]
with \( z \in \mathbb{R}^2 \), \( F \) and \( G \) smooth vector fields defined in a open subset \( \Omega \) of \( \mathbb{R}^2 \), and where \( u \) is a scalar control with values in \([-1, 1]\).

We recall here some definitions. A control is a measurable function \( u: [a, b] \to [-1, 1] \), and a trajectory for \( u \) is an absolutely continuous curve \( \gamma: [a, b] \to \mathbb{R}^2 \) satisfying \( \gamma'(t) = F(\gamma(t)) + u(t)G(\gamma(t)) \) for almost all \( t \in [a, b] \). We denote by \( T(\gamma) = b - a \) the time along \( \gamma \). A bang-bang trajectory is a trajectory corresponding to a control \( u \) such that \( |u(t)| = 1 \) for almost all \( t \).

The minimum time problem for control systems of the form (3) on a two dimensional manifold was studied by Sussmann in [49]–[51]. In particular, [49] contains a detailed analysis of the structure of time-optimal trajectories, and conditions which ensure that every time-optimal trajectory is bang–bang. We shall use the basic ideas of this “geometric” approach in order to study more general minimization problems.

The main technical tool used in our proofs is the concept of bang–bang variations. In order to illustrate this idea, consider a trajectory \( \gamma \) of the system (3). If \( \gamma \) is not bang–bang in a neighborhood of a time \( \tau \), we construct a new trajectory \( \hat{\gamma} \) such that \( T(\gamma) = T(\hat{\gamma}) \), \( \hat{\gamma} \) coincides with \( \gamma \) outside a neighborhood of \( \tau \) and it is bang-bang in this neighborhood. Repeating this construction for various time \( \tau \), we obtain an equal time bang–bang trajectory, arbitrarily close to \( \gamma \) in the uniform norm. Moreover, as we shall see, this new trajectory can be constructed with additional properties which depend on the particular problem we are interested in.

The technique of bang–bang variations replaces the classical approach based on the Lyapunov’s Convexity Theorem, used in previous works (see for example [16] and [47] for problems in calculus of variations and control theory respectively).

In Chapter 2 we prove a bang–bang theorem for the problem

\[
\min \left\{ \int_0^1 h(\gamma(t), u(t))dt \mid \gamma' = F(\gamma) + uG(\gamma), \gamma(0) = P, \gamma(1) = Q \right\},
\]

that is, we give conditions in order to guarantee that every optimal trajectory
is bang–bang. In this case, given an optimal trajectory, we construct a bang–
bang variation which achieves a lower cost.

As an application, we give conditions, depending only on the vector fields
\(F, G\), for the existence of an optimal solution to the non–convex problem

\[
\min \left\{ \int_0^1 h(u(t))dt \mid \gamma' = F(\gamma) + uG(\gamma), \gamma(0) = P, \gamma(1) = Q \right\}
\]

where \(u\) takes only the values \(\pm 1\).

In Chapter 3 we consider control problems of the form

\[
(4) \quad x'' + a(x, x') = ug(x, x'),
\]

with \(x \in \mathbb{R}\), \(a\) and \(g\) smooth functions defined on a open subset \(\Omega\) of \(\mathbb{R}^2\), and
where \(u\) is a scalar control taking values in \([-1, 1]\).

Given a solution \(x: [a, b] \to \mathbb{R}\) of (4), we prove, under mild assumptions on \(g\), the existence of two bang–bang solutions \(y, z\), with a finite number of
switchings, satisfying

\[
(5) \quad x(a) = y(a) = z(a), \quad x(b) = y(b) = z(b),
\quad x'(a) = y'(a) = z'(a), \quad x'(b) = y'(b) = z'(b),
\]

and, for every \(t \in [a, b]\),

\[
(6) \quad y(t) \leq x(t) \leq z(t).
\]

We remark that every forced semilinear second order differential equation,
corresponding to (4) with \(g\) constant, satisfies the required assumptions. For
example, the forced nonlinear pendulum, the forced nonlinear Duffing oscilla-
tor, and the forced Van der Pol equation belong to this class of problems.

The problem of finding a bang–bang solution satisfying (5) and (6) in the
case of linear control systems \(L(x) \in [\phi_1(t), \phi_2(t)]\), where \(L\) is a linear operator
of order \(n\), was studied in the case of piecewise analytic data by Andreini and
Bacciotti in [4]. The techniques used in this paper are based on Lyapunov
type theorems (see [23] for examples and applications). Recently Cérif and Mariconda in [19] studied the case $\phi_1, \phi_2 \in L^1$. Their approach is based on a new Lyapunov type theorem applied to the integral representation of the solutions.

As we remarked before, in order to study problem (4), a completely different approach has to be used due to the nonlinearity of the operator. Since no integral representation formula is available, we rely instead on certain geometric properties of the trajectories. Defining $x_1 = x$ and $x_2 = x'$, the control problem (4) is equivalent to a first order control system of the form (3), with

$$F(x_1, x_2) = \begin{pmatrix} x_2 \\ -\alpha(x_1, x_2) \end{pmatrix}, \quad G(x_1, x_2) = \begin{pmatrix} 0 \\ g(x_1, x_2) \end{pmatrix}.$$ 

Given a trajectory $\gamma$ of the planar system, using the method of bang–bang variations, we can construct a bang–bang trajectory $\hat{\gamma}$ such that the corresponding solution of (4) satisfies (5) and (6).

As an application we obtain a closure result for the reachable set of control systems with obstacle. More precisely, if $c: [a, b] \to \mathbb{R}$ is a continuous function and $(x_0, v_0)$ is a given initial condition, we can consider the families of solutions of (4) in $[a, b]$:

$$S = \{x: [a, b] \to \mathbb{R} \text{ solution of (4)}: (x(a), x'(a)) = (x_0, v_0)\},$$

$$T = \{x: [a, b] \to \mathbb{R} \text{ bang–bang solution of (4)}: (x(a), x'(a)) = (x_0, v_0)\}.$$ 

We can now define the constrained reachable sets

$$\mathcal{X} = \{(x(b), x'(b)) : x(t) \leq c(t) \forall t \in [a, b], x \in S\},$$

$$\mathcal{Y} = \{(x(b), x'(b)) : x(t) \leq c(t) \forall t \in [a, b], x \in T\}.$$ 

By our previous result, it follows that $\mathcal{X}$ and $\mathcal{Y}$ coincide. In particular, the reachable set $\mathcal{Y}$ associated to bang–bang constrained solutions is closed.

Another application is an existence result for Bolza problems with nonlinear dynamics. More precisely, we consider a functional of the form

$$J(x) = \int_a^b [\alpha(t, x) + \beta(t, x) \cdot x' + \gamma(x') \cdot x''] \, dt,$$
with $\alpha, \beta \in C^1([a, b] \times IR, IR)$ and $\gamma \in C(IR, IR)$, satisfying

$$\frac{\partial \alpha}{\partial x}(t, x) - \frac{\partial \beta}{\partial t}(t, x) \neq 0,$$

for every $(t, x) \in [a, b] \times IR$. We prove that, if $x: [a, b] \rightarrow IR$ is an optimal solution to the problem

$$\min \{ J(x) \mid x \text{ solution of (4), } x(a) = x_0, x'(a) = v_0, x(b) = x_1, x'(b) = v_1 \},$$

then $x$ is bang-bang with a finite number of switchings.

In Chapters 4 and 5 we consider minimization problems of the form

$$\min \left\{ \int_0^T L(t, u, u') dt \mid u \in W^{1,1}(I, IR^m), u(0) = a, u(T) = b \right\},$$

with $I \subseteq [0, T]$, for Lagrangeans possibly non-coercive and non-convex in the $u'$-argument. It is well known that, if $L$ is a continuous function, such that $\xi \mapsto L(t, x, \xi)$ is convex and superlinear, then the variational problem (7) has a solution (see for instance [23]).

In recent years, the possibility of relaxing the convexity or the superlinearity assumption was investigated by many authors.

Some existence results for non-convex coercive problems were obtained in the case $L(t, x, \xi) = g(t, x) + f(t, \xi)$ (see for instance [16], [41], [47] and the references therein). In particular, in [16] it was proved that the convexity assumption on $f(t, \cdot)$ can be replaced by the condition of concavity of $g(t, \cdot)$.

More recently, some techniques were developed in order to treat convex but non-coercive problems. In this case, even if the functionals considered are lower semicontinuous in the weak topology of $W^{1,1}(I, IR^m)$, the direct method of the Calculus of Variations can not be applied, due to the lack of compactness of the minimizing sequences.

In [26], it was studied the problem (7) with $L$ continuous, bounded from below and convex with respect to $\xi$, the superlinearity being replaced by a weaker condition which permits to construct a relatively compact minimizing
sequence, obtained by considering the minima of suitable coercive approximating problems. The main step in the proof of the existence result in [26] was to show that every minimum point of the approximating problems solves a generalized DuBois-Reymond condition, which implies that the minimizing sequence is bounded in the space $W^{1,\infty}(I, \mathbb{R}^m)$.

A similar approach was used in [18] for the autonomous problem with Lagrangean $L(t, x, \xi) = g(x) + f(\xi)$, where $g$ is a nonnegative continuous function, and $f \in C^1(\mathbb{R}^m, \mathbb{R})$ is a strictly convex function bounded from below, such that

$$(8) \quad \lim_{|\xi| \to +\infty} [f(\xi) - \langle \nabla f(\xi), \xi \rangle] = -\infty.$$  

In that paper, it was proved that, for every rectifiable curve $C$ in $\mathbb{R}^m$ joining $a$ to $b$ there exists a unique solution to the problem (7) restricted to the class of all absolutely continuous parameterizations $u : I \to \mathbb{R}^m$ of $C$. Thus, every element $u_n$ of a minimizing sequence can be replaced by the minimum corresponding to the curve parameterized by $u_n$. It can be shown, still using a DuBois-Reymond condition satisfied by those minima, and by (8), that this new sequence is bounded in $W^{1,\infty}(I, \mathbb{R}^m)$, so that there exists a minimum point for (7) in this space.

In Chapter 4 both the superlinearity and the convexity assumptions are dropped for Lagrangeans of the form $L(t, x, \xi) = \langle a(t), x \rangle + f(\xi)$. We assume here that $f$ is a lower semicontinuous function whose convexification $f^{**}$ satisfies (8) restricted to the set where $\nabla f^{**}$ is defined. The existence of a minimum is proved by a technique relying only on a Lyapunov type theorem due to Olech (see [43]). More precisely, using a fixed point theorem for upper semicontinuous multifunctions, we prove that

$$\text{Dom } f^* \doteq \{ p \in \mathbb{R}^m \mid f^*(p) < +\infty \}$$  

is an open subset of $\mathbb{R}^m$. Here $f^*$ is the polar function of $f$. This fact, together with an existence theorem of Olech (see [43]) gives the desired result.
In Chapter 5 we consider non-autonomous problems of the form

\begin{equation}
\min \left\{ \int_0^T \left[ g(t, u) + f(t, u') \right] dt \mid u \in W^{1,1}(I, \mathbb{R}^m), u(0) = a, u(T) = b \right\}
\end{equation}

with neither coercivity nor convexity assumptions. More precisely, we introduce the class \( \mathcal{E} \) of all functions \( \psi : I \times \mathbb{R}^m \to \mathbb{R} \), bounded from below, such that \( \psi(\cdot, \xi) \) is Lipschitz continuous for every fixed \( \xi \in \mathbb{R}^m \), \( \psi(t, \cdot) \) is lower semicontinuous and satisfies

\[ \lim_{n \to +\infty} \left[ \psi^{**}(t^n, \xi^n) - \langle \nabla \psi^{**}(t^n, \xi^n), \xi^n \rangle \right] = -\infty \]

for every sequence \( \{t^n\} \in I \) and for every choice of points \( \xi^n \) of differentiability of \( \psi^{**}(t^n, \cdot) \) such that \( \lim_n |\xi^n| = +\infty \). We show that, if \( f \in \mathcal{E} \) and there exist two constants \( A \) and \( B \), \( B > 0 \) such that \( f(t, \xi) \geq -A + B|\xi| \) for every \( (t, \xi) \in I \times \mathbb{R}^m \), and \( g(t, x) \) is a continuous function, Lipschitz continuous with respect to \( t \), concave with respect to \( x \), satisfying \( g(t, x) \geq -\alpha - \beta|x| \) for every \( (t, x) \in I \times \mathbb{R}^m \), and for suitable constants \( \alpha \) and \( 0 \leq \beta \leq B/T \), then the problem (9) has a solution in the space \( W^{1,\infty}(I, \mathbb{R}^m) \). This result is the analogue for a class of non-coercive functionals of the one in [16], but it is not a generalization of that result, due to the additional requirement of the Lipschitz continuity of the Lagrangean with respect to the variable \( t \). On the other hand, this extra regularity assumption allows us to obtain the necessary conditions that, used at an intermediate step, also yield a regularity result for the optimal solution, interesting by itself.

As a first step we prove an existence result for (9), requiring that \( f \) be convex with respect to \( \xi \) and dropping the concavity assumption on \( g \). This can be done following [26] and making suitable changes, due to the fact that the Lagrangean is not bounded from below. The second step, linking the convex to the non-convex case, is based on a result concerning the closure of the convex hull of the epigraph of functions whose convexification is strictly convex at infinity (i.e., the graph of the convexification contains no rays). This result is an extension of the classical theorem valid for superlinear
functions (see [35]). We remark that the notion of strict convexity at infinity was also used in [27] in order to study non-coercive problems of the type (7) with the additional state constraint $\|u\|_{L^\infty} < R$. We shall prove that every function in the class $E$ is strictly convex at infinity for every fixed $t$. Hence, by using the previous results and the Lyapunov theorem on the range of non-atomic measures, the existence result for the non-convex problems follows. The regularity of the solution of (9) is a consequence of the regularity of the solution to the relaxed problem.

The results stated in Chapter 1 are obtained in collaboration with Prof. A. Bressan and they are published in [13]. The results stated in Chapter 2 and 3 are achieved in collaboration with Dr. B. Piccoli of SISSA and they are published in [30] and [31] respectively, while the results stated in Chapter 5 are obtained in collaboration with Dr. A. Malusa of the University of Napoli and they are published in [29]. Finally, Chapter 4 contains results published in [28].
Notation

We shall denote by $B(x, R)$ or $B_R(x)$ (resp. $\bar{B}(x, R)$ or $\bar{B}_R(x)$) the open (resp. closed) ball of $\mathbb{R}^n$ centered at $x$ and with radius $R$. $\bar{B}(D; R)$ is the closed neighborhood of radius $R$ around the set $D$.

The Lebesgue measure of a set $A \subset \mathbb{R}^n$ is $m(A)$. We say that a point $t$ is a Lebesgue point for the set $A \subset \mathbb{R}$ if $\lim_{\varepsilon \to 0^+} m(A \cap [t - \varepsilon, t + \varepsilon])/2\varepsilon = 1$. It is well known (see for instance [48]) that if $A$ is Lebesgue–measurable, then almost every point of $A$ is a Lebesgue point.

As customary, $\bar{A}$, int $A$, $\text{co} A$ and ext $A$ denote here the closure, the interior, the closed convex hull and the extreme points of $A$ respectively, while $A \setminus B$ indicates a set-theoretic difference. The characteristic function of a set $A$ is written as $\chi_A$.

We shall denote by $(x, y)$ the standard scalar product of two vectors $x, y \in \mathbb{R}^m$. For every $1 \leq p \leq +\infty$, we shall denote by $L^p(I, \mathbb{R}^m)$ and $W^{1,p}(I, \mathbb{R}^m)$, respectively, the usual Lebesgue and Sobolev spaces of functions from an interval $I \subset \mathbb{R}$ into $\mathbb{R}^m$. We shall use the symbol $\| \cdot \|_{L^p}$ to denote the norm in $L^p(I, \mathbb{R}^m)$.

We shall denote by $2^{\mathbb{R}^m}$ the family of all subset of $\mathbb{R}^m$, and $2^{\mathbb{R}^m}\setminus \emptyset$ will mean $2^{\mathbb{R}^m}\setminus \{\emptyset\}$.

Given a nonempty set $\Omega$, a map $F: \Omega \to 2^{\mathbb{R}^m}$ will be called a multifunction. We let $F(\Omega) = \bigcup_{x \in \Omega} F(x)$. A function $f: \Omega \to \mathbb{R}^m$ with $f(x) \in F(x)$ for every $x \in \Omega$ will be called a selection of $F$. For a detailed treatment of this subject, see for example [5] or [34].
Chapter 1
Extremal selections of multifunctions generating a continuous flow

1.1. Introduction

Let $F : [0, T] \times \mathbb{R}^n \to 2^{\mathbb{R}^n}$ be a continuous multifunction with compact, not necessarily convex values. If $F$ is Lipschitz continuous, it was shown in [11] that there exists a measurable selection $f$ of $F$ such that, for every $x_0$, the Cauchy problem

$$\dot{x}(t) = f(t, x(t)), \quad x(0) = x_0$$

has a unique Caratheodory solution, depending continuously on $x_0$.

In this chapter, we prove that the above selection $f$ can be chosen so that $f(t, x) \in \text{ext } F(t, x)$ for all $t, x$. More generally, the result remains valid if $F$ satisfies the following Lipschitz Selection Property:

(LSP) For every $t, x$, every $y \in \text{co } F(t, x)$ and $\varepsilon > 0$, there exists a Lipschitz selection $\phi$ of $\text{co } F$, defined on a neighborhood of $(t, x)$, with $|\phi(t, x) - y| < \varepsilon$.

We remark that, by [39, 44], every Lipschitz multifunction with compact values satisfies (LSP). Another interesting class, for which (LSP) holds, consists of those continuous multifunctions $F$ whose values are compact and have convex closure with nonempty interior. Indeed, for any given $t, x, y, \varepsilon$, choosing $y' \in \text{int \, co } F(t, x)$ with $|y' - y| < \varepsilon$, the constant function $\phi \equiv y'$ is a local selection from $\text{co } F$ satisfying the requirements.

In the following, $\Omega \subseteq \mathbb{R}^n$ is an open set, while $\mathcal{AC}$ the Sobolev space of all absolutely continuous functions $u : [0, T] \to \mathbb{R}^n$, with norm $\|u\|_{\mathcal{AC}} = \int_0^T (|u(t)| + |\dot{u}(t)|) \, dt$. 
Theorem 1.1.1  Let $F: [0, T] \times \Omega \to 2^{\mathbb{R}^n} \setminus \emptyset$ be a bounded continuous multifunction with compact values, satisfying (LSP). Assume that $F(t, x) \subseteq \overline{B}(0, M)$ for all $t, x$ and let $D$ be a compact set such that $\overline{B}(D; MT) \subseteq \Omega$. Then there exists a measurable function $f$, with

\begin{equation}
    f(t, x) \in \text{ext} \, F(t, x), \quad \forall t, x;
\end{equation}

such that, for every $(t_0, x_0) \in [0, T] \times D$, the Cauchy problem

\begin{equation}
    \dot{x}(t) = f(t, x(t)), \quad x(t_0) = x_0,
\end{equation}

has a unique Caratheodory solution $x(\cdot) = x(\cdot, t_0, x_0)$ on $[0, T]$, depending continuously on $t_0, x_0$ in the norm of AC.

Moreover, if $\varepsilon_0 > 0$ and a Lipschitz continuous selection $f_0$ of $\overline{\text{co}} \, F$ are given, then one can construct $f$ with the following additional property. Denoting by $y(\cdot, t_0, x_0)$ the unique solution of

\begin{equation}
    \dot{y}(t) = f_0(t, y(t)), \quad y(t_0) = x_0,
\end{equation}

for every $(t_0, x_0) \in [0, T] \times D$ one has

\begin{equation}
    |y(t, t_0, x_0) - x(t, t_0, x_0)| \leq \varepsilon_0, \quad \forall t \in [0, T].
\end{equation}

The proof of the above theorem, given in section 1.3, starts with the construction of a sequence $f_n$ of directionally continuous selections from $\overline{\text{co}} \, F$, which are piecewise Lipschitz continuous in the $(t, x)$-space. We then show that, for every $u: [0, T] \to \mathbb{R}^n$ in a class of Lipschitz continuous functions, the composed maps $t \mapsto f_n(t, u(t))$ form a Cauchy sequence in $L^1([0, T]; \mathbb{R}^n)$, converging pointwise almost everywhere to a map of the form $f(\cdot, u(\cdot))$, taking values within the extreme points of $F$. This convergence is obtained through an argument which is considerably different from previous works. Indeed, it relies on a careful use of the likelihood functional introduced in [10], interpreted here as a measure of "oscillatory non-convergence" of a set of derivatives.
Among various corollaries, Theorem 1.1.1 yields an extension, valid for the wider class of multifunctions with the property (LSP), of the following results, proved in [15], [11] and [32], respectively.

(i) Existence of selections from the solution set of a differential inclusion, depending continuously on the initial data.

(ii) Existence of selections from a multifunction, which generate a continuous flow.

(iii) Contractibility of the solution sets of $\dot{z} \in F(t, x)$ and $\dot{z} \in \text{ext } F(t, x)$.

These consequences, together with an application to bang-bang feedback controls, are described in section 1.4. Topological properties of the set of solutions of nonconvex differential inclusions have been studied in [9, 12] with the technique of directionally continuous selections and in [32, 33, 53] using the method of Baire category.

1.2. Preliminaries

In the following, $\mathcal{K}_n$ denotes the family of all nonempty compact convex subsets of $\mathbb{R}^n$, endowed with Hausdorff metric. A key technical tool used in our proofs will be the function $h: \mathbb{R}^n \times \mathcal{K}_n \to \mathbb{R} \cup \{-\infty\}$, defined by

$$h(y, K) = \sup \left\{ \left( \int_0^1 |w(\xi) - y|^2 d\xi \right)^{\frac{1}{2}} ; \quad w: [0, 1] \to K, \quad \int_0^1 w(\xi) d\xi = y \right\}$$

with the understanding that $h(y, K) = -\infty$ if $y \not\in K$. Observe that $h^2(y, K)$ can be interpreted as the maximum variance among all random variables supported inside $K$, whose mean value is $y$. The following results were proved in [10]:

**Lemma 1.2.1** The map $(y, K) \mapsto h(y, K)$ is upper semicontinuous in both variables; for each fixed $K \in \mathcal{K}_n$ the function $y \mapsto h(y, K)$ is strictly concave down on $K$. Moreover, one has

$$h(y, K) = 0 \quad \text{if and only if} \quad y \in \text{ext } K,$$

(1.2.1)
Extremal selections of multifunctions generating a continuous flow

(1.2.2) \[ h^2(y, K) \leq r^2(K) - |y - c(K)|^2, \]

where \( c(K) \) and \( r(K) \) denote the Chebyshev center and the Chebyshev radius of \( K \), respectively.

Remark 1.2.2 By the above lemma, the function \( h \) has all the qualitative properties of the Choquet function \( d_F \) considered, for example, in [33, Proposition 2.6]. It could thus be used within any argument based on Baire category. Moreover, the likelihood functional

\[ L(u) = \left( \int_0^T h^2(\dot{u}(t), F(t, u(t))) \, dt \right)^{1/2} \]

provides an upper bound to the distance

\[ \|\dot{v} - \dot{u}\|_L^2 \]

between derivatives, for solutions of \( \dot{v} \in F(t, v) \) which remain close to \( u \) uniformly on \([0, T]\). This additional quantitative property of the function \( h \) will be a crucial ingredient in our proof.

For the basic theory of multifunctions and differential inclusions we refer to [5]. As in [9], given a map \( g: [0, T] \times \Omega \rightarrow \mathbb{R}^n \), we say that \( g \) is directionally continuous along the directions of the cone \( \Gamma^N = \{(s, y); \, |y| \leq Ns\} \) if

\[ g(t, x) = \lim_{k \to \infty} g(t_k, x_k) \]

for every \((t, x)\) and every sequence \((t_k, x_k)\) in the domain of \( g \) such that \( t_k \to t \) and \(|x_k - x| \leq N(t_k - t)\) for every \( k \). Equivalently, \( g \) is \( \Gamma^N \)-continuous iff it is continuous with respect to the topology generated by the family of all half-open cones of the form

(1.2.3) \[ \{(s, y); \, \dot{t} \leq s < \dot{t} + \varepsilon, \, |y - \dot{x}| \leq N(s - t)\} \]

with \((\dot{t}, \dot{x}) \in \mathbb{R} \times \mathbb{R}^n, \varepsilon > 0\). A set of the form (1.2.3) will be called an \( N \)-cone.
Under the assumptions on \( \Omega, D \) made in Theorem 1.1.1, consider the set of Lipschitzian functions

\[(1.2.4) \quad Y = \{ u : [0, T] \to \overline{B}(D, MT) : |u(t) - u(s)| \leq M|t - s| \ \forall t, s \}. \]

The Picard operator of a map \( g : [0, T] \times \Omega \to \mathbb{R}^n \) is defined as

\[\mathcal{P}^g(u)(t) = \int_0^t g(s, u(s)) \, ds, \quad u \in Y. \]

The distance between two Picard operators will be measured by

\[\|\mathcal{P}^f - \mathcal{P}^g\| = \sup \left\{ \left| \int_0^t [f(s, u(s)) - g(s, u(s))] \, ds \right| ; \quad t \in [0, T], \ u \in Y \right\}. \]

The next Lemma will be useful in order to prove the uniqueness of solutions of the Cauchy problems (1.1.2).

**Lemma 1.2.3** Let \( f \) be a measurable map from \([0, T] \times \Omega \) into \( \overline{B}(0, M) \), with \( \mathcal{P}^f \) continuous on \( Y \). Let \( D \) be compact, with \( \overline{B}(D, MT) \subset \Omega \), and assume that the Cauchy problem

\[(1.2.5) \quad \dot{x}(t) = f(t, x(t)), \quad x(t_0) = x_0, \quad t \in [0, T], \]

has a unique solution, for each \((t_0, x_0) \in [0, T] \times D\).

Then, for every \( \varepsilon > 0 \), there exists \( \delta > 0 \) with the following property. If \( g : [0, T] \times \Omega \to \overline{B}(0, M) \) satisfies \( \|\mathcal{P}^g - \mathcal{P}^f\| \leq \delta \), then for every \((t_0, x_0) \in [0, T] \times D\), any solution of the Cauchy problem

\[(1.2.6) \quad \dot{y}(t) = g(t, y(t)), \quad y(t_0) = x_0, \quad t \in [0, T], \]

has distance \(< \varepsilon \) from the corresponding solution of (1.2.5). In particular, the solution set of (1.2.6) has diameter \( \leq 2\varepsilon \) in \( \mathcal{C}^0([0, T]; \mathbb{R}^n) \).

**Proof.** If the conclusion fails, then there exist sequences of times \( t_\nu, t'_\nu \), maps \( g_\nu \) with \( \|\mathcal{P}^{g_\nu} - \mathcal{P}^f\| \to 0 \), and couples of solutions \( x_\nu, y_\nu : [0, T] \to \overline{B}(D, MT) \) of

\[(1.2.7) \quad \dot{x}_\nu(t) = f(t, x_\nu(t)), \quad \dot{y}_\nu(t) = g_\nu(t, y_\nu(t)), \quad t \in [0, T], \]
with

\[(1.2.8) \quad x_\nu(t_\nu) = y_\nu(t_\nu) \in D, \quad |x_\nu(t'_\nu) - y_\nu(t'_\nu)| \geq \varepsilon \quad \forall \nu.\]

By taking subsequences, we can assume that \( t_\nu \to t_0, \ t'_\nu \to \tau, \ x_\nu(t_0) \to x_0, \)
while \( x_\nu \to x \) and \( y_\nu \to y \) uniformly on \([0, T]\). From \((1.2.7)\) it follows

\[
\left| y(t) - x_0 - \int_{t_0}^{t} f(s, y(s)) \, ds \right| \leq |y(t) - y_\nu(t)| + |x_0 - y_\nu(t_0)| + \\
+ \left| \int_{t_0}^{t} \left[ f(s, y(s)) - f(s, y_\nu(s)) \right] \, ds \right| + \\
+ \left| \int_{t_0}^{t} \left[ f(s, y_\nu(s)) - g_\nu(s, y_\nu(s)) \right] \, ds \right|
\]

\[(1.2.9)\]

As \( \nu \to \infty \), the right hand side of \((1.2.9)\) tends to zero, showing that \( y(\cdot) \) is a solution of \((1.2.5)\). By the continuity of \( F^f \), \( x(\cdot) \) is also a solution of \((1.2.5)\), distinct from \( y(\cdot) \) because

\[
|x(\tau) - y(\tau)| = \lim_{\nu \to \infty} |x_\nu(\tau) - y_\nu(\tau)| = \lim_{\nu \to \infty} |x_\nu(t'_\nu) - y_\nu(t'_\nu)| \geq \varepsilon.
\]

This contradicts the uniqueness assumption, proving the lemma.

\[\square\]

1.3. Proof of the main theorem

Observing that \( \text{ext } F(t, x) = \text{ext } \overline{\text{co}} F(t, x) \) for every compact set \( F(t, x) \), it is clearly not restrictive to prove Theorem 1.1.1 under the additional assumption that all values of \( F \) are convex. Moreover, the bounds on \( F \) and \( D \) imply that no solution of the Cauchy problem

\[
\dot{x}(t) \in F(t, x(t)), \quad x(t_0) = x_0, \quad t \in [0, T],
\]

with \( x_0 \in D \), can escape from the set \( \overline{B}(D, MT) \). Therefore, it suffices to construct the selection \( f \) on the compact set \( \Omega^t \subseteq [0, T] \times \overline{B}(D, MT) \). Finally, since every convex valued multifunction satisfying (LSP) admits a globally defined Lipschitz selection, it suffices to prove the second part of the theorem, with \( \bar{f}_0 \) and \( \varepsilon_0 > 0 \) assigned.
We shall define a sequence of directionally continuous selections of $F$, converging a.e. to a selection from $\text{ext } F$. The basic step of our constructive procedure will be provided by the next lemma.

**Lemma 1.3.1** Fix any $\varepsilon > 0$. Let $S$ be a compact subset of $[0,T] \times \Omega$ and let $\phi : S \to \mathbb{R}^n$ be a continuous selection of $F$ such that

\[(1.3.1) \quad h(\phi(t,x), F(t,x)) < \eta \quad \forall (t,x) \in S.\]

Then there exists a piecewise Lipschitz selection $g : S \to \mathbb{R}^n$ of $F$ with the following properties:

(i) There exists a finite covering $\{\Gamma_i\}_{i=1,...,\nu}$, consisting of $\Gamma^{M+1}$-cones, such that, if we define the pairwise disjoint sets $\Delta^i \doteq \Gamma_i \setminus \bigcup_{\ell < i} \Gamma_\ell$, then on each $\Delta^i$ the following holds:

(a) there exist Lipschitzian selections $\psi_j^i : \overline{\Delta^i} \to \mathbb{R}^n$, $j = 0,\ldots,n$, such that

\[(1.3.2) \quad g|_{\Delta^i} = \sum_{j=0}^{n} \psi_j^i \chi_{A_j^i},\]

where each $A_j^i$ is a finite union of strips of the form $([t',t''] \times \mathbb{R}^n) \cap \Delta^i$.

(b) For every $j = 0,\ldots,n$ there exists an affine map $\varphi_j^i(\cdot) \doteq (a_j^i,\cdot) + b_j^i$ such that, for every $(t,x) \in \overline{\Delta^i}$ and $z \in F(t,x)$,

\[(1.3.3) \quad \varphi_j^i(\psi_j^i(t,x)) \leq \varepsilon, \quad \varphi_j^i(z) \geq h(z, F(t,x)).\]

(ii) For every $u \in Y$ and every interval $[\tau,\tau']$ such that $(s,u(s)) \in S$ for $\tau \leq s < \tau'$, the following estimates hold:

\[(1.3.4) \quad \left| \int_{\tau}^{\tau'} \left[ \phi(s,u(s)) - g(s,u(s)) \right] ds \right| \leq \varepsilon,\]
\[(1.3.5) \quad \int_{\tau}^{\tau'} |\phi(s, u(s)) - g(s, u(s))| \, ds \leq \varepsilon + \eta(\tau' - \tau).\]

**Remark 1.3.2** Thinking of \(h(y, K)\) as a measure for the distance of \(y\) from the extreme points of \(K\), the above lemma can be interpreted as follows. Given any selection \(\phi\) of \(F\), one can find a \(\Gamma^{M+1}\)-continuous selection \(g\) whose values lie close to the extreme points of \(F\) and whose Picard operator \(P^g\), by (1.3.4), is close to \(P^\phi\). Moreover, if the values of \(\phi\) are near the extreme points of \(F\), i.e. if \(\eta\) in (1.3.1) is small, then \(g\) can be chosen close to \(\phi\). The estimate (1.3.5) will be a direct consequence of the definition of \(h\) and of Hölder's inequality.

**Remark 1.3.3** Since \(h\) is only upper semicontinuous, the two assumptions \(y_\nu \to y\) and \(h(y_\nu, K) \to 0\) do not necessarily imply \(h(y, K) = 0\). As a consequence, the a.e. limit of a convergent sequence of approximately extremal selections \(f_\nu\) of \(F\) need not take values inside \(\text{ext } F\). To overcome this difficulty, the estimates in (1.3.3) provide upper bounds for \(h\) in terms of the affine maps \(\varphi^i_j\). Since each \(\varphi^i_j\) is continuous, limits of the form \(\varphi^i_j(y_\nu) \to \varphi^i_j(y)\) will be straightforward.

**Proof of Lemma 1.3.1.** For every \((t, x) \in S\) there exist values \(y_j(t, x) \in F(t, x)\) and coefficients \(\theta_j(t, x) \geq 0\), with

\[
\phi(t, x) = \sum_{j=0}^{n} \theta_j(t, x)y_j(t, x), \quad \sum_{j=0}^{n} \theta_j(t, x) = 1,
\]

\[h(y_j(t, x), F(t, x)) < \varepsilon/2.\]

By the concavity and the upper semicontinuity of \(h\), for every \(j = 0, \ldots, n\) there exists an affine function \(\varphi_j^{(t, x)}(\cdot) = \langle a_j^{(t, x)}(\cdot), \cdot \rangle + b_j^{(t, x)}\) such that

\[
\varphi_j^{(t, x)}(y_j(t, x)) < h(y_j(t, x), F(t, x)) + \frac{\varepsilon}{2} < \varepsilon,
\]

\[
\varphi_j^{(t, x)}(z) > h(z, F(t, x)), \quad \forall z \in F(t, x).
\]
By (LSP) and the continuity of each $\varphi_j^{(t,x)}$, there exists a neighborhood $\mathcal{U}$ of $(t,x)$ together with Lipschitzian selections $\psi_j^{(t,x)}: \mathcal{U} \to \mathbb{R}^n$, such that, for every $j$ and every $(s,y) \in \mathcal{U}$,

\begin{equation}
|\psi_j^{(t,x)}(s,y) - y_j(t,x)| < \frac{\varepsilon}{4T},
\end{equation}

\begin{equation}
\varphi_j^{(t,x)}(\psi_j^{(t,x)}(s,y)) < \varepsilon.
\end{equation}

Using again the upper semicontinuity of $h$, we can find a neighborhood $\mathcal{U}'$ of $(t,x)$ such that

\begin{equation}
\varphi_j^{(t,x)}(z) \geq h(z, F(s,y)) \quad \forall z \in F(s,y), (s,y) \in \mathcal{U}', j = 0, \ldots, n.
\end{equation}

Choose a neighborhood $\Gamma_{t,x}$ of $(t,x)$, contained in $\mathcal{U} \cap \mathcal{U}'$, such that, for every point $(s,y)$ in the closure $\overline{\Gamma}_{t,x}$, one has

\begin{equation}
|\phi(s,y) - \phi(t,x)| < \frac{\varepsilon}{4T}.
\end{equation}

It is not restrictive to assume that $\Gamma_{t,x}$ is a $(M+1)$-cone, i.e. it has the form (1.2.3) with $N = M + 1$. By the compactness of $S$ we can extract a finite subcovering $\{\Gamma_i^i: 1 \leq i \leq \nu\}$, with $\Gamma_i = \Gamma_i \cap \nu_{j<i} \Gamma_j$. Define $\Delta_i = \Gamma_i \setminus \bigcup_{j<i} \Gamma_j$ and set $\theta_j^i = \theta_j(t_i, x_i), \psi_j^i = y_j(t_i, x_i), \psi_j^{(t,x_i)} = \varphi_j^{(t,x_i)}$. Choose an integer $N$ such that

\begin{equation}
N > \frac{8M \nu^2 T}{\varepsilon}
\end{equation}

and divide $[0,T]$ into $N$ equal subintervals $J_1, \ldots, J_N$, with

\begin{equation}
J_k = [t_{k-1}, t_k), \quad t_k = \frac{kT}{N}.
\end{equation}

For each $i,k$ such that $(J_k \times \mathbb{R}^n) \cap \Delta_i \neq \emptyset$, we then split $J_k$ into $n + 1$ subintervals $J_{k,0}^i, \ldots, J_{k,n}^i$, with lengths proportional to $\theta_0^i, \ldots, \theta_n^i$, by setting

\begin{equation}
J_{k,j}^i = [t_{k,j-1}, t_{k,j}), \quad t_{k,j} = \frac{T}{N} \cdot \left( k + \sum_{\ell=0}^{j-1} \theta_\ell^i \right), \quad t_{k,-1} = \frac{T}{N}.
\end{equation}
For any point \((t, x) \in \Delta^i\) we now set
\begin{equation}
\begin{aligned}
\begin{cases}
 g^i(t, x) = \psi^i_j(t, x) \\
g^i(t, x) = y^i_j
\end{cases}
\end{aligned}
\tag{1.3.12}
\end{equation}
if \(t \in \bigcup_{k=1}^{N} J^i_{k,j}\).

The piecewise Lipschitz selection \(g\) and a piecewise constant approximation \(\bar{g}\)
of \(g\) can now be defined as
\begin{equation}
\begin{aligned}
g &= \sum_{i=1}^{\nu} g^i \chi_{\Delta^i}, \\
\bar{g} &= \sum_{i=1}^{\nu} \bar{g}^i \chi_{\Delta^i}.
\end{aligned}
\tag{1.3.13}
\end{equation}

By construction, recalling (1.3.7) and (1.3.8), the conditions (a), (b) in (i)
clearly hold.

It remains to show that the estimates in (ii) hold as well. Let \(\tau, \tau' \in [0, T]\)
and \(u \in Y\) be such that \((t, u(t)) \in S\) for every \(t \in [\tau, \tau']\), and define
\begin{equation}
E^i = \{ t \in I ; (t, u(t)) \in \Delta^i \}, \quad i = 1, \ldots, \nu.
\end{equation}

From our previous definition \(\Delta^i = \Gamma_i \setminus \bigcup_{j<i} \Gamma_j\), where each \(\Gamma_j\) is a \((M+1)\)-cone, it follows that every \(E^i\) is the union of at most \(i\) disjoint intervals. We
can thus write
\begin{equation}
E^i = \left( \bigcup_{J_k \subseteq E^i} J_k \right) \cup \hat{E}^i,
\end{equation}

with \(J_k\) given by (1.3.11) and
\begin{equation}
m(\hat{E}^i) \leq \frac{2iT}{N} \leq \frac{2\nu T}{N}.
\tag{1.3.14}
\end{equation}

Since
\begin{equation}
\phi(t_i, x_i) = \sum_{j=0}^{n} \theta^i_j y^i_j,
\tag{1.3.15}
\end{equation}

the definition of \(\bar{g}\) at (1.3.12), (1.3.13) implies
\begin{equation}
\int_{J_k} [\phi(t_i, x_i) - \bar{g}(s, u(s))] \, ds = m(J_k) \cdot \left[ \phi(t_i, x_i) - \sum_{j=0}^{n} \theta^i_j y^i_j \right] = 0.
\end{equation}
Therefore, from (1.3.9) and (1.3.6) it follows
\[
\left| \int_{J_k} [\phi(s,u(s)) - g(s,u(s))] \, ds \right| \leq \left| \int_{J_k} [\phi(s,u(s)) - \phi(t_i,x_i)] \, ds \right| + \\
+ \left| \int_{J_k} [\phi(t_i,x_i) - \tilde{g}(s,u(s))] \, ds \right| + \left| \int_{J_k} [\tilde{g}(s,u(s)) - g(s,u(s))] \, ds \right| \leq \\
\leq m(J_k) \cdot \left[ \frac{\varepsilon}{4T} + 0 + \frac{\varepsilon}{4T} \right] = m(J_k) \cdot \frac{\varepsilon}{2T}.
\]
The choice of \( N \) at (1.3.10) and the bound (1.3.14) thus imply
\[
\left| \int_{\tau}^{\tau'} [\phi(s,u(s)) - g(s,u(s))] \, ds \right| \leq 2M \cdot m \left( \bigcup_{i=1}^{\nu} \tilde{E}^i \right) + (\tau' - \tau) \frac{\varepsilon}{2T} \leq \\
\leq 2M \nu \cdot \frac{2\nu T}{N} + \frac{\varepsilon}{2} \leq \varepsilon,
\]
proving (1.3.4).

We next consider (1.3.5). For a fixed \( i \in \{1, \ldots, \nu\} \), let \( E^i \) be as before and define
\[
\xi_{-1} = 0, \quad \xi_j = \sum_{\ell=0}^{j} \theta_j^\ell, \quad w^i(\xi) = \sum_{j=0}^{n} y_j^i \chi_{[\xi_{j-1}, \xi_j]}.
\]
Recalling (1.3.15), the definition of \( h \) and Hölder's inequality together imply
\[
h(\phi(t_i,x_i), F(t_i,x_i)) \geq \left( \int_0^1 |\phi(t_i,x_i) - w^i(\xi)|^2 \, d\xi \right)^{1/2} \geq \\
\geq \int_0^1 |\phi(t_i,x_i) - w^i(\xi)| \, d\xi = \sum_{j=0}^{n} \theta_j^i |\phi(t_i,x_i) - y_j^i|.
\]
Using this inequality we obtain
\[
\int_{J_k} |\phi(t_i,x_i) - \tilde{g}(s,u(s))| \, ds = m(J_k) \cdot \sum_{j=0}^{n} \theta_j^i |\phi(t_i,x_i) - y_j^i| \leq \\
\leq m(J_k) \cdot h(\phi(t_i,x_i), F(t_i,x_i)) \leq \eta \cdot m(J_k),
\]
and therefore, by (1.3.9) and (1.3.6),
\[
\int_{J_k} |\phi(s, u(s)) - g(s, u(s))| \, ds \leq \\
\leq \int_{J_u} |\phi(s, u(s)) - \phi(t_i, x_i)| \, ds + \int_{J_k} |\bar{g}(s, u(s)) - g(s, u(s))| \, ds \\
+ \int_{J_k} |\phi(t_i, x_i) - \bar{g}(s, u(s))| \leq \\
\leq m(J_k) \cdot \left[ \frac{\varepsilon}{4T} + \frac{\varepsilon}{4T} + \eta \right] = m(J_k) \cdot \left( \frac{\varepsilon}{2T} + \eta \right).
\]

Using again (1.3.14) and (1.3.10), we conclude
\[
\int_{\tau}^{\tau'} |\phi(s, u(s)) - g(s, u(s))| \, ds \leq (\tau' - \tau) \left( \frac{\varepsilon}{2T} + \eta \right) + 2M \nu \cdot \frac{2\nu T}{N} \leq \varepsilon + (\tau' - \tau) \eta.
\]

Using Lemma 1.3.1, given any continuous selection \( \tilde{f} \) of \( F \) on \( \Omega^t \), and any sequence \((\varepsilon_k)_{k \geq 1}\) of strictly positive numbers, we can generate a sequence \((f_k)_{k \geq 1}\) of selections from \( F \) as follows.

To construct \( f_1 \), we apply the lemma with \( S = \Omega^t \), \( \phi = f_0 \), \( \varepsilon = \varepsilon_1 \). This yields a partition \( \{A_i^1: \ i = 1, \ldots, \nu_1\} \) of \( \Omega^t \) and a piecewise Lipschitz selection \( f_1 \) of \( F \) of the form
\[
f_1 = \sum_{i=1}^{\nu_1} f_i^1 \chi_{A_i^1}.
\]

In general, at the beginning of the \( k \)-th step we are given a partition of \( \Omega^t \), say \( \{A_i^k: \ i = 1, \ldots, \nu_k\} \), and a selection
\[
f_k = \sum_{i=1}^{\nu_k} f_i^k \chi_{A_i^k},
\]
where each \( f_i^k \) is Lipschitz continuous and satisfies
\[
h(f_k(t, x), F(t, x)) \leq \varepsilon_k \quad \forall (t, x) \in \overline{A_i^k}.
\]
We then apply Lemma 1.3.1 separately to each \( A^i_k \), choosing \( S = \overline{A^i_k}, \ v = \varepsilon_k, \ \phi = f^i_k \). This yields a partition \( \{ A^i_{k+1}; \ i = 1, \ldots, \nu_{k+1} \} \) of \( \Omega^i \) and functions of the form

\[
 f_{k+1} = \sum_{i=1}^{\nu_{k+1}} f^i_{k+1} \chi_{A^i_{k+1}}, \quad \varphi^i_{k+1}(\cdot) = \langle a^i_{k+1}, \cdot \rangle + b^i_{k+1},
\]

where each \( f^i_{k+1}: \overline{A^i_{k+1}} \rightarrow \mathbb{R}^n \) is a Lipschitz continuous selection from \( F \), satisfying the following estimates:

\[
 (1.3.16) \quad \varphi^i_{k+1}(z) > h(z, F(t, x)) \quad \forall (t, x) \in A^i_{k+1},
\]

\[
 (1.3.17) \quad \varphi^i_{k+1}(f^i_{k+1}(t, x)) \leq \varepsilon_{k+1} \quad \forall (t, x) \in A^i_{k+1},
\]

\[
 (1.3.18) \quad \left| \int_{\tau}^{\tau'} \left[ f_{k+1}(s, u(s)) - f_k(s, u(s)) \right] ds \right| \leq \varepsilon_{k+1},
\]

\[
 (1.3.19) \quad \int_{\tau}^{\tau'} \left| f_{k+1}(s, u(s)) - f_k(s, u(s)) \right| ds \leq \varepsilon_{k+1} + \varepsilon_k(\tau' - \tau),
\]

for every \( u \in Y \) and every \( \tau, \tau' \), as long as the values \((s, u(s))\) remain inside a single set \( A^i_k \), for \( s \in [\tau, \tau'] \).

Observe that, according to Lemma 1.3.1, each \( A^i_k \) is closed-open in the finer topology generated by all \((M + 1)\)-cones. Therefore, each \( f_k \) is \( \Gamma^{M+1} \) continuous. By Theorem 2 in [8], the substitution operator \( S^f: u(\cdot) \mapsto f_k(\cdot, u(\cdot)) \) is continuous from the set \( Y \) defined at (1.2.4) into \( L^1([0, T]; \mathbb{R}^n) \). The Picard map \( P^f \) is thus continuous as well.

Furthermore, there exists an integer \( N_k \) with the following property. Given any \( u \in Y \), there exists a finite partition of \([0, T]\) with nodes \( 0 = \tau_0 < \tau_1 < \cdots < \tau_{n(u)} = T \), with \( n(u) \leq N_k \), such that, as \( t \) ranges in any \([\tau_{t-1}, \tau_t]\), the point \((t, u(t))\) remains inside one single set \( A^i_k \). Otherwise stated, the number of times in which the curve \( t \mapsto (t, u(t)) \) crosses a boundary between two distinct sets \( A^i_k, A^j_k \) is smaller than \( N_k \), for every \( u \in Y \).
The construction of the $A_k^i$ in terms of $(M+1)$-cones implies that all these crossings are transversal. Since the restriction of $f_k$ to each $A_k^i$ is Lipschitz continuous, it is clear that every Cauchy problem

$$\dot{x}(t) = f_k(t, x(t)), \quad x(t_0) = x_0,$$

has a unique solution, depending continuously on the initial data $(t_0, x_0) \in [0, T] \times D$.

From (1.3.18), (1.3.19) and the property of $N_k$ it follows

$$\begin{align*}
\left| \int_0^t [f_{k+1}(s, u(s)) - f_k(s, u(s))] \, ds \right| &\leq \\
&\leq \sum_{\ell=1}^L \int_{\tau_{\ell-1}}^{\tau_\ell} [f_{k+1}(s, u(s)) - f_k(s, u(s))] \, ds \leq N_k \epsilon_{k+1},
\end{align*}
$$

(1.3.20)

where $0 = \tau_0 < \tau_1 < \cdots < \tau_L = t$ are the times at which the map $s \mapsto (s, u(s))$ crosses a boundary between two distinct sets $A_k^i$, $A_k^j$. Since (1.3.20) holds for every $t \in [0, T]$, we conclude

$$\| P^{f_{k+1}} - P^{f_k} \| \leq N_k \epsilon_{k+1}. \quad (1.3.21)$$

Similarly, for every $u \in Y$ one has

$$\begin{align*}
\left\| f_{k+1}(\cdot, u(\cdot)) - f_k(\cdot, u(\cdot)) \right\|_{L^1([0, T]; \mathbb{R}^n)} &\leq \\
&\leq \sum_{\ell=1}^{n(u)} \int_{\tau_{\ell-1}}^{\tau_\ell} \left| f_{k+1}(s, u(s)) - f_k(s, u(s)) \right| \, ds \leq \\
&\leq \sum_{\ell=1}^{n(u)} [\epsilon_{k+1} + \epsilon_k(\tau_\ell - \tau_{\ell-1})] \leq N_k \epsilon_{k+1} + \epsilon_k T.
\end{align*}
$$

(1.3.22)

Now consider the functions $\varphi_k : \mathbb{R}^n \times \Omega^t \to \mathbb{R}$, with

$$\varphi_k(y, t, x) \triangleq (a_k^i, y) + b_k^i, \quad \text{if } (t, x) \in A_k^i. \quad (1.3.23)$$

From (1.3.16), (1.3.17) it follows

$$\varphi_k(y, t, x) \geq h(y, F(t, x)), \quad \forall (t, x) \in \Omega^t, \ y \in F(t, x), \quad (1.3.24)$$
(1.3.25) \[ \varphi_k(f_k(t,x),t,x) \leq \varepsilon_k, \quad \forall (t,x) \in \Omega^\dagger. \]

For every \( u \in Y \), (1.3.18) and the linearity of \( \varphi_k \) w.r.t. \( y \) imply

\[
\left| \int_0^T \left[ \varphi_k(f_{k+1}(s,u(s)),s,u(s)) - \varphi_k(f_k(s,u(s)),s,u(s)) \right] \, ds \right| \leq \\
\sum_{t=1}^{n(u)} M_k \cdot \left| \int_{r_{\ell-1}}^{r_{\ell}} \left[ f_{k+1}(s,u(s)) - f_k(s,u(s)) \right] \, ds \right| \leq \\
N_k \cdot M_k \cdot \varepsilon_{k+1},
\]

where \( M_k = \max \{ |a^1_k|, \ldots, |a^{n_k}_k| \} \). Moreover, for every \( \ell \geq k \), from (1.3.19) it follows

\[
\int_0^T \left| \varphi_k(f_{\ell+1}(s,u(s)),s,u(s)) - \varphi_k(f_{\ell}(s,u(s)),s,u(s)) \right| \, ds \leq \\
M_k \cdot \int_0^T \left| f_{\ell+1}(s,u(s)) - f_{\ell}(s,u(s)) \right| \, ds \leq \\
M_k \cdot (N_{\ell} \varepsilon_{\ell+1} + \varepsilon_{\ell} T).
\]

Observe that all of the above estimates hold regardless of the choice of the \( \varepsilon_k \). We now introduce an inductive procedure for choosing the constants \( \varepsilon_k \), which will yield the convergence of the sequence \( f_k \) to a function \( f \) with the desired properties.

Given \( f_0 \) and \( \varepsilon_0 \), by Lemma 1.2.3 there exists \( \delta_0 > 0 \) such that, if \( g: \Omega^\dagger \rightarrow \overline{B}(0,M) \) and \( \| P^y - P^{f_0} \| \leq \delta_0 \), then, for each \( (t_0,x_0) \in [0,T] \times D \), every solution of (1.2.6) remains \( \varepsilon_0 \)-close to the unique solution of (1.1.3). We then choose \( \varepsilon_1 = \delta_0 / 2 \).

By induction on \( k \), assume that the functions \( f_1, \ldots, f_k \) have been constructed, together with the linear functions \( \varphi^i_{\ell}(\cdot) = \langle a^i_{\ell}, \cdot \rangle + b^i_{\ell} \) and the integers \( N_{\ell}, \ell = 1, \ldots, k \). Let the values \( \delta_0, \delta_1, \ldots, \delta_k > 0 \) be inductively chosen, satisfying

\[
(1.3.28) \quad \delta_{\ell} \leq \frac{\delta_{\ell-1}}{2}, \quad \ell = 1, \ldots, k,
\]

Non–convex problems
and such that \( \| P^j - P^{f_k} \| \leq \delta_k \) implies that for every \((t_0, x_0) \in [0, T] \times D\) the solution set of (1.2.6) has diameter \( \leq 2^{-\ell} \), for \( \ell = 1, \ldots, k \). This is possible again because of Lemma 1.2.3. For \( k \geq 1 \) we then choose

\[
(1.3.29) \quad \varepsilon_{k+1} = \min \left\{ \frac{\delta_k}{2N_k}, \frac{2^{-k}}{N_k \cdot \max \{|a_i^\ell|; 1 \leq \ell \leq k, 1 \leq i \leq \nu_k\}} \right\}.
\]

Using (1.3.28), (1.3.29) in (1.3.21), with \( N_0 = 1 \), we now obtain

\[
(1.3.30) \quad \sum_{k=p}^\infty \| P^{f_{k+1}} - P^{f_k} \| \leq \sum_{k=p}^\infty N_k \cdot \frac{\delta_k}{2N_k} \leq \sum_{k=p}^\infty \frac{2^{p-k} \delta_p}{2} \leq \delta_p
\]

for every \( p \geq 0 \). From (1.3.22) and (1.3.29) we further obtain

\[
(1.3.31) \quad \sum_{k=1}^\infty \| f_{k+1}(\cdot, u(\cdot)) - f_k(\cdot, u(\cdot)) \|_{L^1} \leq \sum_{k=1}^\infty \left( N_k \cdot \frac{2^{-k}}{N_k} + \frac{2^{1-k} T}{N_k} \right) \leq \sum_{k=1}^\infty \left( 2^{-k} + 2^{1-k} T \right) \leq 1 + 2T.
\]

Define

\[
(1.3.32) \quad f(t, x) = \lim_{k \to \infty} f_k(t, x),
\]

for all \((t, x) \in \Omega^+\) at which the sequence \( f_k \) converges. By (1.3.31), for every \( u \in Y \) the sequence \( f_k(\cdot, u(\cdot)) \) converges in \( L^1([0, T]; H^\alpha) \) and a.e. on \([0, T]\). In particular, considering the constant functions \( u \equiv x \in \overline{B}(D, MT) \), by Fubini's theorem we conclude that \( f \) is defined a.e. on \( \Omega^+ \). Moreover, the substitution operators \( S^{f_k}: u(\cdot) \mapsto f_k(\cdot, u(\cdot)) \) converge to the operator \( S^f: u(\cdot) \mapsto f(\cdot, u(\cdot)) \) uniformly on \( Y \). Since each \( S^{f_k} \) is continuous, \( S^f \) is also continuous. Clearly, the Picard map \( P^f \) is continuous as well. By (1.3.30) we have

\[
\| P^f - P^{f_k} \| \leq \sum_{k=p}^\infty \| P^{f_{k+1}} - P^{f_k} \| \leq \delta_p, \quad \forall p \geq 1.
\]

Recalling the property of \( \delta_p \), this implies that, for every \( p \), the solution set of (1.2.6) has diameter \( \leq 2^{-p} \). Since \( p \) is arbitrary, for every \((t_0, x_0) \in [0, T] \times D\)
the Cauchy problem can have at most one solution. On the other hand, the existence of such a solution is guaranteed by Schauder's theorem. The continuous dependence of this solution on the initial data \( t_0, x_0 \), in the norm of \( \mathcal{AC} \), is now an immediate consequence of uniqueness and of the continuity of the operators \( S^f, P^f \). Furthermore, for \( p = 0 \), \((1.3.30)\) yields \( \|P^f - P^{f_0}\| \leq \delta_0 \).

The choice of \( \delta_0 \) thus implies \((1.1.4)\).

It now remains to prove \((1.1.1)\). Since every set \( F(t, x) \) is closed, it is clear that \( f(t, x) \in F(t, x) \). For every \( u \in Y \) and \( k \geq 1 \), by \((1.3.24)-(1.3.27)\) the choices of \( \varepsilon_k \) at \((1.3.29)\) yield

\[
\int_0^T h(f(s, u(s)), F(s, u(s))) \, ds \leq \int_0^T \varphi_k(f(s, u(s)), s, u(s)) \, ds \leq \\
\leq \int_0^T \varphi_k(f_k(s, u(s)), s, u(s)) \, ds + \\
+ \left| \int_0^T [\varphi_k(f_{k+1}(s, u(s)), s, u(s)) - \varphi_k(f_k(s, u(s)), s, u(s))] \, ds \right| + \\
+ \sum_{\ell=k+1}^{\infty} \int_0^T |\varphi_k(f_{\ell+1}(s, u(s)), s, u(s)) - \varphi_k(f_{\ell}(s, u(s)), s, u(s))| \, ds \leq \\
\leq 2^{1-k}T + 2^{-k} + \sum_{\ell=k+1}^{\infty} (2^{-\ell} + 2^{1-\ell}T).
\]

Observing that the right hand side of the inequality above approaches zero as \( k \to \infty \), we conclude that

\[
\int_0^T h(f(t, u(t)), F(t, u(t))) \, dt = 0.
\]

By \((1.2.1)\), given any \( u \in Y \), this implies \( f(t, u(t)) \in \text{ext } F(t, u(t)) \) for almost every \( t \in [0, T] \). By possibly redefining \( f \) on a set of measure zero, this yields \((1.1.1)\). 

\(\square\)

1.4. Applications

Throughout this section we make the following assumptions.
(H) \( F: [0, T] \times \Omega \to \overline{B}(0, M) \) is a bounded continuous multifunction with compact values satisfying (LSP), while \( D \) is a compact set such that 
\( \overline{B}(D, MT) \subset \Omega \).

An immediate consequence of Theorem 1.1.1 is

**Corollary 1.4.1** Let the hypotheses (H) hold. Then there exists a continuous map \( (t_0, x_0) \mapsto x(\cdot, t_0, x_0) \) from \([0, T] \times D\) into \( AC\), such that

\[
\begin{align*}
\dot{x}(t, t_0, x_0) &\in \text{ext } F(t, x(t, t_0, x_0)) & \forall t \in [0, T], \\
x(t_0, t_0, x_0) &= x_0 & \forall t_0, x_0.
\end{align*}
\]

Another consequence of Theorem 1.1.1 is the contractibility of the sets of solutions of certain differential inclusions. We recall here that a metric space \( X \) is contractible if there exist a point \( \tilde{u} \in X \) and a continuous mapping \( \Phi: X \times [0, 1] \to X \) such that

\[
\Phi(v, 0) = \tilde{u}, \quad \Phi(v, 1) = v, \quad \forall v \in X.
\]

The map \( \Phi \) is then called a **null homotopy** of \( X \).

**Corollary 1.4.2** Let the assumptions (H) hold. Then, for any \( \bar{x} \in D \), the sets \( M, M^{ext} \) of solutions of

\[
x(0) = \bar{x}, \quad \dot{x}(t) \in F(t, x(t)), \quad t \in [0, T],
\]

\[
x(0) = \bar{x}, \quad \dot{x} \in \text{ext } F(t, x(t)), \quad t \in [0, T],
\]

are both contractible in \( AC \).

**Proof.** Let \( f \) be a selection from \( \text{ext } F \) with the properties stated in Theorem 1.1.1. As usual, we denote by \( x(\cdot, t_0, x_0) \) the unique solution of the Cauchy problem (1.1.2). Define the null homotopy \( \Phi: \mathcal{M} \times [0, 1] \to \mathcal{M} \) by setting

\[
\Phi(v, \lambda)(t) \doteq \begin{cases} 
v(t), & \text{if } t \in [0, \lambda T], \\
x(t, \lambda T, v(\lambda T)), & \text{if } t \in [\lambda T, T].
\end{cases}
\]
By Theorem 1.1.1, \( \Phi \) is continuous. Moreover, setting \( \tilde{u}(.):=u(.,0,\tilde{x}) \), we obtain

\[
\Phi(v,0)=\tilde{u}, \quad \Phi(v,1)=v, \quad \Phi(v,\lambda) \in \mathcal{M} \quad \forall v \in \mathcal{M},
\]
proving that \( \mathcal{M} \) is contractible. We now observe that, if \( v \in \mathcal{M}^{ext} \), then \( \Phi(v,\lambda) \in \mathcal{M}^{ext} \) for every \( \lambda \). Therefore, \( \mathcal{M}^{ext} \) is contractible as well. \( \square \)

Our last application is concerned with feedback controls. Let \( \Omega \subseteq \mathbb{R}^n \) be open, \( U \subset \mathbb{R}^m \) compact, and let \( g : [0,T] \times \Omega \times U \to \mathbb{R}^n \) be a continuous function. By a well known theorem of Filippov [36], the solutions of the control system

(1.4.1)
\[
\dot{x} = g(t,x,u), \quad u \in U,
\]
correspond to the trajectories of the differential inclusion

(1.4.2)
\[
\dot{x} \in F(t,x) \doteq \{ g(t,x,\omega) \mid \omega \in U \}.
\]

In connection with (1.4.1), one can consider the "relaxed" system

(1.4.3)
\[
\dot{x} = g^\#(t,x,u^\#), \quad u^\# \in U^\#,
\]
whose trajectories are precisely those of the differential inclusion

\[
\dot{x} \in F^\#(t,x) \doteq \overline{co} F(t,x).
\]

The control system (1.4.3) is obtained defining the compact set

\[
U^\# \doteq U \times \cdots \times U \times E_{n+1} = U^{n+1} \times E_{n+1},
\]
where

\[
E_{n+1} = \left\{ \theta = (\theta_0,\ldots,\theta_n) \mid \sum_{i=0}^{n} \theta_i = 1, \ \theta_i \geq 0 \ \forall i \right\}
\]
is the standard simplex in \( \mathbb{R}^{n+1} \), and setting

\[
g^\#(t,x,u^\#) = g^\#(t,x,(u_0,\ldots,u_n,\theta_0,\ldots,\theta_n)) \doteq \sum_{i=0}^{n} \theta_i g(t,x,u_i).
\]
Generalized controls of the form \( u^\# = (u_0, \ldots, u_n, \theta) \) taking values in the set \( U^{n+1} \times E_{n+1} \) are called chattering controls.

**Corollary 1.4.3** Consider the control system (1.4.1), with \( g: [0, T] \times \Omega \times U \to \overline{B}(0, M) \) Lipschitz continuous. Let \( D \) be a compact set with \( \overline{B}(D; MT) \subset \Omega \). Let \( u^\#(t,x) \in U^\# \) be a chattering feedback control such that the mapping

\[
(t,x) \mapsto g^\#(t,x,u^\#(t,x)) = f_0(t,x)
\]

is Lipschitz continuous.

Then, for every \( \varepsilon_0 > 0 \) there exists a measurable feedback control \( \bar{u} = \bar{u}(t,x) \) with the following properties:

(a) For every \((t,x)\), one has \( g(t,x,\bar{u}(t,x)) \in \text{ext} F(t,x) \), with \( F \) as in (1.4.2).

(b) For every \((t_0,x_0)\) \( \in [0,T] \times D \), the Cauchy problem

\[
\dot{x}(t) = g\left(t,x(t),\bar{u}(t,x(t))\right), \quad x(t_0) = x_0,
\]

has a unique solution \( x(\cdot,t_0,x_0) \).

(c) If \( y(\cdot,t_0,x_0) \) denotes the (unique) solution of the Cauchy problem

\[
\dot{y} = f_0(t,y(t)), \quad y(t_0) = x_0,
\]

then for every \((t_0,x_0)\) one has

\[
|x(t,t_0,x_0) - y(t,t_0,x_0)| < \varepsilon_0, \quad \forall t \in [0,T].
\]

**Proof.** The Lipschitz continuity of \( g \) implies that the multifunction \( F \) in (1.4.2) is Lipschitz continuous in the Hausdorff metric, hence it satisfies (LSP). We can thus apply Theorem 1.1.1, and obtain a suitable selection \( f \) of \( F \), in connection with \( f_0, \varepsilon_0 \). For every \((t,x)\), the set

\[
W(t,x) = \{ \omega \in U ; \quad g(t,x,\omega) = f(t,x) \} \subset R^m
\]

is a compact nonempty subset of \( U \). Let \( \bar{u}(t,x) \in W(t,x) \) be the lexicographic selection. Then the feedback control \( \bar{u} \) is measurable, and it is trivial to check that \( \bar{u} \) satisfies all required properties. \( \square \)
Chapter 2
Bang–bang property for Bolza problems in two dimensions

2.1. Introduction

The minimum time problem for control systems on a two dimensional manifold with control appearing linearly was studied by Sussmann in [49–51]. In particular, [49] contains a detailed analysis of the structure of time optimal trajectories, and conditions which ensure that every time optimal trajectory is bang–bang. In the same paper it is shown that the bang–bang property is not generic even for the minimum time problem.

In this chapter we consider the more general minimization problem

\[
\min \left\{ \int_0^1 h(x, u) \, dt \mid \dot{x} = F(x) + u \, G(x), \ x(0) = x_0, \ x(1) = x_1 \right\},
\]

with \( u \in [-1, 1], \ x \in \mathbb{R}^2 \), where \( F, G \) are \( C^2 \) vector fields, \( h(\cdot, +1), h(\cdot, -1) \in C^2(\mathbb{R}^2) \), and we give conditions to guarantee that every optimal trajectory is bang-bang.

The proof of our result is based on the idea of "bang-bang" variations. More precisely, we use these variations as substitutes for those based on Lyapunov’s Convexity Theorem as is done in problems of the calculus of variations ([16]) or of linear control theory ([47]).

We consider an optimal trajectory \( \gamma \) of our system. If \( \gamma \) is not bang-bang in a neighborhood of a point \( x \) we construct a new trajectory which is near the previous one, is bang-bang in a neighborhood of \( x \) and achieves a lower cost. In order to ensure that this new trajectory satisfies the initial condition we use the fact that, under suitable assumptions, all time optimal trajectory are bang-bang.
Problem (2.1.1) has a particular dynamic with respect to the usual problems of calculus of variations but on the other hand the assumptions on $h$ are not too strict.

The tools used in this chapter are geometric, so it is easy to show that the statements hold also for a smooth two dimensional manifold.

As a corollary we prove an existence result for nonconvex optimization problems.

2.2. Preliminaries

A curve in $\mathbb{R}^2$ is a continuous map $\gamma : I \to \mathbb{R}^2$. We denote by $\text{Dom}(\gamma)$ its domain and by $\text{Range}(\gamma)$ the set $\{\gamma(t) : t \in \text{Dom}(\gamma)\}$. We use the symbol $|$ to denote the restriction, e.g. $\gamma|[a_0,b_0]$.

A vector field $X$ on $\mathbb{R}^2$ is an $\mathbb{R}^2$-valued function. Every vector field $X$ can be written in the form

$$X = \alpha \partial_1 + \beta \partial_2,$$

where $\partial_1, \partial_2$ are the constant vector fields with components $(1,0), (0,1)$, respectively, and $\alpha, \beta : \mathbb{R}^2 \to \mathbb{R}$. We denote by $J(X)$ the Jacobian matrix of $X$:

$$J(X) \doteq \begin{pmatrix} \partial_1 \alpha & \partial_2 \alpha \\ \partial_1 \beta & \partial_2 \beta \end{pmatrix}.$$ 

The Lie–bracket of two vector fields $X, Y$ is the vector field defined by

$$[X, Y] = J(Y) \cdot X - J(X) \cdot Y.$$

A control $u$ is a measurable function $u : [a,b] \to [-1,1]$ and a trajectory for $u$ is an absolutely continuous curve $\gamma$ such that

$$\gamma'(t) = F(\gamma(t)) + u(t)G(\gamma(t)),$$

for almost all $t \in [a,b]$. We denote by $\text{Tr}a/(\Sigma)$ the set of all trajectories of $\Sigma$. A \textit{bang-bang} trajectory is a trajectory corresponding to a control $u$ such that $|u(t)| = 1$ for almost all $t \in [a,b]$. 

Given a trajectory $\gamma : [a, b] \to \mathbb{R}^2$, of a control $u$, and a cost function $h$ we denote by $T(\gamma)$ the time along $\gamma$, i.e. $b - a$, and by $\Gamma_h(\gamma)$ the cost of $\gamma$:

$$\Gamma_h(\gamma) \doteq \int_a^b h(\gamma(t), u(t)) \, dt.$$ 

Moreover we denote by $\text{In}(\gamma)$ the initial point of $\gamma$, i.e. $\gamma(a)$, and by $\text{Term}(\gamma)$ its terminal point. We say that $\gamma$ is time optimal if $T(\gamma) \leq T(\gamma')$ for every trajectory $\gamma'$ that steers $\text{In}(\gamma)$ to $\text{Term}(\gamma)$. We say that $(\gamma, u)$ is optimal (or simply that $\gamma$ is optimal) if $\Gamma_h(\gamma) \leq \Gamma_h(\gamma')$ for every admissible pair $(\gamma', u')$ that steers $\text{In}(\gamma)$ to $\text{Term}(\gamma)$.

If $\gamma_1 : [a, b] \to \mathbb{R}^2$, $\gamma_2 : [b, c] \to \mathbb{R}^2$ are trajectories such that $\gamma_1(b) = \gamma_2(b)$ then $\gamma_2 \ast \gamma_1$ is the trajectory

$$(\gamma_2 \ast \gamma_1)(t) \doteq \begin{cases} 
\gamma_1(t), & t \in [a, b], \\
\gamma_2(t), & t \in [b, c]. 
\end{cases}$$

In the following we shall use the notation $X \doteq F - G, Y \doteq F + G$. A trajectory $\gamma \in \text{Traj}(\Sigma)$ is a $Y$-trajectory if it is an integral curve for the vector field $Y$, and a $X$-trajectory is defined similarly. Moreover a $Y \ast X$-trajectory is a concatenation of a $X$-trajectory and a $Y$-trajectory and similarly is defined a $X \ast Y$-trajectory.

An admissible pair is a pair $(\gamma, u)$ such that $u : [a, b] \to [-1, 1]$ is a control and $\gamma$ is a trajectory for $u$. If $(\gamma, u)$ is an admissible pair and $\gamma$ is time optimal then $(\gamma, u)$ satisfies the Pontryagin Maximum Principle (briefly PMP). See [23] and [37] for the general theory and [49] for the PMP stated for control system of the same type of $\Sigma$.

Given $\Sigma$ we can define the functions

$$(2.2.1) \quad \Delta_A \doteq \det(F, G), \quad \Delta_B \doteq \det(G, [F, G]), \quad \Delta_C \doteq \det(F, [F, G]),$$

where "det" stands for the determinant. Writing $F, G, [F, G]$ as column vectors we can form a $2 \times 2$ matrix having two of them as columns. The functions $\Delta_A$ and $\Delta_B$ have been introduced in [49].
If $F, G$ are independent at each point of an open connected set $\Omega^\dagger \subset \mathbb{R}^2$, then we can define the 1-differential form $\omega$ in the following way:

\begin{equation}
(2.2.2) \quad \langle \omega(x), F(x) \rangle = 1, \quad \langle \omega(x), G(x) \rangle = 0.
\end{equation}

Consider now two trajectories $\gamma_1, \gamma_2 \in \text{Traj}(\Sigma)$ such that $\gamma_2^{-1} \ast \gamma_1$ is a simple closed curve oriented counterclockwise, whose interior is contained in $\Omega^\dagger$ (here $\gamma_2^{-1}$ is $\gamma_2$ run backwards). In [49] it was proved the following

**Theorem 2.2.1** Consider $\gamma_1, \gamma_2 \in \text{Traj}(\Sigma)$ as above. We have

\[ T(\gamma_1) - T(\gamma_2) = \int_{\gamma_2^{-1} \ast \gamma_1} \omega = \int_{\mathcal{R}} d\omega, \]

where $\mathcal{R}$ is the region enclosed by $\gamma_2^{-1} \ast \gamma_1$.

If $F, G$ are independent, there exist $f, h \in C(\mathbb{R}^2, \mathbb{R})$ such that

\[ [F, G](x) = f(x)F(x) + h(x)G(x), \]

and from (2.2.1) we obtain $\Delta_B = \det(G, fF + hG)$, which gives $f = -\Delta_B / \Delta_A$.

One can check that $d\omega = -(f / \Delta_A) \, dx_1 \wedge dx_2$.

We say that $x \in \mathbb{R}^2$ is an ordinary point if $\Delta_A(x) \cdot \Delta_B(x) \neq 0$. For ordinary points we have the following

**Theorem 2.2.2** Let $\Omega \subset \mathbb{R}^2$ be an open set such that each $x \in \Omega$ is an ordinary point. Then all optimal trajectories $\gamma$ for the restriction of $\Sigma$ to $\Omega$ are bang-bang with at most one switching. Moreover if $f > 0$ throughout $\Omega$ then $\gamma$ is a $X, Y$ or $Y * X$-trajectory, if $f < 0$ throughout $\Omega$ then $\gamma$ is a $X, Y$ or $X * Y$-trajectory.

For the proof see [49] Theorem 3.9 p. 443.

Let us define the linear interpolation $l(x, u) \doteq m(x)u + q(x)$ between $h(x, +1)$ and $h(x, -1)$, where

\begin{equation}
(2.2.3) \quad m(x) = \frac{h(x, +1) - h(x, -1)}{2}, \quad q(x) = \frac{h(x, +1) + h(x, -1)}{2}.
\end{equation}
We make the following assumptions on (2.1.1):

\((H_1)\) \quad \Delta_A(x) \Delta_B(x) \neq 0, \quad \text{for every } x \in \mathbb{R}^2,

\((H_2)\) \quad h(x, u) \geq l(x, u), \quad \text{for every } x \in \mathbb{R}^2 \text{ and } u \in [-1, 1].

In [49] it was proved that under the assumption \((H_1)\) all time optimal trajectories are bang-bang.

From \((H_1)\) it follows that \(F\) and \(G\) are independent at each point, and then we can define the 1-differential form \(\omega_l\) in the following way:

\[
\langle \omega_l(x), F(x) \rangle = q(x), \quad \langle \omega_l(x), G(x) \rangle = m(x), \quad \text{for every } x \in \mathbb{R}^2.
\]

Following [49] we have, by Stokes' theorem:

\[
\Gamma_l(\gamma_1) - \Gamma_l(\gamma_2) = \int_{\gamma_2^{-1} \ast \gamma_1} \omega_l = \int_{\mathcal{R}} d\omega_l,
\]

where \(\mathcal{R}, \gamma_1\) and \(g_2\) are as in Theorem 2.2.1.

With straightforward calculations (see [49]) we obtain

\[
(2.2.4) \quad T(\gamma_1) - T(\gamma_2) = \int_{\mathcal{R}} \varphi \, dx \wedge dy, \quad \Gamma_l(\gamma_1) - \Gamma_l(\gamma_2) = \int_{\mathcal{R}} \varphi_l \, dx \wedge dy,
\]

where

\[
(2.2.5) \quad \varphi \doteq \frac{\Delta_B}{\Delta_A^2}, \quad \varphi_l \doteq \frac{\nabla m \cdot F - \nabla q \cdot G}{\Delta_A} + \frac{q \Delta_B - m \Delta_c}{\Delta_A^2}.
\]

Given \(f_1, f_2: \mathbb{R}^2 \rightarrow \mathbb{R}\) we define the vector field

\[
(2.2.6) \quad [f_1 | f_2](x) \doteq f_1(x) \nabla f_2(x) - f_2(x) \nabla f_1(x).
\]

Let us define the cone

\[
(2.2.7) \quad \mathcal{K}(x) \doteq \{ v \in \mathbb{R}^2 \mid S_{AB} v \cdot X(x) < 0 \text{ or } S_{AB} v \cdot Y(x) > 0 \},
\]

where \(S_{AB} \doteq \text{sign} (\Delta_A \Delta_B)\) (we remark that, from \((H_1)\), \(S_{AB}\) is independent of \(x\)). The last assumption on (2.1.1) is

\[
(2.2.7) \quad \mathcal{K}(x) \doteq \{ f | f \} (x) \in \mathbb{K}(x), \quad \text{for every } x \in \mathbb{R}^2.
\]
2.3. The main result

In this section we will prove the main result; the key role is played by the following lemma.

Lemma 2.3.1. Let \((\gamma, u)\) be an admissible pair of

\[
\dot{x} = F(x) + u \cdot G(x),
\]

and let \(E = \{t \in [0,1]: |u(t)| < 1\}\). Suppose that there exists a Lebesgue point \(\tau\) for \(E\) of differentiability for \(\gamma\). If \((H_1), (H_2)\) hold and \(D(\bar{x}) \in \mathcal{K}(\bar{x})\), \(\bar{x} = \gamma(\tau)\), then there exist \(\varepsilon > 0, \sigma > 0\) and an admissible pair \((\hat{\gamma}, \hat{u})\) such that:

\[
\begin{align*}
\hat{\gamma}(t) &= \gamma(t), & \text{for every } t \notin [\tau - \varepsilon, \tau + \sigma], \\
|\hat{u}(t)| &= 1, & \text{for every } t \in [\tau - \varepsilon, \tau + \sigma], \\
\int_0^1 h(\gamma(t), u(t)) \, dt &> \int_0^1 h(\hat{\gamma}(t), \hat{u}(t)) \, dt.
\end{align*}
\]

Proof. As a first step we will construct a pair of admissible trajectories \(\gamma^\pm\), which are bang–bang in a neighborhood of \(\tau\), and correspond to controls \(u^\pm\) which change sign two times in this neighborhood. This is possible thanks to \((H_1)\); using \((H_2)\) and \((H_3)\) we will show that one of these trajectories achieves a better performance with respect to \(\gamma\). We start constructing two parametric families of bang–bang trajectories \(\gamma^\pm_\mu\) which start from \(\gamma(\tau - \varepsilon)\) and reach \(x\) at times \(\tau^\pm\) respectively, having two switchings at times \(\sigma^\pm_1, \mu\).

Fix \(0 < \varepsilon < \min(\tau, 1 - \tau)\). If \(\varepsilon\) is sufficiently small, there exist \(\sigma^\pm_1 \geq \tau - \varepsilon\) and \(\tau^\pm \geq \sigma^\pm_1\), depending on \(\varepsilon\), two one–parameter families of pairs \((\gamma^\pm_\mu, u^\pm_\mu), \mu \in [\tau^\pm, 1]\) \((\mu - \tau^\pm\) small), \(\sigma^\pm_2 = \sigma^\pm_2(\varepsilon, \mu) \in [\mu, 1], \sigma^\pm_3 = \sigma^\pm_3(\varepsilon, \mu) \in [\tau, 1]\) such that

\[
\begin{align*}
\gamma^\pm_\mu(\tau - \varepsilon) &= \gamma(\tau - \varepsilon), & \gamma^\pm_\mu(\tau^\pm) &= \gamma(\tau), & \gamma^\pm_\mu(\sigma^\pm_2) &= \gamma(\sigma^\pm_3), \\
u^\pm_\mu(s) &= \begin{cases} 
\pm 1, & \text{if } s \in [\tau - \varepsilon, \sigma^\pm_1) \cup (\mu, \sigma^\pm_2], \\
\mp 1, & \text{if } s \in [\sigma^\pm_1, \mu].
\end{cases}
\end{align*}
\]
Let $A^\pm, B^\pm_{\mu}$ be the regions enclosed respectively by $(\gamma^\pm_{\mu} | [\tau - \varepsilon, \tau^\pm])^{-1} \ast \gamma | [\tau - \varepsilon, \tau]$ and $(\gamma^\pm_{\mu} | [\tau^\pm, \sigma^\pm_2])^{-1} \ast \gamma | [\tau, \sigma^\pm_2]$. From (2.2.4) it follows that

$$
\psi^\pm(\mu) = \pm \text{sign} (\Delta_A \cdot \Delta_B) [T(\gamma) - T(\gamma^\pm_{\mu})] = 
\text{sign} (\Delta_B) \cdot \left[ \int_{A^\pm} \varphi \, dx - \int_{B^\pm_{\mu}} \varphi \, dx \right].
$$

(2.3.2)

In fact, if $\Delta_A > 0$ we have $\det(X, Y) > 0$, and the regions $A^+$ and $B^-$ are enclosed by curves oriented counterclockwise, while $A^-$ and $B^+$ are enclosed by curves oriented clockwise; the opposite happens if $\Delta_A < 0$.

Moreover $\psi^\pm(\tau^\pm) > 0$, $\psi^\pm$ is decreasing, and for $\varepsilon$ sufficiently small there exists $\mu^\pm \in [\tau^\pm, 1]$ such that $\psi^\pm(\mu^\pm) = 0$. Therefore $\sigma^\pm_2 = \sigma^\pm_3$, and then we can define the admissible pairs $(\gamma^\pm, u^\pm)$ as follows:

$$
\gamma^\pm(t) \doteq \begin{cases}
\gamma^\pm_{\mu^\pm}, & t \in I^\pm \doteq [\tau - \varepsilon, \sigma^\pm_3(\mu^\pm) ], \\
\gamma(t), & t \in [0,1] \setminus I^\pm,
\end{cases}
$$

$$
u^\pm(t) \doteq \begin{cases}
u^\pm_{\mu^\pm}, & t \in I^\pm, \\
u(t), & t \in [0,1] \setminus I^\pm.
\end{cases}
$$

Let us define $B^\pm = B^\pm_{\mu^\pm}$. Using the expansion $\varphi(x) = \varphi(\overline{x}) + \nabla \varphi(\overline{x}) \cdot (x - \overline{x}) + o(|x - \overline{x}|)$ we obtain

$$
0 = \int_{A^\pm} \varphi \, dx - \int_{B^\pm} \varphi \, dx = 
[m(A^\pm) - m(B^\pm)] \cdot \varphi(\overline{x}) + \nabla \varphi(\overline{x}) \cdot d^\pm + o(\varepsilon^3),
$$

(2.3.3)

where $d^\pm = d^\pm(\varepsilon) \doteq m(A^\pm)b(A^\pm) - m(B^\pm)b(B^\pm)$ and $b(\mathcal{R})$ denotes the bari-center of $\mathcal{R}$ relative to $\overline{x}$. Expanding $\varphi_i$ we obtain in the same way

$$
\delta^\pm = \Gamma_1(\gamma) - \Gamma_1(\gamma^\pm) = 
\pm \text{sign} \Delta_A \cdot \left\{ [m(A^\pm) - m(B^\pm)] \varphi_i(\overline{x}) + \nabla \varphi_i(\overline{x}) \cdot d^\pm \right\} + o(\varepsilon^3).
$$

(2.3.4)

By (2.3.3) and multiplying (2.3.4) by $\varphi(\overline{x})$ one has

$$
\varphi(\overline{x}) \delta^\pm = \pm \text{sign} \Delta_A \left[ \varphi | \varphi_i(\overline{x}) \right] \cdot d^\pm + o(\varepsilon^3),
$$
where \(|\cdot|\) is defined in (2.2.6). Let us define the cone
\[
C(v, w) = \{ \lambda v + \mu w \mid \lambda \geq 0, \mu \geq 0 \}.
\]
For \(\varepsilon\) small enough we have that \(d^\pm \in C(-X(\overline{x}), -Y(\overline{x}))\). Moreover it is easy to verify that \(\text{sign} \left[ \det(d^+, d^-) \right] = \text{sign} (\Delta_A)\), and then, by (2.2.7),
\[
\{ v \in \mathbb{R}^2 \mid S_{AB} v \cdot d^\pm \leq 0 \} \cap K(\overline{x}) = \emptyset.
\]
Since \(\text{sign} \Delta_B = \text{sign} \varphi\), it follows that either \(\delta^+ > 0\) or \(\delta^- > 0\). Suppose, for instance, that \(\delta^+ > 0\). From \((H_2)\) it follows that
\[
\int_{\gamma \cap I^+} h(x, u) \geq \int_{\gamma \cap I^+} l(x, u) > \int_{\gamma^+ \cap I^+} l(x, u) = \int_{\gamma^+ \cap I^+} h(x, u).
\]
Since the same inequality holds if \(\delta^- > 0\), with \(\gamma^+\) and \(I^+\) replaced respectively by \(\gamma^-\) and \(I^-\), the lemma is proved.

The following theorem is a direct consequence of the previous lemma.

**Theorem 2.3.2** If \((H_1), (H_2), (H_3)\) hold, then all optimal trajectories of (2.1.1) are bang-bang.

**Proof.** Let \((\gamma, u)\) be an optimal pair for (2.1.1), and suppose that \(m(E) > 0\), where \(E\) is as in Lemma 2.3.1. Almost every \(\tau \in E\) is a Lebesgue point for \(E\) and a point of differentiability for \(\gamma\). If \(\tau\) is such a point, all the assumptions of Lemma 2.3.1 are satisfied, and then \(\gamma\) is not optimal.

2.4. Examples and Applications

In this section we give two examples of minimization problems without the bang-bang property and one application of the main result.

**Example 2.4.1** Consider the following problem in \(\Omega = \{(x_1, x_2) \mid x_2 < 0\}:
\[
(2.4.1) \quad \min \left\{ \int_0^1 u \, dt \mid \dot{x}_1 = x_2, \dot{x}_2 = -x_2^2 - x_2 + u, x(0) = x_0, x(1) = x_1 \right\},
\]
with \( x_0 = (0,-1/2), \ x_1 = (-1/2,-1/2), \) i.e. problem (2.1.1) with

\[
F(x) = \begin{pmatrix} x_2 \\ -x_2^2 - x_2 \end{pmatrix}, \quad G(x) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad h(x,u) = u.
\]

The unique optimal pair \((\gamma, u)\) is

\[
\gamma(t) = \left( -\frac{t}{2}, -\frac{1}{2} \right), \quad u(t) = -\frac{1}{4}, \quad t \in [0,1],
\]

with a cost \( \Gamma(\gamma) = -1/4 \). By a straightforward calculation we have that \( \Delta_A = x_2, \Delta_B = 1, \Delta_C = x_2^2, S_{AB} = -1, m(x) = 1, q(x) = 0 \).

Conditions \((H_1)\) and \((H_2)\) are satisfied in \( \Omega \). We now check that \((H_3)\) does not hold. Recalling (2.2.5) it is easy to verify that

\[
\varphi = \frac{1}{x_2}, \quad \varphi_1 = -1, \quad D = \begin{pmatrix} 0 \\ -\frac{2}{x_2^2} \end{pmatrix},
\]

\[
X = \begin{pmatrix} x_2 \\ -x_2^2 - x_2 - 1 \end{pmatrix}, \quad Y = \begin{pmatrix} x_2 \\ -x_2^2 - x_2 + 1 \end{pmatrix},
\]

\[
S_{AB} D \cdot X = -2 \frac{x_2^3 + x_2 + 1}{x_2^3}, \quad S_{AB} D \cdot Y = -2 \frac{x_2^3 + x_2 - 1}{x_2^3}.
\]

Since \( S_{AB} D(\gamma(t)) \cdot X(\gamma(t)) > 0 \) and \( S_{AB} D(\gamma(t)) \cdot Y(\gamma(t)) < 0 \) for every \( t \in [0,1] \), we have that \( D(\gamma(t)) \not\in K(\gamma(t)) \) for every \( t \in [0,1] \).

Let us rewrite problem (2.4.1) in Mayer form, introducing the new variable \( x_3 \) such that \( x_3 = u \), and consider the two-dimensional system:

\[
(2.4.2) \quad \dot{x}_2 = -x_2^2 - x_2 + u, \quad \dot{x}_3 = u.
\]

Since this system is independent of \( x_1 \), we have that every optimal trajectory of (2.4.1) gives a time–optimal trajectory of (2.4.2). The time–optimal trajectory associated to \( \gamma \) in the \((x_2, x_3)\)–plane is \( \tilde{\gamma}(t) = (-1/2, -t/4) \). Using the same terminology of [49], \( \tilde{\gamma} \) is a turnpike; in the same paper it was shown that, under generic conditions, these are the only cases of not bang–bang time–optimal trajectories.
Example 2.4.2  Consider now the problem in \( \Omega \doteq \{(x_1, x_2) \mid x_2 < 0 \} \):

\[
\min \left\{ \int_0^1 \left( x_2^2 + x_2 \mid \dot{x}_1 = x_2, \dot{x}_2 = x_2/2 + u x_2, x(0) = x_0, x(1) = x_1 \right) \right\},
\]

with \( x_0 = (0, -1/2), x_1 = (-1/2, -1/2) \), i.e. problem (2.1.1) with

\[
F(x) = \begin{pmatrix} x_2 \\ \frac{1}{2} x_2 \end{pmatrix}, \quad G(x) = \begin{pmatrix} 0 \\ x_2 \end{pmatrix}, \quad h(x,u) = x_2^2 + x_2.
\]

In this case \( \Delta_A = x_2^2, \Delta_B = x_2^2, \Delta_C = \frac{1}{2} x_2^2, S_{AB} = 1, m(x) = 0, q(x) = x_2^2 + x_2, \varphi = \frac{1}{x_2}, \varphi_1 = -1, \)

\[
D = \begin{pmatrix} 0 \\ -\frac{3}{2} x_2 \end{pmatrix}, \quad X = \begin{pmatrix} x_2 \\ -\frac{1}{2} x_2 \end{pmatrix}, \quad Y = \begin{pmatrix} x_2 \\ \frac{3}{2} x_2 \end{pmatrix},
\]

\[
S_{AB} D \cdot X = 1/x_2^2, \quad S_{AB} D \cdot Y = -3/x_2^2.
\]

As in Example 2.4.1 we have that \( D(\gamma(t)) \notin K(\gamma(t)) \) for every \( t \in [0,1] \).

Passing to Mayer form as in the previous example, we obtain the system:

\[
\dot{x}_2 = \frac{1}{2} x_2 + u x_2, \quad \dot{x}_3 = x_2^2 + x_2.
\]

We have \( \Delta_B = -x_2^2(2x_2 + 1) = 0 \) on the time–optimal trajectory \( \bar{\gamma}(t) = (-1/2, -t/4) \), i.e. \( \bar{\gamma} \) is a turnpike.

Application.  We show an example of nonconvex minimization problem, and give conditions depending only on the dynamic for the existence of an optimal solution. Let us consider the problem

\[
(2.4.3) \quad \min \left\{ \int_0^1 h(u) \, dt \mid \dot{x} = F(x) + u G(x), x(0) = x_0, x(1) = x_1 \right\},
\]

with \( h: [-1,1] \rightarrow \mathbb{R}, x \in \Omega, \) and \( u \in [-1,1] \). Let us define \( m = [h(1) - h(-1)]/2, q = [h(1) + h(-1)]/2, \) and let us consider the convexified problem (that is \( u \in [-1,1] \)) with cost \( \bar{h}(u) = m u + q \). It is not restrictive to suppose \( q = 0 \), otherwise we can add a constant to \( h \); in this case we obtain \( \varphi_1 = -m \Delta_C/\Delta_A \).
If $m = 0$, that is if $h(1) = h(-1)$, then every admissible trajectory is optimal. It is easy to show, following the proof of Lemma 2.3.1, that if there exists an admissible trajectory, then there exists an admissible bang–bang trajectory.

If $m \neq 0$ we have that $D = m \tilde{D}/\Delta_A^4$, with

$$
\tilde{D} = \Delta_A (\Delta_B \Delta_C + \Delta_A (\nabla \Delta_B) \Delta_C - \Delta_A \Delta_B (\nabla \Delta C)).
$$

The following proposition is now a direct application of Theorem 2.3.2.

**Proposition 2.4.3**  Let us consider the problem (2.4.3). Suppose that $\Delta_A \neq 0$, $\Delta_B \neq 0$, $\pm \tilde{D}(x) \in K(x)$ for every $x \in \Omega$. If there exists an admissible pair for the convexified problem, then (2.4.3) has a solution.
Chapter 3
Special bang–bang solutions for nonlinear control systems

3.1. Introduction

In this chapter we are concerned with the control systems

\begin{equation}
\frac{d^2}{dt^2} x(t) + a(x, x') = u g(x, x'),
\end{equation}

where $a, g$ are continuously differentiable functions on $\mathbb{R}^2$ and $u$ is scalar control with $|u| \leq 1$. For a given solution $x$ of (3.1.1) defined on an interval $[a, b]$, we prove, under mild assumptions on $g$, the existence of two bang–bang solutions $y$, $z$, with a finite number of switchings, satisfying

\begin{align}
&x(a) = y(a) = z(a), \quad x(b) = y(b) = z(b), \\
&x'(a) = y'(a) = z'(a), \quad x'(b) = y'(b) = z'(b),
\end{align}

and, for every $t \in [a, b]$,

\begin{equation}
y(t) \leq x(t) \leq z(t).
\end{equation}

We remark that every forced semilinear second order differential equation, corresponding to (3.1.1) with $g$ constant, satisfies the required assumptions. For example, the forced nonlinear pendulum, the forced nonlinear Duffing oscillator, and the forced Van der Pol equation belong to this class of equations.

The problem of finding a bang–bang solution satisfying (3.1.2) and (3.1.3) in the case of linear control systems $L(x) \in [\phi_1(t), \phi_2(t)]$, where $L$ is a linear operator of order $n$, was studied in the case of piecewise analytic data by Andreini and Bacciotti in [4]. The techniques used in this paper are based on Lyapunov type theorems (see [23] for examples and applications). Recently Ceri and Mariconda in [19] studied the case $\phi_1, \phi_2 \in L^1$. Their approach is
based on a new Lyapunov type theorem applied to the integral representation of the solutions.

In order to study problem (3.1.1), a completely different approach has to be used due to the nonlinearity of the operator. In particular we have no integral representation formula and we have to argue about the geometric properties of the trajectories. The control problem (3.1.1) can be restated as a first order control system in $\mathbb{R}^2$ with control appearing linearly. The properties of time optimal trajectories for such kind of systems were deeply studied in [49], [50], and the synthesis problem in [46], [51], with geometric methods.

Given a trajectory $\gamma$ of the planar system, we construct a bang–bang trajectory $\hat{\gamma}$ such that the corresponding solution of (3.1.1) satisfies (3.1.2) and (3.1.3). We begin constructing a local bang–bang variation of $\gamma$, with the requested properties, on intervals of uniformly positive length, and then we concatenate these variations in order to obtain $\hat{\gamma}$. Closure results for the reachable sets of control systems with obstacle follow directly from our theorems.

The idea of bang–bang variations was used in Chapter 2 to prove existence results for nonconvex optimization problems. Our result can be used to avoid the classical convexity assumptions for the problem of minimizing some integral functionals with nonlinear dynamics. Existence results without convexity assumptions were recently obtained in [16], [41] and in [47] for optimal control problems.

3.2. Preliminaries

We consider the control problem

\begin{equation}
(3.2.1) \quad x'' + a(x, x') = u g(x, x'), \quad u \in [-1, 1],
\end{equation}

where $a, g$ are continuously differentiable real function on $\mathbb{R}^2$, and the prime denotes differentiation with respect to the time variable. Defining $x_1 = x$ and
\[ x_2 = x' \] the control problem (3.2.1) is equivalent to the first order control system in \( \mathbb{R}^2 \)

\[ \begin{align*}
(3.2.2) & \\
& \begin{cases}
  x'_1 = x_2, \\
  x'_2 = -a(x_1, x_2) + u \ g(x_1, x_2).
\end{cases}
\end{align*} \\
\]

In this system the control appears linearly and we can also write it as

\[ (3.2.3) \quad x' = F(x) + u \ G(x), \quad u \in [-1, 1], \]

where

\[ (3.2.4) \quad F = \begin{pmatrix} x_2 \\ -a(x_1, x_2) \end{pmatrix}, \quad G = \begin{pmatrix} 0 \\ g(x_1, x_2) \end{pmatrix}. \]

In the following we shall denote by \( \Sigma \) the system (3.2.3). We shall use the notations given in Section 2.2.

Given two points \( P, Q \in \mathbb{R}^2 \), let us define

\[ \Gamma(P, Q) = \{ \gamma \in \text{Traj}(\Sigma) : \text{In}(\gamma) = P, \text{Term}(\gamma) = Q \}, \]

\[ \Gamma_\Omega(P, Q) = \{ \gamma \in \Gamma(P, Q) : \text{Range}(\gamma) \subset \Omega \}. \]

If \( P = (x_1, x_2) \in \mathbb{R}^2 \), let us define \( \pi_j(P) = x_j, \ j = 1, 2 \). For \( P \in \mathbb{R}^2 \), let us define \( \gamma_P^+ \) (resp. \( \gamma_P^- \)) as the maximal Y-trajectory (resp. X-trajectory) such that \( 0 \in \text{Dom}(\gamma) \) and \( \gamma_P^+(0) = P \) (resp. \( \gamma_P^-(0) = P \)).

3.3. The main result

In this section we shall prove the following

**Theorem 3.3.1** Consider the control problem

\[ (P) \quad x'' + a(x, x') = u \ g(x, x'), \]

with \( u \in [-1, 1], \ a, g \in C^1(\mathbb{R}^2, \mathbb{R}) \). Assume that the following hypotheses hold:

(i) \( \mathcal{M} \doteq \{ x \in \mathbb{R}^2 : g(x) = 0 \} \) is a regular manifold, and \( \nabla g(x) \neq 0 \) for every \( x \in \mathcal{M} \);
(ii) for every $R > 0$, the set $\mathcal{Z}_R \doteq \{ x \in \mathcal{M} : F(x) \cdot \nabla g(x) = 0 \} \cap B(0, R)$, where $F(x_1, x_2) \doteq (x_2, -a(x_1, x_2))$, has a finite number of connected components.

If $x$ is a solution of (P) defined on $[a, b]$, then there exist two bang-bang solutions $y, z$, defined on $[a, b]$ such that

$$
x(a) = y(a) = z(a), \quad x(b) = y(b) = z(b),
$$

$$
x'(a) = y'(a) = z'(a), \quad x'(b) = y'(b) = z'(b),
$$

and, for every $t \in [a, b],

$$y(t) \leq x(t) \leq z(t).
$$

Moreover, $y$ and $z$ have a finite number of switchings.

**Example 3.3.2** Consider the nonlinear control system

$$x'' + a(x, x') = u,$$

that is system (P) with $g(x, x') = 1$. Since $\mathcal{M} = \emptyset$, the assumptions of the theorem are trivially satisfied. Notice that most of the second-order differential equations coming from mathematical physics and applied sciences, such as the forced nonlinear pendulum, the forced nonlinear Duffing oscillator, the forced Van der Pol equation, and so on, belong to this class.

We can associate to problem (P) a first order two-dimensional control system, as in Section 3.2. For this system, that we shall call $\Sigma$ in the following, by a simple computation we have that

$$\Delta_4(x_1, x_2) = x_2 \cdot g(x_1, x_2), \quad \Delta_B(x_1, x_2) = g^2(x_1, x_2), \quad d\omega = \frac{1}{x_2^2} \, dx_1 \wedge dx_2.$$

Let us define the two regions of the plane

$$\Omega^+ \doteq \{(x_1, x_2) \in \mathbb{R}^2 \mid x_2 > 0\}, \quad \Omega^- \doteq \{(x_1, x_2) \in \mathbb{R}^2 \mid x_2 < 0\}.$$
Lemma 3.3.3 Suppose that $\Omega$ is an open connected subset of $\Omega^+$, and that $P$ and $Q$ are two points of $\Omega$ with $\pi_1(P) < \pi_1(Q)$. Moreover, suppose that the following hypothesis hold:

(H) $\Delta_A$ and $\Delta_B$ are both different from zero in $\Omega$. Let $t^\pm > 0$ be the first time of intersection of $\gamma^\pm_P$ with $\Omega$, or $+\infty$ if there is no intersection. Define $s^\pm < 0$ (possibly $-\infty$) in the same way for $\gamma^\pm_Q$ with reversed time.

Assume that $\gamma^+_P|[0,t^+]$ intersects $\gamma^-_Q|[s^-,0]$ in a point $R \in \Omega$, and that $\gamma^-_P|[0,t^-]$ intersects $\gamma^+_Q|[s^+,0]$ in a point $S \in \Omega$. If $\gamma \in \Gamma_O(P,Q)$, then there exists a bang-bang trajectory $\hat{\gamma} \in \Gamma_O(P,Q)$ such that

$$\text{Dom}(\gamma) = \text{Dom}(\hat{\gamma}), \quad \pi_1(\gamma(t)) \leq \pi_1(\hat{\gamma}(t)) \quad \text{for every } t \in \text{Dom}(\gamma).$$

Proof. Since $x_1' = x_2 > 0$, all the trajectories lying in $\Omega$ go from left to right in the $(x_1,x_2)$-plane. Since $g^2 = \Delta_B \neq 0$ in $\Omega$, we can assume, for instance, $g > 0$ in $\Omega$ (the case $g < 0$ can be treated in a similar way). If $R = \gamma^+_P(t_1) = \gamma^-_Q(s_1)$ and $S = \gamma^-_P(t_2) = \gamma^+_Q(s_2)$, let us define the trajectories

$$\gamma_1(t) = \begin{cases} \gamma^+_P(t), & \text{if } t \in [0,t_1], \\ \gamma^-_Q(t + s_1 - t_1), & \text{if } t \in [t_1,t_1 - s_1]; \end{cases}$$

$$\gamma_2(t) = \begin{cases} \gamma^-_P(t), & \text{if } t \in [0,t_2], \\ \gamma^+_Q(t + s_2 - t_2), & \text{if } t \in [t_2,t_2 - s_2]; \end{cases}$$

i.e. $\gamma_1$ and $\gamma_2$ are respectively the $X \star Y$-trajectory and the $Y \star X$-trajectory steering $P$ to $Q$. For every $\eta \in \Gamma_O(P,Q)$, we can apply Theorem 2.2.1 to the pairs $(\gamma_1,\eta)$ and $(\gamma_2,\eta)$ obtaining

$$T(\gamma_1) \leq T(\eta) \leq T(\gamma_2), \quad \eta \in \Gamma_O(P,Q).$$

Indeed the coefficient of the differential form $d\omega$ is positive in $\Omega$. For each $\mu \in [0,t_1]$, we construct the trajectory $\gamma_\mu \in \Gamma_O(P,Q)$ in the following way. Starting from $P$, we follow $\gamma^+_P$ up to time $\mu$. Then we follow the $X$-trajectory through $\gamma^+_P(\mu)$, until it intersects $\gamma^+_Q$ at time $\sigma_\mu$, and finally we follow $\gamma^+_Q$
up to the point $Q$. By Theorem 2.2.1 the map $\mu \mapsto T(\gamma_\mu)$ is continuous and strictly decreasing. Hence, from (3.3.1) there exists $\hat{\mu} \in [0, t_1]$ such that $T(\gamma) = T(\hat{\gamma})$, where $\hat{\gamma} = \gamma_{\hat{\mu}}$. Without loss of generality we can assume that $\text{Dom}(\gamma) = \text{Dom}(\hat{\gamma}) = [0, T]$. Define $\xi(t) = \pi_1(\gamma(t))$, $\dot{\xi}(t) = \pi_1(\hat{\gamma}(t))$, for every $t \in [0, T]$. It remains to prove that $\dot{\xi}(t) \leq \xi(t)$, for every $t \in [0, T]$. Being $\xi'(t)$ and $\dot{\xi}'(t)$ strictly positive for a.e. $t$, we can construct the two inverse functions $t(x_1)$, $\dot{t}(x_1)$, for $x_1 \in [\pi_1(P), \pi_1(Q)]$. Define $\phi(x_1) = \pi_2(\gamma(t(x_1)))$, $\dot{\phi}(x_1) = \pi_2(\hat{\gamma}(\dot{t}(x_1)))$; $\xi$ and $\dot{\xi}$ are solutions of the Cauchy problems

$$
\xi' = \phi(\xi), \quad \xi(0) = \pi_1(P),
$$

$$
\dot{\xi}' = \dot{\phi}(\dot{\xi}), \quad \dot{\xi}(0) = \pi_1(P),
$$

with the same initial data. Notice that $\text{Range}(\gamma)$ intersects $\text{Range}(\hat{\gamma})$ in at least one point $A \equiv \hat{\gamma}(t_A)$ with $\hat{\mu} \leq t_A \leq \sigma_\mu$: indeed the range of every $\eta \in \Gamma_\Omega(P, Q)$ is contained in the region enclosed by $\gamma_1$ and $\gamma_2$. Hence $\phi(x_1) \leq \dot{\phi}(x_1)$ for every $x_1 \in [\pi_1(P), \pi_1(A)]$, and then $\dot{\xi}(t) \geq \xi(t)$ for every $t \in [0, t_A]$. In the same way, from $\xi(T) = \dot{\xi}(T)$, it follows that the same inequality holds for $t \in [t_A, T]$. \hfill \Box

**Lemma 3.3.4** Suppose that $\Omega$ is an open connected subset of $\Omega^+$, and that $P$ and $Q$ are two points of $\bar{\Omega}$ with $\pi_1(P) < \pi_1(Q)$. Moreover, suppose that the hypothesis (H) hold. Then the conclusions of Lemma 3.3.3 hold.

**Proof.** The case $P, Q \in \Omega$ has been considered in Lemma 3.3.3. Suppose now that $P \in \Omega$, $Q \in \partial \Omega$. It is not restrictive to assume $\text{Dom}(\gamma) = [0, T]$. By the assumptions made on $R$ and $S$, it is clear that $\gamma(t) \in \Omega$, for every $t \in [0, T)$. Indeed $X$ and $Y$ do not vanish and point outward $\Omega$. Consider a sequence $(T_n)_n$, $0 < T_n < T$, converging to $T$ for $n \to +\infty$, and define $\gamma_n \equiv \gamma|[0, T_n]$, $Q_n \equiv \text{Term}(\gamma_n)$. Applying Lemma 3.3.3 to $\gamma_n$, we construct a bang–bang trajectory $\hat{\gamma}_n$ such that

$$
(3.3.2) \quad \pi_1(\gamma_n(t)) \leq \pi_1(\hat{\gamma}_n(t)), \quad \text{for every } t \in [0, T_n].
$$
Extend $\hat{\gamma}_n$ to $[0, T]$ defining $\hat{\gamma}_n(t) = \gamma(t)$ for $t \in [T_n, T]$. It is clear from the proof of Lemma 3.3.3 that we can extract a subsequence $(\hat{\gamma}_{n'})_{n'}$ of $(\gamma_n)_n$ converging uniformly to a bang–bang trajectory $\hat{\gamma} \in \Gamma(P, Q)$, with $T(\hat{\gamma}) = T(\gamma)$. Passing to the limit in (3.3.2), we are done. Similarly we can treat the other cases. 

\[ \square \]

**Remark 3.3.5** Lemma 3.3.3 and 3.3.4 hold if in (H) we replace $\Omega^+$ by $\Omega^-$. 

**Lemma 3.3.6** Suppose $\pi_2(P) = 0$ and $|g(P)| > |a(P)|$. Then there exists $\tau > 0$ with the following property. For every trajectory $\gamma$ starting from $P$, with $T(\gamma) = \tau$ and lying in $\Omega^+$ for positive times, there exists a bang–bang trajectory $\hat{\gamma}$ satisfying:

\begin{align}
\text{In}(\gamma) &= \text{In}(\hat{\gamma}), \\
\text{Term}(\gamma) &= \text{Term}(\hat{\gamma}), \\
\text{Dom}(\gamma) &= \text{Dom}(\hat{\gamma}), \\
\pi_1(\gamma(t)) &\leq \pi_1(\hat{\gamma}(t)) \quad \text{for every } t \in \text{Dom}(\gamma).
\end{align}

**Proof.** Let $R(t)$ be the reachable set in time $t$ from $P$, that is the set of points $Q$ for which there exists a trajectory steering $P$ to $Q$ in time less than or equal to $t$. Since $|g(P)| > |a(P)|$, there exists a neighborhood of $P$ such that $X$ and $Y$ are non vanishing vectors which point to opposite sides of the $x_1$–axis, and $\Delta_B \neq 0$. Therefore there exists $\tau > 0$ small enough such that $R(\tau) \cap \Delta_{\Delta A}^{-1}(0) = \emptyset$, $\gamma^+_P((0, \tau]) \cap \Delta_{\Delta A}^{-1}(0) = \emptyset$ and $X, Y$ do not vanish in $R(\tau)$. The system is locally controllable at $P$ (see [52]), and we can cover a neighborhood of $P$ with bang–bang trajectories $\eta$ having at most one switching, satisfying the PMP and with $T(\eta) \leq \tau$. It is well known that these trajectories form an optimal synthesis covering $R(\tau)$ (see for instance [37]). These are the only time optimal trajectories starting from $P$. Consider a trajectory $\gamma$ as in the statement and let $Q = \gamma(\tau)$. Assume that $Y(P)$ points into $\Omega^+$, the other case being similar. Consider the one parameter family $\gamma_\mu$ of bang–bang trajectories defined as follows. Let $\tau'$ be the first time of intersection of $\gamma^+_Q$ with $\partial R(\tau)$ for negative times, and define $\mu' = \min\{\tau, -\tau'\}$. Let $Q_\mu = \gamma^+_Q(-\mu)$, $\mu \in [0, \mu']$, and define $\eta_\mu$ as the time optimal trajectory steering $P$ to $Q_\mu$. We define $\gamma_\mu$ as the trajectory obtained following $\eta_\mu$ up to the point $Q_\mu$, and then $\gamma^+_Q$
up to the point \( Q \). By the local controllability at the point \( P \), the map \( \mu \mapsto T(\gamma_\mu) \) is continuous; moreover \( T(\gamma_0) \leq T(\gamma) \leq T(\gamma_{\mu'}) \). Hence there exists \( \tilde{\mu} \in [0, \tau] \) such that \( T(\gamma) = T(\tilde{\gamma}) \), with \( \tilde{\gamma} = \gamma_{\tilde{\mu}} \). Notice that \( \tilde{\gamma} \) has at most two switchings. If \( \tilde{\gamma} \) has no switchings or only one switching, then it is time optimal and \( \gamma \equiv \tilde{\gamma} \), so we have done. Suppose now that \( \tilde{\gamma} \) has two switchings at times \( \sigma_1 \) and \( \sigma_2 \), \( \sigma_1 < \sigma_2 \). It is not restrictive to assume that \( \text{Dom}(\gamma) = [0, \tau] \). Let us define the time \( \sigma_3 \) either as the last positive intersection time (if any) of \( \tilde{\gamma} \) with the \( x_1 \)-axis, or set \( \sigma_3 = \sigma_2 \) if there are no such intersections. By a comparison argument as in the proof of Lemma 3.3.3, we have that the inequality in (3.3.3) holds for \( t \in [0, \sigma_1] \cup [\sigma_3, \tau] \). Let \( \sigma_4 \) be the first time at which \( \pi_1(\tilde{\gamma}(t)) = \pi_1(\tilde{\gamma}(\sigma_3)) \). By construction the inequality in (3.3.3) holds for \( t \in [\sigma_4, \sigma_3] \): indeed

\[
\pi_1(\tilde{\gamma}(t)) \geq \pi_1(\tilde{\gamma}(\sigma_4)), \quad \text{for every } t \in [\sigma_4, \sigma_3],
\]

\( t \mapsto \pi_1(\gamma(t)) \) is increasing, and \( \pi_1(\gamma(\sigma_3)) \leq \pi_1(\tilde{\gamma}(\sigma_3)) \). Notice that \( \tilde{\gamma}((0, \sigma_4)) \) lies in \( \Omega^+ \). If \( \sigma_4 \leq \sigma_1 \) we are done. If \( \sigma_4 > \sigma_1 \), suppose by contradiction that there exist \( s \in (\sigma_1, \sigma_4) \) and \( \epsilon > 0 \) such that the inequality in (3.3.3) holds for \( t \in [0, s] \) and does not hold for \( t \in (s, s + \epsilon) \). But in this case we obtain \( \pi_2(\gamma(s)) \geq \pi_2(\tilde{\gamma}(s)) \), hence by a comparison argument \( \pi_1(\gamma(\sigma_4)) > \pi_1(\tilde{\gamma}(\sigma_4)) \), reaching a contradiction.

\[\square\]

**Lemma 3.3.7** The conclusions of Lemma 3.3.6 hold if we replace \( \Omega^+ \) by \( \Omega^- \).

**Proof.** We choose \( \tau > 0 \) and, given \( \gamma \) as in the statement, we construct \( \tilde{\gamma} \) as in the proof of Lemma 3.3.6. We assume again that \( Y(P) \) points into \( \Omega^+ \), and that \( \tilde{\gamma} \) has two switchings at times \( \sigma_1 \) and \( \sigma_2 \). Let \( \sigma_3 \) be the last time for which \( \pi_1(\tilde{\gamma}(t)) \geq \pi_1(P) \). With a comparison argument as in the proof of Lemma 3.3.3, we obtain that the inequality in (3.3.3) holds for \( t \in [\sigma_2, \tau] \). Since the map \( t \mapsto \pi_1(\gamma(t)) \) is monotone decreasing, we have that \( \pi_1(\gamma(t)) \leq \pi_1(P) \) for every \( t \in [0, \tau] \). Hence the inequality in (3.3.3) holds for \( t \in [0, \sigma_3] \). If \( \sigma_3 \geq \sigma_2 \) we are done. Otherwise, if \( \sigma_3 < \sigma_2 \), suppose by contradiction
that there exist $s \in (\sigma_3, \sigma_2)$ and $\varepsilon > 0$ such that the inequality in (3.3.3) holds for $t \in [s, \tau]$ and does not hold for $t \in [s - \varepsilon, s)$. But in this case $\pi_2(\gamma(s)) \leq \pi_2(\hat{\gamma}(s))$, hence $\pi_1(\gamma(\sigma_3)) > \pi_1(\hat{\gamma}(\sigma_3))$, reaching a contradiction.

Lemma 3.3.8 Suppose $\pi_2(P) = 0$ and $|g(P)| > |a(P)|$. Then there exists $\tau > 0$ with the following property: for every trajectory $\gamma$ starting from $P$, with $T(\gamma) = \tau$, there exists a bang-bang trajectory $\hat{\gamma}$ satisfying (3.3.3).

Proof. Choose $\tau > 0$ as in the proof of Lemma 3.3.6, and let $\gamma$ be a trajectory as in the statement. It is not restrictive to assume $\text{Dom}(\gamma) = [0, \tau]$. If $\gamma$ does not interect the $x_1$-axis for positive times, we can apply Lemma 3.3.6 or Lemma 3.3.7. Otherwise let $t_1 \leq \tau$ be the last intersection time of $\gamma$ with the $x_1$-axis for positive times. Clearly we can apply Lemma 3.3.6 or 3.3.7 to $\gamma|[t_1, \tau]$. Hence from now on we shall consider $\gamma|[0, t_1]$. Assume that $Y(P)$ points into $\Omega^+$, define $Q = \gamma(t_1)$ and construct $\hat{\gamma}$ as in the proof of Lemma 3.3.6. We can assume again that $\hat{\gamma}$ is a bang-bang trajectory with two switchings at times $\sigma_1$ and $\sigma_2$. Let $\sigma_3$ be the first positive time of intersection of $\hat{\gamma}$ with the $x_1$-axis. Notice that $\hat{\gamma}([0, \sigma_3]) \subset \overline{\Omega}^+$, $\hat{\gamma}([\sigma_3, t_1]) \subset \overline{\Omega}^−$. Suppose, by contradiction, that there exist $s \in [0, \sigma_1]$, $\varepsilon > 0$ such that

\[
\pi_1(\gamma(t)) \leq \pi_1(\hat{\gamma}(t)), \quad \text{for every } t \in [0, s],
\]

\[
\pi_1(\gamma(t)) > \pi_1(\hat{\gamma}(t)), \quad \text{for every } t \in (s, s + \varepsilon).
\]

By these conditions and by comparing the two trajectories we have that $\pi_2(\gamma(s)) > \pi_2(\hat{\gamma}(s))$. Consider the trajectory $\eta$ which follows $\gamma$ up to time $s$ and then the $X$-trajectory up to the intersection point $R$ with $\gamma_P^+$. By a comparison argument we have that, to steer $P$ to $R$, $\eta$ takes a time strictly smaller than $\gamma_P^+$, contradicting the optimality of $\gamma_P^+$.

Suppose now that there exist $s$, $\varepsilon$ as above, but now with $s \in [\sigma_1, \sigma_2]$. We have again $\pi_2(\gamma(s)) > \pi_2(\hat{\gamma}(s))$. Let $P_1 = \hat{\gamma}(\sigma_1)$, and consider the trajectory $\gamma_{P_1}^-$. There exists a time $s_1 < s$ in which $\gamma$ intersects $\gamma_{P_1}^-$ and $\gamma(s_1) \in \Omega^+$. Let $\eta$ be the trajectory obtained following $\gamma$ up to time $s_1$ and then the
time optimal trajectory that steers $\gamma(s_1)$ to $Q$. If $\gamma(s_1) \in \text{Range}(\dot{\gamma})$, then $T(\eta) \geq T(\dot{\gamma})$, and the equality holds if and only if $\eta = \dot{\gamma}$. Indeed, in this case, $\dot{\gamma}$ is time optimal to steer $P$ to $\gamma(s_1)$ and to steer $\gamma(s_1)$ to $Q$. Otherwise, $\eta(t) = P_1$ for some $t > \sigma_1$, and again $T(\eta) \geq T(\dot{\gamma})$, the equality holding if and only if $\eta = \dot{\gamma}$. On the other hand $T(\eta) \leq T(\gamma) = T(\dot{\gamma})$ by construction. Hence $T(\eta) = T(\dot{\gamma})$, and then $\eta = \gamma = \dot{\gamma}$, which contradicts the definition of $s$. In the same way, but with reversed time, we can argue for $t \in [\sigma_3, t_1]$. \qed

In Lemmas 3.3.6, 3.3.7 and 3.3.8 we have considered trajectories starting from points of the $x_1$-axis, while in Lemmas 3.3.9, 3.3.10 and 3.3.11 we shall consider trajectories arriving to points of this kind.

**Lemma 3.3.9** Suppose $\pi_2(P) = 0$ and $|g(P)| > |a(P)|$. Then there exists $\tau > 0$ with the following property. If $\gamma$ is a trajectory steering a point $Q \in \Omega^+$ to $P$ in time $\tau$ and lying in $\Omega^+$ for $t < \tau$, then there exists a bang-bang trajectory $\dot{\gamma}$ satisfying (3.3.3).

**Proof.** Let $R'(t)$ be the reachable set for reversed time from $P$, that is the set of points $S$ for which there exists a trajectory steering $S$ to $P$ in time less than or equal to $t$. As in the proof of Lemma 3.3.6, we can choose $\tau > 0$ such that $R'(\tau) \cap \Delta_{\bar{B}}^{-1}(0) = \emptyset$, and $\gamma_P^+([-\tau, 0)) \cap \Delta_{\bar{A}}^{-1}(0) = \emptyset$. Moreover we can construct an optimal synthesis for the problem of reaching $P$ in minimum time that covers $R'(\tau)$, which is formed of bang-bang trajectories with at most one switching. Consider a trajectory $\gamma$ satisfying the required assumptions and assume that $Y(P)$ points into $\Omega^+$. We construct a one-parameter family $\gamma_\mu$ of bang-bang trajectories defined as follows. Let $\tau'$ be the first time of intersection of $\gamma_Q^+$ with $\partial R'(\tau)$ for positive times, and define $\mu' = \min\{\tau, \tau'\}$. Given $\mu \in [0, \mu']$, let $Q_\mu \doteq \gamma_Q^+(\mu)$, and define $\eta_\mu$ as the time optimal trajectory which steers $Q_\mu$ to $P$. Define $\gamma_\mu$ as the trajectory obtained following $\gamma_Q^+$ up to the point $Q_\mu$ and then $\eta_\mu$ up to the point $P$. By the local controllability at the point $P$, the map $\mu \mapsto T(\gamma_\mu)$ is continuous and $T(\gamma_0) \leq T(\gamma) \leq T(\gamma_{\mu'})$, hence there exists $\hat{\mu}$ such that $T(\gamma) = T(\dot{\gamma})$, with $\dot{\gamma} \doteq \gamma_{\mu'}$. We can assume $\text{Dom}(\gamma) = \text{Dom}(\dot{\gamma}) = [0, \tau]$. We have that $\pi_1(\gamma(t)) \leq \pi_1(P)$ for every $t \in [0, \tau]$,
so that we are in a case similar to the one of Lemma 3.3.7. Reasoning in the same way we obtain the conclusion.

With the same arguments we obtain the following lemmas.

**Lemma 3.3.10** Suppose \( \pi_2(P) = 0 \) and \(|g(P)| > |a(P)|\). Then there exists \( \tau > 0 \) with the following property. If \( \gamma \) is a trajectory steering a point \( Q \in \Omega^- \) to \( P \) in time \( \tau \) and lying in \( \Omega^- \) for \( t < \tau \), then there exists a bang–bang trajectory \( \hat{\gamma} \) satisfying (3.3.3).

**Lemma 3.3.11** Suppose \( \pi_2(P) = 0 \) and \(|g(P)| > |a(P)|\). Then there exists \( \tau > 0 \) with the following property. For every trajectory \( \gamma \) steering a point \( Q \) to \( P \) in time \( \tau \), there exists a bang–bang trajectory \( \hat{\gamma} \) satisfying (3.3.3).

In Lemmas 3.3.12 and 3.3.14 we shall deal with the singular case in which one of the vector fields \( X, Y \) vanishes at the initial or terminal point of the trajectory.

**Lemma 3.3.12** Suppose \( \pi_2(P) = 0, |g(P)| = |a(P)| \). Then there exists \( \tau > 0 \) with the following property. For every trajectory \( \gamma \) starting from \( P \), with \( T(\gamma) = \tau \), there exists a bang–bang trajectory \( \hat{\gamma} \) satisfying (3.3.3).

**Proof.** If \( g(P) = a(P) = 0 \), then \( F(P) = G(P) = 0 \), and \( \gamma(t) = P \) for every \( t \in [0, \tau] \). The trajectory is independent of the control, and we can define \( \hat{\gamma} \) as the \( Y \)-trajectory through \( P \). Suppose now \( |g(P)| = |a(P)| \neq 0 \). By continuity, there exists a neighborhood \( \mathcal{N}_1 \) of \( P \) such that \( g \) does not vanish on \( \mathcal{N}_1 \).

Let us rewrite the control system in polar coordinates \((\rho, \theta)\) centered at \( P \). We obtain:

\[
\begin{align*}
\rho' &= \sin \theta \cdot (\rho \cos \theta - \hat{a}(\rho, \theta) + u \cdot \hat{g}(\rho, \theta)), \\
\theta' &= \rho^{-1} \cos \theta \cdot (-\hat{a}(\rho, \theta) + u \cdot \hat{g}(\rho, \theta)) - \sin^2 \theta,
\end{align*}
\]

where \( \hat{a}(\rho, \theta) = a(\rho \cos \theta + \pi_1(P), \rho \sin \theta) \), \( \hat{g}(\rho, \theta) = g(\rho \cos \theta + \pi_1(P), \rho \sin \theta) \).

Along the \( X \)-trajectories we have that

\[
\theta' = -\rho^{-1} \cos \theta \cdot (\hat{a}(\rho, \theta) + \hat{g}(\rho, \theta)) - \sin^2 \theta.
\]
Since \( a(P) + g(P) = 0 \), and \( a, g \in C^1(\mathbb{R}^2, \mathbb{R}) \), we have that
\[
|\dot{a}(\rho, \theta) + \dot{g}(\rho, \theta)| \leq C \cdot \rho + \rho \cdot \tau(\rho, \theta),
\]
with \( \tau(\rho, \theta) \to 0 \) as \( \rho \to 0^+ \), uniformly with respect to \( \theta \). Hence there exist a neighborhood \( \mathcal{N}_2 \) of \( P \) and a positive constant \( M \) such that \( |\theta'| < M \) along every \( X \)-trajectory contained in \( \mathcal{N}_2 \). Let us now define \( r(\alpha) \) as the half line through \( P \) with positive slope \( \alpha \), that is \( r(\alpha) = \{(x_1, x_2) \in \mathbb{R}^2 : x_2 = \alpha \cdot (x_1 - \pi_1(P)), x_1 > \pi_1(P)\} \). Since the first component of \( Y(P) \) vanishes, for every \( \sigma > 0 \) small enough there exists \( \beta(\sigma) > 0 \) such that for every \( t \in (0, \sigma) \) the \( Y \)-trajectory \( \gamma^+_P \) through \( P \) lies in the cone with sides \( r(\beta(\sigma)) \) and \( \{x_1 = \pi_1(P), x_2 > 0\} \). Clearly \( \beta(\sigma) \) can be chosen in such a way that \( \beta(\sigma) \to +\infty \) as \( \sigma \to 0^+ \).

Let \( r = r(1) \), and let \( \sigma \) be small enough such that \( \beta = \beta(\sigma) > \sqrt{3} = \tan(\pi/3) \). If \( S \) is a reachable point from \( P \) lying on \( r \), then by Theorem 2.2.2 the time optimal trajectory \( \eta_S \) steering \( P \) to \( S \) is a \( X \times Y \)-trajectory. Choose \( \tau' \in (0, \sigma) \) such that the reachable set \( R(\tau') \) from \( P \) in time \( \tau' \) is contained in \( \mathcal{N}_1 \cap \mathcal{N}_2 \). Since \( |\theta'| < M \) in \( R(\tau') \) along the \( X \)-trajectories, we have that, for every \( S \in r \cap R(\tau') \)
\[
T(\eta_S) > (\arctan \beta - \arctan \alpha)/M > \tau'' = \frac{\pi}{12M}.
\]
Let us define \( \tau \) as the minimum between \( \tau' \) and \( \tau'' \). It is clear that \( R(\tau) \) does not intersect \( r \): indeed every trajectory takes a time strictly greater than \( \tau \) to steer \( P \) to a point of \( r \).

Consider now a trajectory \( \gamma \) as in the statement. Define \( Q = \gamma(\tau) \) and notice that \( Q \) lies in the region above \( r \). Moreover the time optimal trajectory which steers \( P \) to \( Q \) is a \( X \times Y \)-trajectory. Consider the one parameter family of bang–bang trajectories \( \gamma_\mu \) constructed in the following way. Given \( \mu > 0 \), let \( Q_\mu = \gamma^+_Q(-\mu) \), and let \( \mu' \) be the first positive \( \mu \) such that \( Q_\mu \in r \). Let \( I \) be the set of all \( \mu \in [0, \mu'] \) such that the trajectory \( \gamma_{Q_\mu}^- \) intersects \( \gamma^+_P \) for negative times in a point \( R_\mu \). We have that either \( I \equiv [0, \mu'] \), or \( I = [0, \mu''] \), with \( \mu'' \leq \mu' \).
For $\mu \in I$, let us define $\gamma_\mu$ as the trajectory starting from $P$ that follows $\gamma_P^+$ up to the point $R_\mu$, then $\gamma_{R_\mu}^-$ up to the point $Q_\mu$, and finally $\gamma_{Q_\mu}^+$ up to the point $Q$. By construction the map $\mu \mapsto T(\gamma_\mu)$ is continuous on $I$. Since $\gamma_0$ is time optimal, we have that $T(\gamma_0) \leq T(\gamma)$. If $I = [0, \mu']$, then $T(\gamma_{\mu'}) \geq \tau = T(\gamma)$: indeed $\gamma_{\mu'}$ intersects $r$ in $Q_{\mu'}$. If $I = [0, \mu'']$, then necessarily $\gamma_{Q_{\mu''}}^-(t) \to P$ as $t \to -\infty$, hence $T(\gamma_\mu) \to +\infty$ as $\mu \to \mu''$. In both cases there exists $\mu \in I$ such that $T(\gamma) = T(\hat{\gamma})$, with $\hat{\gamma} \equiv \gamma_\mu$. By construction $\hat{\gamma}$ is bang–bang with at most two switchings, and \eqref{3.13} can be proved with the same comparison argument of Lemma 3.3.3. \hfill $\Box$

**Remark 3.3.13**  If we fix a compact set $K \subset \mathbb{R}^2$, then the time $\sigma$ in the proof of Lemma 3.3.12 can be chosen uniformly positive in $P \in K$.

In the same way we can prove the following

**Lemma 3.3.14**  Suppose $\pi_2(P) = 0$, $|g(P)| = |a(P)|$. Then there exists $\tau > 0$ with the following property: for every trajectory $\gamma$ with terminal point $P$, and with $T(\gamma) = \tau$, there exists a bang–bang trajectory $\hat{\gamma}$ satisfying \eqref{3.13}.

We can now prove the main result of the chapter.

**Proof of Theorem 3.3.1.** We rewrite the problem $(P)$ as a control system in $\mathbb{R}^2$

\begin{equation}
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -a(x_1, x_2) + u g(x_1, x_2).
\end{align*}
\end{equation}

Let $\gamma(t) \equiv (x(t), x'(t))$ be the trajectory of this system corresponding to $x$. We shall construct a bang–bang trajectory $\hat{\gamma}$ by making a concatenation of local bang–bang variations of $\gamma$.

Let $R > 0$ be such that $\text{Range}(\gamma) \subset B(0, R)$. Consider a connected component $A$ of $Z_R$, and assume that $\gamma(\bar{t}) \in A$ for some $\bar{t} \in [a, b]$. If $F(\gamma(\bar{t})) = 0$, then every trajectory through $\gamma(\bar{t})$ is a constant trajectory, hence there is nothing to prove. Otherwise let $A'$ be the connected component of $A \setminus \{x \in \mathbb{R}^2 : F(x) = 0\}$ which contains $\gamma(\bar{t})$. Since the vector field $F$ is tangent to
\( A \) in every point of \( A \), there exists a trajectory \( \eta : I \rightarrow \mathbb{R}^2 \) of (3.3.4), with \( I \) unbounded if \( A' \neq A \), such that Range(\( \eta \)) = \( A' \), and \( \eta(i) = \gamma(i) \). Moreover, the control has no effect in \( A \), hence \( \gamma \equiv \eta \) on \( I \setminus [a,b] \).

Consider the set \( S_1 = \{ t \in [a,b] : g(\gamma(t)) = 0 \} \). From (i) and (ii) we have that \( S_1 \) is a finite union of isolated points and closed intervals, say

\[
S_1 = \{t_1, \ldots, t_n\} \cup [r_1, s_1] \cup \cdots \cup [r_m, s_m].
\]

For every \( t_i, i = 1, \ldots, n \), there exists \( \tau_i > 0 \) such that Lemma 3.3.4 can be applied to \( \gamma|[t_i - \tau_i, t_i] \) and to \( \gamma|[t_i, t_i + \tau_i] \). In this way we construct a bang–bang trajectory \( \tilde{\gamma}_i \) defined on \( I_i = [t_i - \tau_i, t_i + \tau_i] \). Define \( \tilde{\gamma}(t) = \tilde{\gamma}_i(t) \) for \( t \in I_i \).

For every \( r_j, s_j, j = 1, \ldots, m \), there exists \( \rho_j > 0 \) such that we can apply Lemma 3.3.4 to \( \gamma|[r_j - \rho_j, r_j] \) and to \( \gamma|[s_j, s_j + \rho_j] \). Notice that every trajectory \( \eta \) with Range(\( \eta \)) \( \subset S_1 \) is bang–bang because it corresponds, for example, to the constant control \( u \equiv +1 \). Indeed, on \( S_1 \), the control has no effect. Then we can construct a bang–bang trajectory \( \tilde{\gamma}_j \) on \( J_j = [r_j - \rho_j, s_j + \rho_j], j = 1, \ldots, m \), by applying Lemma 3.3.4 and choosing control \( u \equiv 1 \) for \( t \in [r_j, s_j] \). Define \( \tilde{\gamma}(t) = \tilde{\gamma}_j(t) \) for \( t \in J_j \).

Consider now the compact set

\[
S_2 = \left\{ t \in [a,b] \setminus \left( \bigcup_i \text{int} I_i \cup \bigcup_j \text{int} J_j \right) : \pi_2(\gamma(t)) = 0, |g(\gamma(t))| = |a(\gamma(t))| \right\},
\]

and let \( \kappa = \min\{\text{dist}(\gamma(t), \mathcal{M}) : t \in S_2\} \). Since \( S_1 \cap S_2 = \emptyset \), we have that \( \kappa > 0 \).

Let us define the compact sets

\[
D^- = \{ x_1 \in \mathbb{R} : (x_1, 0) \in \gamma(S_2), X(\gamma((x_1, 0))) = 0 \},
\]

\[
D^+ = \{ x_1 \in \mathbb{R} : (x_1, 0) \in \gamma(S_2), Y(\gamma((x_1, 0))) = 0 \},
\]

\[
\tilde{D}^\pm = D^\pm \times \tilde{B}(0, \kappa/2) \subset \mathbb{R}^3.
\]
Let us consider the set of singular points $D^-$, the case $D^+$ being similar. Let us define the function $h(x_1, x_2) = a(x_1, x_2) + g(x_1, x_2)$. Since $h$ is of class $C^1$, there exists a continuous function $\tau: \tilde{D}^- \to \mathbb{R}$ such that

$$h(x_1 + \delta_1, \delta_2) = h'(x_1, 0) \cdot \delta + |\delta| \tau(x_1; \delta), \quad \text{for every } (x_1, \delta) \in \tilde{D}^-,$$

with $\delta = (\delta_1, \delta_2)$. Since $\tau$ and $h'$ are continuous on the compact set $\tilde{D}^-$, there exists $C > 0$ such that

$$|h(x_1 + \delta_1, \delta_2)| \leq C |\delta|, \quad \text{for every } (x_1, \delta) \in \tilde{D}^-.$$

Passing in polar coordinates centered at a point $P = (x_1, 0), x_1 \in D^-$, as in the proof of Lemma 3.3.12, we have that there exists $M$ independent of $x_1 \in D^-$ such that $|\theta'| < M$ along every $X$-trajectory in $B(P, \kappa/2)$. This estimate, and Remark 3.3.13, imply that we can choose the time $\tau$ of Lemma 3.3.12 independent of the point $P \in D^- \times \{0\}$.

Hence, given $t_1, t_2 \in S_2$, belonging to different connected components of $S_2$, we have that $|t_1 - t_2| \geq \tau$. This implies that $\partial S_2$ is a finite set.

If $[c, d]$ is a nontrivial connected component of $S_2$, and $u$ is the control corresponding to $\gamma$, then necessarily either $u \equiv +1$ or $u \equiv -1$ on $[c, d]$. Reasoning as for $S_1$, applying Lemmas 3.3.12 and 3.3.14, we can define $\tilde{\gamma}$ on a finite union of closed intervals $K_k, k = 1, \ldots, p$, of positive length $\sigma_k$, covering a neighborhood of $S_2$.

Consider now the compact set

$$S_3 = \left\{ t \in [a, b] \cap \left( \bigcup_i \text{int } I_i \cup \bigcup_j \text{int } J_j \cup \bigcup_k \text{int } K_k \right) : \pi_2(\gamma(t)) = 0 \right\}.$$

Since $|g(\gamma(t))| \neq |a(\gamma(t))|$, and $g(\gamma(t)) \neq 0$ for every $t \in S_3$, we have that

$$\text{dist}(\gamma(S_3), \mathcal{M}) > 0, \quad \text{dist}(\gamma(S_3), \{x \in \mathbb{R}^2 : |g(x)| = |a(x)|\}) > 0.$$

Hence there exists $\varepsilon > 0$ such that for every $t \in S_3$ we can apply, to $\gamma|[t - \varepsilon, t + \varepsilon]$, Lemma 3.3.4 if $|g(\gamma(t))| < |a(\gamma(t))|$, and Lemmas 3.3.8 and 3.3.11 if
the opposite inequality holds. Indeed, if \(|g(P)| < |a(P)|\), \(P \equiv \gamma(t)\), the vector fields \(X(P)\) and \(Y(P)\) point to the same side with respect to the \(x_1\)-axis. We can define \(\hat{\gamma}\) on a finite union of intervals \(L_l, l = 1, \ldots, q\), of positive length, covering a neighborhood of \(S_3\).

Finally let us define

\[
S_4 \equiv [a, b] \setminus \left( \bigcup_i \text{int } I_i \cup \bigcup_j \text{int } J_j \cup \bigcup_k \text{int } K_k \cup \bigcup_l \text{int } L_l \right) \equiv \bigcup_{\nu=1}^{N} [a_\nu, b_\nu].
\]

There exists \(\delta > 0\) such that for every \(t \in [a_\nu, b_\nu], \nu = 1, \ldots, N\), the hypotheses of Lemma 3.3.3 hold for \(\gamma|([t - \delta, t + \delta] \cap [a_\nu, b_\nu])\). We can cover \(S_4\) with a finite number of such intervals, and we can construct \(\hat{\gamma}\) on \(S_4\) by applying Lemma 3.3.3 on each interval. It is clear that \(\hat{\gamma}\) is well defined on \([a, b]\) because, on the boundary of every subinterval on which it was defined, it coincides with \(\gamma\). Now \(z(t) = \pi_1(\hat{\gamma}(t)), t \in [a, b]\), is a bang–bang solution of \((P)\) and by construction it verifies all the requirements. If we consider the system \((P)\) with reversed time, we obtain in the same manner the bang–bang trajectory \(y\) with the stated properties. \(\square\)

3.4. Applications

Consider the control problem \((P)\), with \(u \in [-1, 1]\). Let \(c : [a, b] \rightarrow \mathbb{R}\) be an arbitrary function. For every initial condition \((x_0, v_0)\) we define the families of solutions of \((P)\) in \([a, b]\):

\[
S \equiv \{ x : [a, b] \rightarrow \mathbb{R} \text{ solution of } (P) : (x(a), x'(a)) = (x_0, v_0) \},
\]

\[
T \equiv \{ x : [a, b] \rightarrow \mathbb{R} \text{ bang–bang solution of } (P) : (x(a), x'(a)) = (x_0, v_0) \}.
\]

We can now define the constrained reachable sets

\[
\mathcal{X} \equiv \{ (x(b), x'(b)) : x(t) \leq c(t) \forall t \in [a, b], x \in S \},
\]

\[
\mathcal{Y} \equiv \{ (x(b), x'(b)) : x(t) \leq c(t) \forall t \in [a, b], x \in T \}.
\]
If the assumptions of Theorem 3.3.1 are satisfied, we immediately obtain the following

**Theorem 3.4.1** The sets \( \mathcal{X}, \mathcal{Y} \) coincide; in particular, the reachable set associated to bang-bang constrained solutions \( \mathcal{Y} \) is closed.

As another application, we prove now an existence result for Bolza problems with nonlinear dynamics.

**Theorem 3.4.2** Let

\[
J(x) = \int_{a}^{b} \left[ \alpha(t,x) + \beta(t,x) \cdot x' + \gamma(x') \cdot x'' \right] dt,
\]

with \( \alpha, \beta \in C^{1}([a,b] \times \mathbb{R}, \mathbb{R}) \) and \( \gamma \in C(\mathbb{R}, \mathbb{R}) \). Let us consider the following minimization problem

\[
\min \left\{ J(x) \mid x \in \mathcal{F}, \, x(a) = x_{0}, \, x'(a) = v_{0}, \, x(b) = x_{1}, \, x'(b) = v_{1} \right\},
\]

where \( \mathcal{F} \) is the family of solutions of (3.2.1). Assume that the hypotheses of Theorem 3.3.1 are satisfied, and that

\[
(3.4.1) \quad \frac{\partial \alpha}{\partial x}(t,x) - \frac{\partial \beta}{\partial t}(t,x) > 0 \quad \text{(resp. < 0)},
\]

for every \((t,x) \in [a,b] \times \mathbb{R}\). If \( x : [a,b] \to \mathbb{R} \) is an optimal solution, then \( x \) is bang-bang with a finite number of switchings.

**Proof.** Let

\[
B(t,x) = \int_{0}^{x} \beta(t,z) \, dz, \quad C(x') = \int_{0}^{x'} \gamma(\xi) \, d\xi.
\]

We have that

\[
\int_{a}^{b} \left[ \alpha(t,x) + \beta(t,x) \cdot x' + \gamma(x') \cdot x'' \right] dt = \int_{a}^{b} \left[ \alpha(t,x) - \frac{d}{dt} B(t,x) + \frac{d}{dt} C(x') \right] dt = C(v_{1}) - C(v_{0}) + B(b,x_{1}) - B(a,x_{0}) + \int_{a}^{b} \left[ \alpha(t,x) - \frac{\partial B}{\partial t}(t,x) \right] dt.
\]
Clearly
\[ \frac{\partial B}{\partial t}(t, x) = \int_0^z \frac{\partial \beta}{\partial t}(t, y) \, dy, \]
and then \( \frac{\partial^2 B}{\partial x \partial t} = \frac{\partial \beta}{\partial t} \). Hence, by (3.4.1),
\[ \frac{\partial}{\partial x} \left[ \alpha(t, x) - \frac{\partial B}{\partial t}(t, x) \right] = \frac{\partial \alpha}{\partial x}(t, x) - \frac{\partial \beta}{\partial t}(t, x) > 0, \quad \text{(resp. } < 0), \]
that is the map \( x \mapsto \delta(t, x) = \alpha(t, x) - \frac{\partial B}{\partial t}(t, x) \) is strictly increasing (resp. decreasing) for every fixed \( t \in [a, b] \). By Theorem 3.3.1, there exists a bang-bang solution \( y : [a, b] \to \mathbb{R} \) satisfying the boundary conditions and such that \( y(t) \leq x(t) \) (resp. \( x(t) \leq y(t) \)) for every \( t \in [a, b] \). By the strictly monotonicity of \( x \mapsto \delta(t, x) \), we have that
\[ \int_a^b \delta(t, y(t)) \, dt \leq \int_a^b \delta(t, x(t)) \, dt, \]
the equality holding if and only if \( x(t) = y(t) \) for a.e. \( t \in [a, b] \), and then
\[ J(y) = C(v_1) - C(v_0) + B(b, x_1) - B(a, x_0) + \int_a^b \delta(t, y(y)) \, dt \leq J(x), \]
with \( J(y) = J(x) \) if and only if \( x(t) = y(t) \) for a.e. \( t \in [a, b] \). By the optimality of \( x \), it follows that \( x = y \) a.e., reaching the conclusion. \( \Box \)
Chapter 4
An existence result for non-coercive non-convex problems

4.1. Introduction

In this chapter we consider the minimization problem

\begin{equation}
\min \int_0^T [(a(t), u(t)) + f(u'(t))] \, dt,
\end{equation}

in the class \( \mathcal{AC} \) of the absolutely continuous functions from \([0, T]\) into \( \mathbb{R}^m \) satisfying the boundary conditions

\begin{equation}
u(0) = u_0, \quad u(T) = u_1.\end{equation}

Here \( a: [0, T] \to \mathbb{R}^m \) is a continuous function.

It is well known (see, for example, [23]) that this problem has a solution if \( f \) satisfies the so called growth condition of Tonelli:

\begin{equation}
f(\xi) \geq \psi(|\xi|), \quad \text{for every } \xi \in \mathbb{R}^m,
\end{equation}

with \( \psi: [0, +\infty) \to \mathbb{R} \) superlinear, that is

\begin{equation}
\lim_{s \to +\infty} \frac{\psi(s)}{s} = +\infty.
\end{equation}

Recently, in [18], it was introduced a new class \( \mathcal{G} \) of convex functions, satisfying a growth condition strictly weaker than superlinearity, and for which the problem

\[
\min \left\{ \int_0^T [g(u(t)) + f(u'(t))] \, dt : u \in \mathcal{AC}, \ u(0) = u_0, \ u(T) = u_1 \right\},
\]
has a solution for every non-negative, continuous function $g$. This class $\mathcal{G}$ consists of all strictly convex functions $f \in C^1(\mathbb{R}^m, \mathbb{R})$ satisfying the "energy condition"

\begin{equation}
\lim_{|x| \to +\infty} [f(x) - (x, \nabla f(x))] = -\infty.
\end{equation}

The technique used in this chapter is completely different from the one used in [18], and it is based on an existence result due to Olech ([43]), which turns to be a corollary of a Lyapunov–type theorem on the range of nonatomic, finite, vector-valued measures. We consider the class $\mathcal{F}$ of all lower semicontinuous functions $f: \mathbb{R}^m \to \mathbb{R}$, such that the convexification $f^{**}$ satisfies the growth condition:

\begin{equation}
\lim_{n \to +\infty} [f^{**}(x_n) - (x_n, \nabla f^{**}(x_n))] = -\infty,
\end{equation}

for every sequence $(x_n) \subset \mathbb{R}^m$ of points of differentiability of $f^{**}$ such that $\lim_n |x_n| = +\infty$. We prove that, for every $f \in \mathcal{F}$, the minimization problem (4.1.1)-(4.1.2) has a solution.

For related results on non-coercive problems, we mention the papers [3], [6], [7], [26]. In connection with problems without convexity assumptions, we cite [16] and [41] in the case of calculus of variations, and the paper [47] for control theory.

4.2. Preliminaries

We recall that, by Carathéodory's theorem, we have the following characterization of the convex hull of a set $A \subset \mathbb{R}^m$:

\begin{equation}
\text{co } A = \left\{ x \in \mathbb{R}^m \mid x = \sum_{i=1}^{m+1} \lambda_i x_i, \; \lambda \in E_{m+1}, \; x_i \in A \; \forall i \right\},
\end{equation}

where $\lambda = (\lambda_1, \ldots, \lambda_{m+1})$, and $E_{m+1}$ denotes the standard simplex:

\[ E_{m+1} = \left\{ (\lambda_1, \ldots, \lambda_{m+1}) \in \mathbb{R}^{m+1} \mid \lambda_i \geq 0 \; \forall i, \; \sum_{i=1}^{m+1} \lambda_i = 1 \right\}. \]
A multifunction \( F: \Omega \to 2^{\mathbb{R}^m} \setminus \emptyset \) is upper semicontinuous (u.s.c.) if, for every \( x_0 \in \Omega \) and every \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that
\[
F(x) \subseteq F(x_0) + B_\varepsilon, \quad \text{for every } x \in B_\delta(x_0) \cap \Omega.
\]
We shall say that \( F \) is monotone if, for every \( x, y \in \Omega \),
\[
\langle p_x - p_y, x - y \rangle \geq 0, \quad \text{for every } p_x \in F(x), \ p_y \in F(y).
\]

Given a function \( \psi: \mathbb{R}^m \to \mathbb{R} \), we will denote by \( \psi^{**} \) its convexification, that is the largest convex function satisfying \( \psi^{**} \leq \psi \).

Let \( \psi: \mathbb{R}^m \to \mathbb{R} \) be a convex function. For every \( x \in \mathbb{R}^m \) we define the subdifferential of \( \psi \) at \( x \) as the set
\[
\partial \psi(x) \doteq \{ p \in \mathbb{R}^m \mid \psi(y) \geq \psi(x) + \langle p, y - x \rangle, \ \forall y \in \mathbb{R}^m \}. 
\]
We collect here some properties of the subdifferential; for a proof see, for example, [24] or [35]. We denote by \( \mathcal{D}(\psi) \) the set of points of differentiability of \( \psi \).

**Proposition 4.2.1** Let \( \psi: \mathbb{R}^m \to \mathbb{R} \) be a convex function. Then:

(i) \( \partial \psi(x) \) is a nonempty, convex, compact subset of \( \mathbb{R}^m \) for every \( x \in \mathbb{R}^m \);

(ii) \( \partial \psi \) is a monotone u.s.c. multifunction;

(iii) \( \psi \) is Lipschitz continuous, it is differentiable at almost every point \( x \in \mathbb{R}^m \), and \( \partial \psi(x) = \{ \nabla \psi(x) \} \) for every \( x \in \mathcal{D}(\psi) \);

(iv) for every \( x \in \mathbb{R}^m \), we have that
\[
\partial \psi(x) = \text{co} \left\{ \lim_{k \to +\infty} \nabla \psi(x_k) \mid x_k \in \mathcal{D}(\psi) \ \forall k \in \mathbb{N}, \ \lim_{k \to +\infty} x_k = x \right\}.
\]

**Remark 4.2.2** By property (iv) and the characterization (4.2.1) of the convex hull, we have that, if \( p \in \partial \psi(x) \), there exist \( m + 1 \) sequences \( (x_k^j)_{k \in \mathbb{N}} \subseteq \mathcal{D}(\psi), \ j = 1, \ldots, m + 1 \), and \( \lambda \in \mathbb{R}_{m+1} \), such that:
\[
p = \sum_{j=1}^{m+1} \lambda_j p_j, \quad p_j = \lim_{k \to +\infty} \nabla \psi(x_k^j), \quad \lim_{k \to +\infty} x_k^j = x, \quad j = 1, \ldots, m + 1.
\]
This implies that, for every $\varepsilon > 0$ and every $\delta > 0$, there exist $y_1, \ldots, y_{m+1} \in \mathcal{D}(\psi) \cap B_\delta(x)$, such that

$$|\nabla \psi(y_j) - p_j| < \varepsilon, \quad \text{for every } j = 1, \ldots, m + 1.$$

Now we will prove some technical lemmas that will be used in the subsequent section.

**Lemma 4.2.3** Let $D = \overline{B}_R(0) \subset \mathbb{R}^m$, $F: D \to 2^{\mathbb{R}^m} \setminus \emptyset$ u.s.c., with compact convex values. Assume that, for every $x \in \partial D$,

$$\langle p, x \rangle \geq 0, \quad \text{for every } p \in F(x).$$

Then there exists $y \in D$ such that $0 \in F(y)$.

**Proof.** Let us define the multifunction $G = I - F$. Clearly, $G$ is u.s.c. with compact convex values.

Moreover, $\lambda x \notin G(x)$ for every $x \in \partial D$ and every $\lambda > 1$. Indeed, suppose by contradiction that there exist $x \in \partial D$, $p \in F(x)$ and $\lambda > 1$ such that $\lambda x = x - p$. We have that

$$0 \leq \langle p, x \rangle = - (\lambda - 1) R^2 < 0,$$

reaching a contradiction.

Hence $G$ has a fixed point (see [34], Theorem 11.6), that is there exists $y \in D$ such that $y \in G(y)$. But this condition is equivalent to $0 \in F(y)$.

**Lemma 4.2.4** Let $D$ and $F$ be as in the previous lemma. If $0 \notin F(D)$, then there exist $y \in \partial D$ and $q \in F(y)$ such that $\langle q, y \rangle \leq 0$.

**Proof.** Suppose that, for every $x \in \partial D$, $\langle p, x \rangle > 0$, for every $p \in F(x)$. Then Lemma 4.2.3 implies that $0 \in F(D)$, giving a contradiction.
4.3. The main result

We start this section by stating an existence result due to Olech ([43]).

**Theorem 4.3.1** Assume that $f: \mathbb{R}^m \to \mathbb{R}$ is a lower semicontinuous function. If the set

$$H \doteq \left\{ p \in \mathbb{R}^m \mid \sup_{x \in \mathbb{R}^m} [(p, x) - f(x)] < +\infty \right\}$$

is open, then the minimization problem (4.1.1)-(4.1.2) has a solution.

This result is a consequence of a generalization of the Lyapunov theorem (see, for example, [23] for a treatment of this subject).

It is easy to verify that, if $f$ satisfies the superlinearity condition (4.1.3)-(4.1.4), then $H \equiv \mathbb{R}^m$. Indeed, for every $p \in \mathbb{R}^m$ there exists $R > 0$ such that

$$\frac{f(x)}{|x|} \geq \frac{\psi(|x|)}{|x|} \geq |p|, \text{ for every } |x| \geq R.$$  \hspace{1cm} (4.3.2)

If we set $M \doteq \max\{|p| \cdot |x| - f(x); |x| \leq R\}$, by (4.3.2) we have that:

$$\langle p, x \rangle - f(x) \leq |p| \cdot |x| - f(x) \leq \max\{0, M\},$$

for every $x \in \mathbb{R}^m$, and then $p \in H$.

We will show that the family of functions for which the set $H$ is open includes the class $\mathcal{F}$ of all lower semicontinuous functions $f : \mathbb{R}^m \to \mathbb{R}$ satisfying

$$\lim_{|x| \to +\infty} E_f(x) = -\infty,$$ \hspace{1cm} (4.3.3)

for every selection $E_f: \mathbb{R}^m \to \mathbb{R}$ of the multifunction

$$E_f(x) \doteq \{ f^{**}(x) - \langle p, x \rangle \mid p \in \partial f^{**}(x) \}.$$ \hspace{1cm} (4.3.4)

Clearly, $f \in \mathcal{F}$ if and only if $f^{**} \in \mathcal{F}$. Moreover, by property (iii) in Proposition 4.2.1, every selection $E_f$ coincides for almost every $x \in \mathbb{R}^m$ with $f^{**}(x) - \langle \nabla f^{**}(x), x \rangle$, and then it is measurable.
Before proving the main theorem, we give a characterization of the class \( \mathcal{F} \) that involves only the points of differentiability of the functions. In particular, this implies that the property (4.3.3) is independent of the selection.

**Proposition 4.3.2** Let \( f: \mathbb{R}^m \to \mathbb{R} \) be a convex function. Then \( f \in \mathcal{F} \) if and only if the following property holds:

\[
(P) \lim_{n \to +\infty} [f(x_n) - \langle \nabla f(x_n), x_n \rangle] = -\infty, \text{ for every sequence } (x_n) \subset \mathcal{D}(f) \text{ such that } |x_n| \to +\infty.
\]

**Proof.** Clearly, if \( f \in \mathcal{F} \) then \( f \) satisfies (P). Suppose now that (P) holds, and prove that \( f \in \mathcal{F} \).

Let \( E \) be a selection of \( \mathcal{E}_f \). Let \( (x^n) \) be a sequence of points of \( \mathbb{R}^m \) such that \( |x^n| \to +\infty \) for \( n \to +\infty \), and let \( p^n \in \partial f(x^n) \) be such that \( E(x^n) = f(x^n) - \langle p^n, x^n \rangle \), for every \( n \in \mathbb{N} \).

Fix \( n \in \mathbb{N} \). By Remark 4.2.2, there exist \( p^n_j \in \partial f(x^n) \), \( y^n_j \in \mathcal{D}(f) \cap B_1(x^n) \), \( j \in J \equiv \{1, \ldots, m+1\} \), and \( \bar{\lambda}^n \in E_{m+1} \) such that

\[
(4.3.5) \quad p^n = \sum_{j=1}^{m+1} \lambda^n_j p^n_j, \quad |\nabla f(y^n_j) - p^n_j| < \frac{1}{|x^n| + 1}, \quad \text{for every } j \in J.
\]

The last inequality implies that

\[
(4.3.6) \quad |\langle \nabla f(y^n_j) - p^n_j, y^n_j \rangle| < \frac{|y^n_j|}{|x^n| + 1} < 1, \quad \text{for every } j \in J.
\]

By the convexity of \( f \) we have that

\[
(4.3.7) \quad f(x^n) - f(y^n_j) \leq \langle p^n_j, x^n - y^n_j \rangle, \quad \text{for every } j \in J.
\]

Using (4.3.6) and (4.3.7), for every \( j \in J \) we obtain

\[
(4.3.8) \quad f(x^n) - \langle p^n_j, x^n \rangle = [f(x^n) - f(y^n_j)] + f(y^n_j) - \langle p^n_j, x^n - y^n_j \rangle + \langle \nabla f(y^n_j) - p^n_j, y^n_j \rangle - \langle \nabla f(y^n_j), y^n_j \rangle \leq E(y^n_j) + \langle \nabla f(y^n_j) - p^n_j, y^n_j \rangle \leq E(y^n_j) + 1.
\]
Recalling (4.3.5), and using the estimate (4.3.8), one obtains

\[
E(x^n) = f(x^n) - \langle p^n, x^n \rangle = \sum_{j=1}^{m+1} \lambda_j^n [f(x^n) - \langle p_j^n, x^n \rangle] \leq \\
\leq \sum_{j=1}^{m+1} \lambda_j^n E(y^n_j) + 1 \leq \mu^n + 1,
\]

(4.3.9)

where \( \mu^n \equiv \max\{E(y^n_j) : j \in J\} \).

For every fixed \( j \in J \), we have that \( y^n_j \in B_1(x^n) \) for every \( n \in \mathbb{N} \), hence \( |y^n_j| \to +\infty \), as \( n \to +\infty \). Moreover, \( y^n_j \in D(f) \) for every \( n \) and \( j \), hence property (P) implies that \( \mu^n \to -\infty \) for \( n \to +\infty \). By the estimate (4.3.9) we have that

\[
\lim_{n \to +\infty} E(x^n) = -\infty.
\]

(4.3.10)

Since (4.3.10) is true for every diverging sequence \( (x^n) \subset \mathbb{R}^m \), one has

\[
\lim_{|x| \to +\infty} E(x) = -\infty.
\]

(4.3.11)

But now we have that (4.3.11) holds for every selection \( E \) of \( \mathcal{E}_f \), hence \( f \in \mathcal{F} \).

\( \square \)

Now we will prove two lemmas concerning the structure of the set \( H \).

These results, together with Theorem 4.3.1, will imply an existence result for the problem (4.1.1)-(4.1.2) with \( f \in \mathcal{F} \).

**Lemma 4.3.3** If \( f \in \mathcal{F} \) is convex, then the set \( H \) coincides with the set \( S = \partial f(\mathbb{R}^m) \). Moreover, these two sets are open.

**Proof.** Let \( p \in S \), and let \( y \in \mathbb{R}^m \) be such that \( p \in \partial f(y) \). By the convexity of \( f \) we have that, for every \( x \in \mathbb{R}^m \),

\[
(p, x) - f(x) \leq (p, y) - f(y),
\]

and then \( p \in H \).
Now let \( p \notin S \). For every \( R > 0 \) we can apply Lemma 4.2.4 to the multifunction \( F = \partial f - p \), obtaining \( y \in \mathbb{R}^m \), \( |y| = R \), and \( q \in \partial f(y) \) such that \( \langle q - p, y \rangle \leq 0 \).

Hence, we can construct a sequence \((x_n, p_n), n \in \mathbb{N}\), such that \( \lim_n |x_n| = +\infty \) and

\[
p_n \in \partial f(x_n), \quad \langle p_n - p, x_n \rangle \leq 0, \quad \text{for every } n \in \mathbb{N}.
\]

Let \( E \) be a selection of the multifunction \( E_f \), defined in (4.3.4), such that \( E(x_n) = f(x_n) - \langle p_n, x_n \rangle \), for every \( n \in \mathbb{N} \). We have that

\[
\langle p, x_n \rangle - f(x_n) = \langle p - p_n, x_n \rangle - E(x_n) \geq -E(x_n) \to +\infty, \quad n \to +\infty,
\]

and then \( p \notin H \).

It remains to prove that \( S \) is open. We consider a sequence \( p_n \notin S \), \( n \in \mathbb{N}, p_n \to p \), and we will prove that \( p \notin S \). Clearly, we can assume that \( p_n \neq p \) for every \( n \in \mathbb{N} \), otherwise we are done. By Lemma 4.2.4 applied to the multifunction \( F = \partial f - p_n \), we have that, for every \( n \in \mathbb{N} \), there exist \( x_n \in \mathbb{R}^m \) and \( q_n \in \partial f(x_n) \) such that

\[
|x_n| = \frac{1}{|p - p_n|}, \quad \langle q_n - p_n, x_n \rangle \leq 0.
\]

Now, let \( \tilde{E} \) be a selection of \( E_f \) such that \( \tilde{E}(x_n) = f(x_n) - \langle q_n, x_n \rangle \), for every \( n \in \mathbb{N} \). Since \( \lim_n |x_n| = +\infty \), we have that the r.h.s. of the following inequality

\[
\langle p, x_n \rangle - f(x_n) = \langle p - p_n, x_n \rangle + \langle p_n - q_n, x_n \rangle - \tilde{E}(x_n) \geq -1 - \tilde{E}(x_n)
\]

tends to \( +\infty \) as \( n \to +\infty \), and then \( p \notin S \).

\[\square\]

**Lemma 4.3.4** Assume \( f: \mathbb{R}^m \to \mathbb{R} \) is lower semicontinuous, and let \( H \) and \( H^{**} \) be respectively the sets defined in (4.3.1) for \( f \) and \( f^{**} \). Then \( H = H^{**} \); in particular, if \( f \in \mathcal{F} \), then \( H \) is open.
Proof. The inclusion $H^{**} \subset H$ is trivial: indeed for every $x \in \mathbb{R}^m$ we have
\[ \langle p, x \rangle - f^{**}(x) \geq \langle p, x \rangle - f(x). \]

Now suppose that $p \notin H^{**}$. By the very definition of $H^{**}$, there exists a sequence $(x^n) \subset \mathbb{R}^m$ such that
\[ \lim_{n \to +\infty} [\langle p, x^n \rangle - f^{**}(x^n)] = +\infty. \tag{4.3.12} \]

Fix $\varepsilon > 0$. Since, for every $\xi \in \mathbb{R}^m$,
\[ f^{**}(\xi) = \inf \left\{ \sum_{j=1}^{m+1} \lambda_j f(\xi_j) \mid \sum_{j=1}^{m+1} \lambda_j \xi_j = \xi, \lambda \in E_{m+1} \right\}, \]
then for every $n \in \mathbb{N}$ there exist $x^n_j \in \mathbb{R}^m, j = 1, \ldots, m + 1$, and $\lambda^n \in E_{m+1}$ such that
\[ \sum_{j=1}^{m+1} \lambda^n_j x^n_j = x^n, \quad f^{**}(x^n) > \sum_{j=1}^{m+1} \lambda^n_j f(x^n_j) - \varepsilon. \]

This implies that
\[ \langle p, x^n \rangle - f^{**}(x^n) < \sum_{j=1}^{m+1} \lambda^n_j [\langle p, x^n_j \rangle - f(x^n_j)] + \varepsilon. \tag{4.3.13} \]

By (4.3.12) and (4.3.13), there exists at least one index $j \in \{1, \ldots, m + 1\}$ such that, up to a subsequence,
\[ \lim_{n \to +\infty} [\langle p, x^n_j \rangle - f(x^n_j)] = +\infty. \]

Hence $p \notin H$, and then we have the other inclusion $H \subset H^{**}$. \qed

The following theorem is a direct consequence of Theorem 4.3.1 and Lemma 4.3.4.

**Theorem 4.3.5** If $f \in \mathcal{F}$, then the minimization problem (4.1.1)-(4.1.2) has a solution.
Chapter 5
Existence and regularity results for non-coercive variational problems

5.1. Introduction

It is well known that, if $L$ is a continuous function, such that $\xi \mapsto L(t, x, \xi)$ is convex and superlinear, then the variational problem

\[ \min \left\{ \int_0^T L(t, u, u') dt \mid u \in W^{1,1}([0, T], \mathbb{R}^m), u(0) = a, u(T) = b \right\}, \]

has a solution (see for instance [23]).

In recent years, the possibility of relaxing the convexity or the superlinearity assumption was investigated by many authors.

Some existence results for non-convex coercive problems were obtained in the case $L(t, x, \xi) = g(t, x) + f(t, \xi)$ (see for instance [16], [41], [47] and the references therein). In particular, in [16] it was proved that the convexity assumption on $f(t, \cdot)$ can be replaced by the condition of concavity of $g(t, \cdot)$.

More recently, some techniques were developed in order to treat convex but non-coercive problems. In this case, even if the functionals considered are lower semicontinuous in the weak topology of $W^{1,1}([0, T], \mathbb{R}^m)$, the direct method of the Calculus of Variations cannot be applied, due to the lack of compactness of the minimizing sequences.

In [26], it was studied the problem (5.1.1) with $L$ continuous, bounded from below and convex with respect to $\xi$, the superlinearity being replaced by a weaker condition which permits to construct a relatively compact minimizing sequence, obtained by considering the minima of suitable coercive approximating problems. The main step in the proof of the existence result in [26] was to show that every minimum point of the approximating problems solves
a generalized DuBois–Reymond condition, which implies that the minimizing sequence is bounded in the space $W^{1,\infty}([0,T],\mathbb{R}^m)$.

A similar approach was used in [18] for the autonomous problem with Lagrangian $L(t,x,\xi) = g(x) + f(\xi)$, where $g$ is a nonnegative continuous function, and $f \in C^1(\mathbb{R}^m,\mathbb{R})$ is a strictly convex function bounded from below, such that

$$
(5.1.2) \quad \lim_{|\xi| \to +\infty} [f(\xi) - \langle \nabla f(\xi), \xi \rangle] = -\infty.
$$

In that paper, it was proved that, for every rectifiable curve $C$ in $\mathbb{R}^m$ joining $a$ to $b$ there exists a unique solution to the problem (5.1.1) restricted to the class of all absolutely continuous parameterizations $u:I \to \mathbb{R}^m$ of $C$. Thus, every element $u_n$ of a minimizing sequence can be replaced by the minimum corresponding to the curve parameterized by $u_n$. It can be shown, still using a DuBois–Reymond condition satisfied by those minima, and by (5.1.2), that this new sequence is bounded in $W^{1,\infty}([0,T],\mathbb{R}^m)$, so that there exists a minimum point for (5.1.1) in this space.

In Chapter 4 (see [28]) both the superlinearity and the convexity assumptions were dropped for Lagrangeans of the form $L(t,x,\xi) = \langle u(t), x \rangle + f(\xi)$ where $f$ is a lower semicontinuous function whose convexification $f^{**}$ satisfies (5.1.2) for every diverging sequence of points of differentiability of the Lipschitz continuous function $f^{**}$. The existence of a minimum is proved by a technique relying only on a Lyapunov type theorem due to Olech (see [43]).

For other results concerning non-coercive problems we mention [3], [6] and [7].

In this chapter we consider non-autonomous problems of the form

$$
(5.1.3) \quad \min_{u \in W^{1,1}([0,T],\mathbb{R}^m)} \left\{ \int_0^T [g(t,u) + f(t,u')] \, dt \mid u(0) = a, \, u(T) = b \right\}
$$

with neither coercivity nor convexity assumptions. More precisely, we introduce the class $\mathcal{E}$ of all functions $\psi : [0,T] \times \mathbb{R}^m \to \mathbb{R}$, bounded from below,
such that $\psi(\cdot, \xi)$ is Lipschitz continuous for every fixed $\xi \in \mathbb{R}^m$, $\psi(t, \cdot)$ is lower semicontinuous and satisfies

$$\lim_{n \to +\infty} [\psi^*(t^n, \xi^n) - \langle \nabla \psi^*(t^n, \xi^n), \xi^n \rangle] = -\infty$$

for every sequence \(\{t^n\} \in [0, T]\) and for every choice of points $\xi^n$ of differentiability of $\psi^*(t^n, \cdot)$ such that $\lim_n |\xi^n| = +\infty$. We show that, if $f \in \mathcal{E}$ and there exist two constants $A$ and $B$, $B > 0$ such that $f(t, \xi) \geq -A + B|\xi|$ for every $(t, \xi) \in [0, T] \times \mathbb{R}^m$, and $g(t, x)$ is a continuous function, Lipschitz continuous with respect to $t$, concave with respect to $x$, satisfying $g(t, x) \geq -\alpha - \beta|x|$ for every $(t, x) \in [0, T] \times \mathbb{R}^m$, and for suitable constants $\alpha$ and $0 \leq \beta \leq B/T$, then the problem (5.1.3) has a solution in the space $W^{1, \infty}([0, T], \mathbb{R}^m)$. This result is the analogue for a class of non-coercive functionals of the one in [16], but it is not a generalization of that result, due to the additional requirement of the Lipschitz continuity of the Lagrangean with respect to the variable $t$. On the other hand, this extra regularity assumption allows us to obtain the necessary conditions that, used at an intermediate step, also yield a regularity result for the optimal solution, interesting by itself.

As a first step we prove an existence result for (5.1.3), requiring that $f$ be convex with respect to $\xi$ and dropping the concavity assumption on $g$. This can be done following [26] and making suitable changes, due to the fact that the Lagrangean is not bounded from below. The second step, linking the convex to the non-convex case, is based on a result concerning the closure of the convex hull of the epigraph of functions whose convexification is strictly convex at infinity (i.e., the graph of the convexification contains no rays). This result is an extension of the classical theorem valid for superlinear functions (see [35]). We remark that the notion of strict convexity at infinity was also used in [27] in order to study non-coercive problems of the type (5.1.1) with the additional state constraint $\|u\|_{L^\infty} < R$. We shall prove that every function in the class $\mathcal{E}$ is strictly convex at infinity for every fixed $t$. Hence, by using the previous results and the Lyapunov theorem on the range of non-atomic measures, the existence result for the non-convex problems follows.
The regularity of the solution of (5.1.3) is a consequence of the regularity of the solution to the relaxed problem.

5.2. Preliminaries

Given a function $\psi : \mathbb{R}^m \to \mathbb{R}$, we shall denote by $\text{dom}(\psi)$ its effective domain, defined as the subset of $\mathbb{R}^m \setminus \{ \xi \mid \psi(\xi) < +\infty \}$, and by $\text{epi} \psi$ its epigraph, that is the set:

$$\text{epi} \psi \doteq \{(x, a) \in \mathbb{R}^m \times \mathbb{R} \mid \psi(x) \leq a\}.$$ 

If $\psi : \mathbb{R}^m \to \mathbb{R}$ is Lipschitz continuous in a neighborhood of a point $\xi$, we shall denote by $\partial \psi(\xi)$ the generalized gradient of $\psi$ at $\xi$, defined by

$$(5.2.1) \quad \partial \psi(\xi) \doteq \text{co} \left\{ \lim_{i \to +\infty} \nabla \psi(\xi_i) \mid \xi_i \to \xi, \xi_i \in \mathcal{D}(\psi) \right\},$$

where $\mathcal{D}(\psi)$ denotes the set of points of differentiability of $\psi$. We recall that a Lipschitz continuous function $\psi$ is almost everywhere differentiable in $\text{int}(\text{dom}(\psi))$.

A function $\psi : \mathbb{R}^m \to (-\infty, +\infty]$ is convex if, for every $\xi, \eta \in \mathbb{R}^m$ and for every $\lambda \in [0, 1]$, we have $\psi(\lambda \xi + (1 - \lambda)\eta) \leq \lambda \psi(\xi) + (1 - \lambda)\psi(\eta)$. We say that $\psi$ is concave if $-\psi$ is convex.

Given a function $\psi : \mathbb{R}^m \to (-\infty, +\infty]$, we shall denote by $\psi^*$ its dual function, defined for every $p \in \mathbb{R}^m$ by

$$\psi^*(p) \doteq \sup_{\xi \in \mathbb{R}^m} \left\{ \langle p, \xi \rangle - \psi(\xi) \right\}.$$ 

It is well known that the bidual function $\psi^{**}$ coincides with the convexification of $\psi$, which is the largest convex function $\varphi$ satisfying $\varphi \leq \psi$.

If $\psi : \mathbb{R}^m \to (-\infty, +\infty]$ is convex, then the generalized gradient of $\psi$ coincides in $\text{int}(\text{dom}(\psi))$ with the subgradient of $\psi$ in the sense of convex analysis, defined at every point $\xi \in \text{dom}(\psi)$ by

$$(5.2.2) \quad \partial \psi(\xi) \doteq \{ p \in \mathbb{R}^m \mid \psi(\eta) \geq \psi(\xi) + \langle p, \eta - \xi \rangle, \text{ for every } \eta \in \mathbb{R}^m \}.$$
(see [24], Proposition 2.2.7). By definition, we set \( \partial \psi(\xi) = \emptyset \) for every \( \xi \notin \text{dom}(\psi) \). We recall that, if \( \psi \) is differentiable at \( \xi \), then \( \partial \psi(\xi) = \{ \nabla \psi(\xi) \} \).

In the following proposition we collect some well known properties of the subgradient (see [24] and [35]).

**Proposition 5.2.1** Let \( \psi : \mathbb{R}^m \to (-\infty, +\infty] \) be a convex function. Then the following properties hold:

(i) if \( \psi \) is bounded from above in a non-empty open set \( A \), then \( \psi \) is locally Lipschitz continuous in \( A \);
(ii) for every \( \xi \in \mathbb{R}^m \), the set \( \partial \psi(\xi) \) (possibly empty) is convex and closed in \( \mathbb{R}^m \);
(iii) if \( \xi \in \text{int(} \text{dom}(\psi)) \), then \( \partial \psi(\xi) \) is a non-empty compact set.

5.3. The closure result

In this section we shall prove a result concerning the closure of the convex hull of the epigraph of functions possibly without superlinear growth.

We recall the notion of strict convexity at infinity, introduced by Clarke and Loewen in [27].

**Definition 5.3.1** A convex function \( \psi : \mathbb{R}^m \to \mathbb{R} \) is said to be strictly convex at infinity if its graph contains no rays, that is for every \( \nu \in \mathbb{R}^m, \nu \neq 0 \), and for every \( \xi \in \mathbb{R}^m \), the function \( \psi_{\nu,\xi}(s) = \psi(s\nu + \xi) \) has the following property: for every \( s_0 \in \mathcal{D}(\psi_{\nu,\xi}) \) there exists \( s_1 \in \mathcal{D}(\psi_{\nu,\xi}), s_1 > s_0 \), such that

\[
\psi_{\nu,\xi}'(s_1) > \psi_{\nu,\xi}'(s_0).
\]

**Remark 5.3.2** It is easy to see that, if \( \psi : \mathbb{R}^m \to \mathbb{R} \) is convex, then \( \psi \) is strictly convex at infinity if and only if \( \partial \psi^*(p) \) is either empty or bounded for every \( p \in \mathbb{R}^m \).

**Definition 5.3.3** We shall denote by \( \mathcal{G} \) the family of all lower semicontinuous functions \( \psi : \mathbb{R}^m \to \mathbb{R} \) such that \( \psi^{**} \neq -\infty \) and \( \psi^{**} \) is strictly convex at infinity.
Remark 5.3.4 Clearly, every strictly convex function is strictly convex at infinity. Moreover, every lower semicontinuous superlinear function $\psi : \mathbb{R}^m \to \mathbb{R}$ belongs to $\mathcal{G}$. Indeed, denoting by $\varphi$ the convexification $\psi^{**}$, for every fixed $\nu, \xi \in \mathbb{R}^m$, $\nu \neq 0$, by (5.2.2) it follows that the inequality $\langle \nabla \varphi(s\nu + \xi), s\nu \rangle \geq \varphi(s\nu + \xi) - \varphi(\xi)$ holds for every $s \in \mathcal{D}(\varphi_{\nu, \xi})$. This implies that

$$\varphi'_{\nu, \xi}(s) = \langle \nabla \varphi(s\nu + \xi), \nu \rangle \geq \frac{\varphi(s\nu + \xi) - \varphi(\xi)}{s}, \quad \text{for every } s \in \mathcal{D}(\varphi_{\nu, \xi}), \ s > 0.$$ 

Since $\psi$ is superlinear, the last term tends to $+\infty$ as $s$ goes to $+\infty$.

Lemma 5.3.5 For every function $\psi \in \mathcal{G}$, satisfying $\psi \geq 0$ and $\psi(0) = 0$, there exist two positive constants $C, \rho$ such that $\psi(\xi) \geq C|\xi|$ for every $|\xi| > \rho$.

Proof. We can certainly assume that $\psi$ is convex, for if not, we replace $\psi$ by $\psi^{**}$. We start by proving that $\psi$ is coercive, that is $\psi(\xi) \to +\infty$ as $|\xi| \to +\infty$.

Since $\psi$ is convex, the sets $\psi^a = \{ \xi \in \mathbb{R}^m \mid \psi(\xi) < a \}$ are convex subsets of $\mathbb{R}^m$ for every $a \geq 0$. By contradiction, suppose that there exists $a > 0$ such that $\psi^a$ is unbounded. Since $\psi^a$ is convex, it contains at least one half line $\{ s\nu \mid s \geq 0 \}$ for some $\nu \in \mathbb{R}^m$, $\nu \neq 0$. This means that $\psi_{\nu, 0}(s) < a$ for every $s \geq 0$. Since $\psi_{\nu, 0}$ is an absolutely continuous function, then for every $\tau > 0$ we have

$$0 \leq \psi_{\nu, 0}(\tau) - \psi_{\nu, 0}(0) = \int_0^\tau \psi'_{\nu, 0}(\sigma) \, d\sigma.$$ 

Hence, there exists $s_0 \in \mathcal{D}(\psi_{\nu, 0}) \cap [0, \tau]$ such that $\psi'_{\nu, 0}(s_0) \geq 0$. Since $\psi$ is strictly convex at infinity, there exists $s_1 \in \mathcal{D}(\psi_{\nu, 0})$, $s_1 > s_0$, such that $\psi'_{\nu, 0}(s_1) > 0$. By the convexity of $\psi_{\nu, 0}$ it follows that

$$\psi_{\nu, 0}(s) \geq \psi_{\nu, 0}(s_1) + (s - s_1)\psi'_{\nu, 0}(s_1), \quad \text{for every } s \geq 0,$$

and this implies that $\lim_{s \to +\infty} \psi_{\nu, 0}(s) = +\infty$, in contradiction with $\psi_{\nu, 0} < a$.

Since $\psi$ is coercive, there exist two positive constants $\rho, \delta$ such that

$$\psi(\eta) \geq \delta, \quad \text{for all } |\eta| = \rho.$$
If $|\xi| > \rho$, let us define $\lambda = \rho/|\xi|$ and $\eta = \lambda \xi$. By the convexity of $\psi$, and recalling that $\psi(0) = 0$, we get

$$\psi(\xi) \geq \frac{1}{\lambda} \psi(\eta) = \frac{\psi(\eta)}{\rho} |\xi| \geq \frac{\delta}{\rho} |\xi|,$$

so that we have done by choosing $C = \delta/\rho$.

We are now in a position to prove the closure result. The proof is based on the fact that, if $f$ belongs to the class $\mathcal{G}$, then for every support hyperplane $r$ of $f^{**}$, the function $f - r$ belongs to $\mathcal{G}$. Applying the estimate of Lemma 5.3.5 to this function, we can follow the lines of the proof of Lemma IX.3.3 in [35].

**Theorem 5.3.6**  
For every $f \in \mathcal{G}$ the set $\text{coepif}$ is closed.

**Proof.** Let $(\xi, a) \in \partial(\text{coepif})$, where $\partial S$ denotes the boundary of the set $S$, and let $r(\eta) = \langle c, \eta \rangle + d$ be an affine function such that the hyperplane $H = \{(\eta, r(\eta))\}$ weakly separates $\text{coepif}$ and the point $(\xi, a)$. Let us define the function

$$\phi(\eta) = f(\eta + \xi) - r(\eta + \xi).$$

We have $\phi^{**}(\eta) = f^{**}(\eta + \xi) - r(\eta + \xi)$, $\phi^{**} \geq 0$, $\phi^{**}(0) = 0$. Moreover, for every $\nu \in \mathbb{R}^m$, $\nu \neq 0$, for every $\eta \in \mathbb{R}^m$ and for every $s \in \mathcal{D}(f^{**}_{\nu+\xi+\eta})$ we have $(\phi^{**}_{\nu+\eta})'(s) = (f^{**}_{\nu+\xi+\eta})'(s) - \langle c, \nu \rangle$. Since $f^{**}$ is strictly convex at infinity, then so is $\phi^{**}$. By Lemma 5.3.5, there exist two positive constants $C, \rho$ such that

$$\phi^{**}(\eta) \geq C|\eta|, \quad \text{for every } |\eta| \geq \rho.$$  

Notice that $(\xi, a) \in \text{coepif}$ if and only if $(0, 0) \in \text{coepif} \phi$. Moreover, $(\xi, a) \in \partial(\text{coepif})$ if and only if $(0, 0) \in \partial(\text{coepif} \phi)$. Hence, to prove the proposition, it suffices to show that $(0, 0) \in \text{coepif} \phi$.

Let $(\xi^n, a^n) \in \text{coepif} \phi$ be such that $\lim_n (\xi^n, a^n) = (0, 0)$. By the characterization (4.2.1) of the convex hull, for every $n$ there exist $\tilde{\lambda}^n \in E_{m+2}$ and $(\xi_j^n, a_j^n) \in \text{epi} \phi, j = 1, \ldots, m+2$, such that

$$\sum_{j=1}^{m+2} \lambda_j^n (\xi_j^n, a_j^n) = (\xi^n, a^n).$$
By the very definition of epigraph it follows that

\[(5.3.2) \quad a^n = \sum_{j=1}^{m+2} \lambda_j^n \xi_j^n \geq \sum_{j=1}^{m+2} \lambda_j^n \phi(\xi_j^n).\]

Moreover, (5.3.2) and the fact that $\phi \geq \phi^{**}$ imply that $a^n \geq \sum_{j=1}^{m+2} \lambda_j^n \phi^{**}(\xi_j^n)$. Since $\phi^{**} \geq 0$, the inequality

\[(5.3.3) \quad a^n \geq \lambda_j^n \phi^{**}(\xi_j^n)\]

holds for every $j = 1, \ldots, m + 2$. Let $J \subset \{1, \ldots, m + 2\}$ be the set of all $j$ such that $\{\xi_j^n\}_n$ is unbounded, and let $I \doteq \{1, \ldots, m + 2\} \setminus J$. By passing to a subsequence, we can assume that there exist $\bar{\xi}_j, j \in I$, and $\bar{\lambda} \in E_{m+2}$, such that

\[
\lim_{n \to +\infty} |\xi_j^n| = +\infty, \quad j \in J,
\]
\[
\lim_{n \to +\infty} \xi_j^n = \bar{\xi}_j, \quad j \in I,
\]
\[
\lim_{n \to +\infty} \lambda_j^n = \bar{\lambda}_j, \quad j \in \{1, \ldots, m + 2\}.
\]

For every $j \in J$, we have $|\xi_j^n| > \rho$ for $n$ large enough, and then from (5.3.1) and (5.3.3) it follows that $a^n \geq C \lambda_j^n |\xi_j^n|$. Since $\lim_n a^n = 0$, we get

\[(5.3.4) \quad \lim_{n \to +\infty} \lambda_j^n |\xi_j^n| = 0, \quad j \in J.\]

From (5.3.4), and recalling that $\lim_n \xi^n = 0$, we deduce that

\[
\sum_{j \in I} \lambda_j \bar{\xi}_j = \lim_{n \to +\infty} \sum_{j \in I} \lambda_j^n \xi_j^n = \lim_{n \to +\infty} \left( \sum_{j=1}^{m+2} \lambda_j^n \xi_j^n - \sum_{j \in J} \lambda_j^n \xi_j^n \right) =
\]
\[
= \lim_{n \to +\infty} \left( \xi^n - \sum_{j \in J} \lambda_j^n \xi_j^n \right) = 0.
\]

Moreover, since $\lim_n \lambda_j^n = 0$ for every $j \in J$, we obtain

\[(5.3.6) \quad \sum_{j \in I} \lambda_j = \lim_{n \to +\infty} \sum_{j \in I} \lambda_j^n = 1.\]
Since $\phi$ is a non-negative lower semicontinuous function, we get

\begin{equation}
0 \leq \sum_{j \in I} \lambda_j \phi(\xi_j) \leq \liminf_{n \to +\infty} \sum_{j \in I} \lambda_j^n \phi(\xi_j^n) \leq \liminf_{n \to +\infty} a^n = 0.
\end{equation}

There is no loss of generality in assuming that $\lambda_j > 0$ for every $j \in I$, hence (5.3.7) implies that $\phi(\xi_j) = 0$ for every $j \in I$, that is $(\xi_j, 0) \in \text{epi} \phi$ for every $j \in I$. Thus, by (5.3.5) and (5.3.6), we can conclude that $(0, 0)$ belongs to $\text{co epi} \phi$.

Now we state two direct consequences of Theorem 5.3.6.

**Corollary 5.3.7** If $f \in \mathcal{G}$, then

\[ f^{**}(\xi) = \min \left\{ \sum_{j=1}^{m+1} \lambda_j f(\xi_j) \mid \sum_{j=1}^{m+1} \lambda_j \xi_j = \xi, \ \lambda \in E_{m+1} \right\}, \]

for every $\xi \in \mathbb{R}^m$.

**Proof.** See [35], Lemma IX.3.3.

We recall that a function $f: I \times \mathbb{R}^m \to \mathbb{R}$ is said to be a normal integrand (see [35]) if $f(t, \cdot)$ is lower semicontinuous for a.e. $t \in I$, and there exists a Borel function $\tilde{f}: I \times \mathbb{R}^m \to \mathbb{R}$ such that $\tilde{f}(t, \cdot) = f(t, \cdot)$ for a.e. $t \in I$.

**Corollary 5.3.8** Let $f: I \times \mathbb{R}^m \to \mathbb{R}$ be a normal integrand, and suppose that $f(t, \cdot) \in \mathcal{G}$ for every $t \in I$. Then for any measurable mapping $p: [0, T] \to \mathbb{R}^m$, there exist a measurable mapping $\tilde{\lambda}: [0, T] \to E_{m+1}$ and $m+1$ measurable mappings $q_j: [0, T] \to \mathbb{R}^m$, such that

\[ \sum_{j=1}^{m+1} \lambda_j(t) p_j(t) = p(t), \quad \sum_{j=1}^{m+1} \lambda_j(t) f(t, q_j(t)) = f^{**}(t, p(t)), \]

for almost all $t \in [0, T]$.

**Proof.** See [35], Proposition IX.3.1.
5.4. Existence results for variational problems

In this section we shall show that the existence result proved by Cellina and Colombo in [16] holds even for functions of the class $\mathcal{E}$ defined below. In the following, the convexification and the gradient of a function $\psi(t, \xi)$ are understood with respect to $\xi$.

**Definition 5.4.1** We shall denote by $\mathcal{E}$ the family of all functions $\psi : I \times \mathbb{R}^m \rightarrow \mathbb{R}$, bounded from below, such that $\psi(\cdot, \xi)$ is Lipschitz continuous for every fixed $\xi \in \mathbb{R}^m$, $\psi(t, \cdot)$ is lower semicontinuous for every fixed $t \in I$, and

$$\lim_{R \to +\infty} \sup_{t \in I} \sup_{\xi \geq R} \{ \psi^*(t, \xi) - \langle p, \xi \rangle \} > -\infty. \tag{5.4.1}$$

The following proposition gives a characterization of the family $\mathcal{E}$. The proof is similar to the one of Proposition 4.3.2.

**Proposition 5.4.2** The condition (5.4.1) in Definition 5.4.1 is equivalent to:

$$\lim_{n \to +\infty} [\psi^*(t^n, \xi^n) - \langle \nabla \psi^*(t^n, \xi^n), \xi^n \rangle] = -\infty \tag{5.4.2}$$

for every sequence $(t^n, \xi^n) \in I \times \mathbb{R}^m$ such that $\xi^n \in \mathcal{D}(\psi^*(t^n, \cdot))$, $\lim_n |\xi^n| = +\infty$.

**Proof.** We have to prove that (5.4.2) implies (5.4.1), the other implication being trivial. Let us denote by $\chi(R)$ the argument of the limit in (5.4.1), and let $\{R_n\}$ be a diverging sequence. For every fixed $n \in \mathbb{N}$, by definition of supremum, there exists $(t^n, \xi^n, p^n) \in I \times \mathbb{R}^m \times \mathbb{R}^m$, with $p^n \in \partial_\xi \psi^*(t^n, \xi^n)$ and $|\xi^n| > R_n$, such that

$$\chi(R_n) \leq \psi^*(t^n, \xi^n) - \langle p^n, \xi^n \rangle + 1. \tag{5.4.3}$$

From (5.2.1) and (4.2.1), there exist $p_j^n \in \partial_\xi \psi^*(t^n, \xi^n)$, $\xi_j^n \in \mathcal{D}(\psi^*(t^n, \cdot))$, with $|\xi_j^n - \xi^n| < 1$, $j \in J \doteq \{1, \ldots, m + 1\}$, and $\tilde{\lambda}^n \in E_{m+1}$, such that

$$p^n = \sum_{j=1}^{m+1} \lambda_j^n p_j^n, \quad |\nabla \psi^*(t^n, \xi_j^n) - p_j^n| < \frac{1}{|\xi^n| + 1}, \quad \text{for every} \quad j \in J.$$
For every \( j \in J \), the last inequality and the fact that \(|\xi^n_j - \xi^n| < 1\) imply that

\[
|\langle \nabla \psi^*(t^n, \xi^n) - p^n_j, \xi^n_j \rangle| < \frac{|\xi^n_j|}{|\xi^n| + 1} < 1.
\]

By the convexity of \( \psi^*(t^n, \cdot) \) we have

\[
\psi^*(t^n, \xi^n) - \psi^*(t^n, \xi^n_j) \leq \langle p^n_j, \xi^n - \xi^n_j \rangle, \quad \text{for every } j \in J.
\]

Using (5.4.4) and (5.4.5) we obtain

\[
\psi^*(t^n, \xi^n) - \langle p^n_j, \xi^n \rangle \leq \psi^*(t^n, \xi^n_j) - \langle \nabla \psi^*(t^n, \xi^n_j), \xi^n_j \rangle + 1.
\]

Multiplying (5.4.6) by \( \lambda^n_j \) and summing over \( j \) it follows that \( \psi^*(t^n, \xi^n) - \langle p^n, \xi^n \rangle \leq \mu^n \), where \( \mu^n = 1 + \max_j \{\psi^*(t^n, \xi^n_j) - \langle \nabla \psi^*(t^n, \xi^n_j), \xi^n_j \rangle\} \).

Since \( \lim_n |\xi^n_j| = +\infty \) for every \( j \in J \), (5.4.2) implies that \( \lim_n \mu^n = -\infty \).

Hence, by (5.4.3), it follows that

\[
\lim_{n \to +\infty} \chi(R_n) \leq \lim_{n \to +\infty} (\mu^n + 1) = -\infty.
\]

Since \( \chi \) is a monotone non-increasing function, (5.4.1) holds.

\[
\square
\]

**Remark 5.4.3** The Definition 5.4.1 agrees with the one given in [18] and in Chapter 4 (see [28]), respectively in the case of convex time-independent smooth functions and non-convex time-independent functions.

**Lemma 5.4.4** If \( \psi \in \mathcal{E} \), then \( \psi(t, \cdot) \in \mathcal{G} \) for every \( t \in I \).

**Proof.** Let us fix \( t \in I \), and denote by \( \varphi \) the convexification with respect to \( \xi \) of \( \psi(t, \xi) \). By Lemma 4.3.3, the effective domain \( \text{dom}(\varphi^*) \) of \( \varphi^* \) is an open subset of \( IR^m \). Hence, by Proposition 5.2.1(iii), \( \partial \varphi^*(p) \) is either bounded, if \( p \in \text{dom}(\varphi^*) \), or empty, if \( p \not\in \text{dom}(\varphi^*) \). By Remark 5.3.2, the result is thus proved.

\[
\square
\]
Lemma 5.4.5  Let \( \varphi: I \times \mathbb{R}^m \times \mathbb{R}^m \rightarrow \mathbb{R} \) be a lower semicontinuous function, Lipschitz continuous with respect to the first variable. Assume that \( \varphi(t, x, \cdot) \) is convex for a.e. \( t \in I \) and for every \( x \in \mathbb{R}^m \), and that there exist three constants \( C_i, i = 0, 1, 2, \) such that

\[
|v| \leq C_0 |\varphi(t, x, \xi)| + C_1 |x| + C_2,
\]

for every \((t, x, \xi) \in I \times \mathbb{R}^m \times \mathbb{R}^m\) and for every \( v \in \partial_t \varphi(t, x, \xi)\), where \( \partial_t \varphi \) denotes the generalized gradient of \( \varphi \) with respect to \( t \).

Let \( u \in W^{1,1}(I, \mathbb{R}^m) \), and assume that the function \( t \mapsto \varphi(t, u(t), u'(t)) \) belongs to \( L^1(I) \). Then there exists \( k_0 \in L^1(I) \) such that

\[
|\varphi(s_2, u(t), u'(t)) - \varphi(s_1, u(t), u'(t))| \leq k_0(t)|s_2 - s_1|,
\]

for every \( t, s_1, s_2 \in I \).

Proof. For every fixed \( t_1, t_2 \in I \), let us define the function

\[
g(s) = \ |\varphi(t_1 + sd, x, \xi) - \varphi(t_1, x, \xi)|, \quad s \in [0,1],
\]

where \( d = t_2 - t_1 \). By (5.4.7), it follows that for a.e. \( s \in [0,1] \)

\[
g'(s) \leq |d| |\partial_t \varphi(t_1 + sd, x, \xi)| \leq |d| (C_0 g(s) + C_0 |\varphi(t_1, x, \xi)| + C_1 |x| + C_2).
\]

We can apply Gronwall's inequality to the non-negative absolutely continuous function \( g \), obtaining

\[
|\varphi(t_2, x, \xi) - \varphi(t_1, x, \xi)| = g(1) \leq |t_2 - t_1|e^{C_0 T} (C_0 |\varphi(t_1, x, \xi)| + C_1 |x| + C_2).
\]

This inequality, with \( t_1 = t \) and \( t_2 = s_1 \), implies that

\[
|\varphi(s_1, x, \xi)| \leq |\varphi(t, x, \xi)| + T e^{C_0 T} (C_0 |\varphi(t, x, \xi)| + C_1 |x| + C_2).
\]

Again by (5.4.8), with \( t_1 = s_1, t_2 = s_2 \), and by (5.4.9), it follows that

\[
|\varphi(s_2, x, \xi) - \varphi(s_1, x, \xi)| \leq |s_2 - s_1| (\tilde{C}_0 |\varphi(t, x, \xi)| + \tilde{C}_1 |x| + \tilde{C}_2),
\]

where \( \tilde{C}_i \equiv C_i e^{C_0 T} (1 + TC_0 e^{C_0 T}), \quad i = 0, 1, 2 \). Finally, by hypothesis, the function

\[
k_0(t) = \tilde{C}_0 |\varphi(t, u(t), u'(t))| + \tilde{C}_1 |u(t)| + \tilde{C}_2
\]

belongs to \( L^1(I) \), completing the proof. \( \square \)
Definition 5.4.6  We shall say that \( \theta \in C^1((0, +\infty), \mathbb{R}) \) is a Nagumo function if \( \theta \) is convex, increasing and it satisfies \( \lim_{r \to +\infty} \theta(r)/r = +\infty \).

We begin the study of minimization problems, starting with an existence result for convex functionals. We collect here the basic hypotheses on the integrand.

\((H_0)\)  \( f \in \mathcal{E}, \) and \( f(t, \cdot) \) is a convex function for every \( t \in I \).

\((H_1)\)  There exist two constants \( A \) and \( B \), with \( B > 0 \), such that \( f(t, \xi) \geq -A + B|\xi| \) for every \( (t, \xi) \in I \times \mathbb{R}^m \).

\((H_2)\)  \( g: I \times \mathbb{R}^m \to \mathbb{R} \) is Lipschitz continuous with respect to the first variable, continuous with respect to the second, and there exist two constants \( \alpha, \beta \), with \( 0 \leq \beta < B/T \), such that \( g(t, x) \geq -\alpha - \beta|x| \) for every \( (t, x) \in I \times \mathbb{R}^m \).

\((H_3)\)  There exist three constants \( C_i, i = 0, 1, 2 \), such that the condition \((5.4.7)\) holds with \( \varphi(t, x, \xi) = g(t, x) + f(t, \xi) \).

Remark 5.4.7  If \( f \in \mathcal{E} \) is independent of \( t \), then it is easily seen that Lemma 5.3.5 and Lemma 5.4.4 imply that condition \((H_1)\) is always satisfied for suitable constants \( A, B \), with \( B > 0 \).

Theorem 5.4.8  Let \( f \) and \( g \) satisfy the hypotheses \((H_0), (H_1), (H_2), (H_3)\). Then there exists a solution \( \tilde{u} \) to the problem

\[
(5.4.10) \quad \min \left\{ F(u) \mid u \in W^{1,1}(I, \mathbb{R}^m), \ u(0) = a, \ u(T) = b \right\}
\]

where

\[
F(u) = \int_I [f(t, u'(t)) + g(t, u(t))] \, dt.
\]

Moreover \( \tilde{u} \) belongs to \( W^{1,\infty}(I, \mathbb{R}^m) \) and satisfies for a.e. \( t \in I \)

\[
(5.4.11) \quad f(t, \tilde{u}'(t)) - \langle p(t), \tilde{u}'(t) \rangle + g(t, \tilde{u}(t)) = c + \int_0^t v(\tau) \, d\tau,
\]

where \( (v(t), p(t)) \in (\partial_t f(t, \tilde{u}(t)) + \partial_t g(t, \tilde{u}(t)), \partial_{\xi} f(t, \tilde{u}(t)) \) for almost every \( t \in I \) and \( c \) is a constant.

Proof.  The proof follows the lines of the one of Theorem 3 in [26], with some changes due to the fact that in this case the lagrangian is not bounded from
below. As in [26] one can prove, using the De Giorgi’s semicontinuity result (see [14]) and the Dunford–Pettis criterion of weak compactness in \(L^1(I, \mathbb{R}^m)\), that for every Nagumo function \(\theta\) and for every \(l > 0\) there exists a solution \(u_l\) to the problem

\[
\min \{ F(u) \mid u \in AC^1_a(I, \mathbb{R}^m), \ u(0) = a, \ u(T) = b \},
\]

where \(AC^1_a(I, \mathbb{R}^m)\) denotes the class of all function \(u \in W^{1,1}(I, \mathbb{R}^m)\) such that \(\Theta(u) \leq l\), with \(\Theta(u) = \int_I \theta(|u'(t)|) \, dt\). Let us set \(V_\theta(l) = F(u_l)\).

One can easily check that, if \(V_\theta(l) = V_\theta(l_0)\) for every \(l \geq l_0\), then \(u_{l_0}\) is a solution to the problem

\[
(5.4.12) \quad \min \{ F(u) \mid u \in W^{1,1}(I, \mathbb{R}^m), \ \Theta(u) < +\infty, \ u(0) = a, \ u(T) = b \}.
\]

Finally, as in [26], if we are able to prove that \(u_{l_0}\) belongs to \(W^{1,\infty}(I, \mathbb{R}^m)\), then we can conclude that such a function is a solution to (5.4.10).

Thus it remains to prove that \(V_\theta\) is eventually constant and that, for \(l\) large enough, \(u_l\) belongs to \(W^{1,\infty}(I, \mathbb{R}^m)\) and satisfies (5.4.11). Since \(V_\theta\) is lower semicontinuous, for every \(l > 0\) there exists a proximal subgradient (see [25]) of \(V_\theta\) at \(l\) and, since \(V_\theta\) is nonincreasing, it is nonpositive. If \(V_\theta\) is not eventually constant, by Proposition 6.1 in [26], there exists a diverging sequence \(\{l_k\}\) such that the proximal subgradient of \(V_\theta\) at \(l_k\) takes the form \(-r_k\), with \(r_k > 0\). Moreover, it is easy to check that, if we set \(u_k \equiv u_{l_k}\), then \(\Theta(u_k) = l_k\), so that

\[
(5.4.13) \quad \lim_{k \to +\infty} \|u_k\|_{L^\infty} \geq \lim_{k \to +\infty} \theta^{-1}(l_k / T) = +\infty.
\]

By definition of \(r_k\) and the fact that \(\Theta(u_k) = l_k\), it follows that for every \(k \in \mathbb{N}\) there exists a positive constant \(\sigma_k\) such that, if we define

\[
G(u) = F(u) + r_k \Theta(u) + \sigma_k |\Theta(u) - \Theta(u_k)|^2,
\]

then we get that \(G(u_k) \leq G(u)\) for every \(u\) admissible for (5.4.12) and such that \(\Theta(u)\) is sufficiently near to \(\Theta(u_k)\) (see [26]). By \((H_3)\) and Lemma 5.4.5, it follows that there exists \(k_0 \in L^1(I)\) such that for every \(s_1, s_2, t \in I\)

\[
|f(s_1, u_k'(t)) + g(s_1, u_k(t)) - f(s_2, u_k'(t)) - g(s_2, u_k(t))| \leq k_0(t)|s_1 - s_2|,
\]
so that we can apply Theorem 5 of [26]. Thus we obtain that \( u_k \) satisfies

\[
E_f(t, u'_k(t)) + g(t, u_k(t)) + \tau_k E_\theta(\|u'_k(t)\|) = c_k + \int_0^t v_k(\tau) \, d\tau,
\]

where \( E_f(t, u'_k(t)) = f(t, u'_k(t)) - \langle p_k(t), u'_k(t) \rangle, \) \( E_\theta(s) = \theta(s) - s\theta'(s), \) \( c_k \) is a constant, and \( (v_k(t), p_k(t)) \in (\partial_t f(t, u'_k(t)) + \partial_t g(t, u_k(t)) + \partial_{\xi} f(t, u'_k(t))) \) for a.e. \( t \in I. \)

Moreover there exists \( M_1 > 0 \) such that \( \|u_k\|_{L^\infty} \leq M_1 \) for every \( k \in \mathbb{N}. \) Actually, if there exists \( t_k \in I \) such that \( \lim \sup_k |u_k(t_k)| = +\infty, \) then

\[
\lim \sup_{k \to +\infty} \int_I |u'_k(t)| \, dt \geq \lim \sup_{k \to +\infty} \left| \int_0^{t_k} u'_k(t) \, dt \right| = \lim \sup_{k \to +\infty} |u_k(t_k) - a| = +\infty,
\]

while, if we define \( u_0(t) = a + \xi t, \) with \( \xi = (b - a)/T, \) then \( u_0 \) is admissible for (5.4.12), \( F(u_0) < +\infty, \) and

\[
F(u_0) \geq F(u_k) \geq (-A - \alpha)T + B\|u'_k\|_{L^1} - \beta\|u_k\|_{L^1} \geq \\
\geq \tilde{A} + (B - \beta T)\|u'_k\|_{L^1},
\]

so that, by \((H_2), \) \( \{u'_k\} \) must be bounded in \( L^1(I, \mathbb{R}^m). \)

The boundedness of \( \{u_k\} \) in \( L^\infty(I, \mathbb{R}^m) \) and the continuity of \( g \) guarantee that there exists \( M_2 \) such that

\[
|g(t, u_k(t))| \leq M_2,
\]

for a.e. \( t \in I \) and for every \( k. \) Moreover, by \((H_3)\) we obtain

\[
\left| \int_0^t v_k(s) \, ds \right| \leq \int_I \left[ C_0 |f(s, u'_k(s)) + g(s, u_k(s))| + C_1 |u_k(s)| + C_2 \right] \, ds \leq \\
\leq \int_I \left[ C_0 |\alpha + \beta|u_k(s)| + f(s, u'_k(s)) + g(s, u_k(s)) + \hat{C}_1 |u_k(s)| + \hat{C}_2 \right] \, ds,
\]

where \( \hat{C}_1 = C_0 \beta + C_1 \) and \( \hat{C}_2 = C_0 |\alpha| + C_2. \) Without loss of generality we can assume that \( f \) is positive, so that, thanks to \((H_2), \) it follows that for every \( k \in \mathbb{N} \)

\[
f(s, u'_k(s)) + g(s, u_k(s)) + \alpha + \beta|u_k(s)| \geq 0, \quad \text{a.e. } s \in I.
\]
By (5.4.15), (5.4.17) and (5.4.18) there exist $M_3 > 0$ and two constants $\hat{C}_1$, $\hat{C}_2$ such that

$$\int_0^t v_k(s) \, ds \leq C_0 F(u_k) + \hat{C}_1 \|u_k\|_{L^1} + \hat{C}_2 \leq M_3, \quad \text{for every } t \in I. \quad (5.4.19)$$

By (5.4.14), (5.4.16), and (5.4.19) we obtain

$$E_f(t, u'_k(t)) + r_k E_\theta(|u'_k(t)|) \leq c_k + M_2 + M_3,$$

for every $t \in I$ and for every $k \in \mathbb{N}$.

We claim that it is not possible that there exists a subsequence of $\{c_k\}$, still denoted by $\{c_k\}$, such that $\lim_k c_k = -\infty$. Indeed, if this is the case, then for every $t \in I$ we should have

$$\lim_{k \to +\infty} E_f(t, u'_k(t)) + r_k E_\theta(|u'_k(t)|) = -\infty. \quad (5.4.20)$$

Since $f \in \mathcal{E}$ and $\theta$ is superlinear, (5.4.20) implies that $\lim_k |u'_k(t)| = +\infty$ for every $t \in I$, which, by Fatou’s Lemma, contradicts the boundedness of $u'_k$ in $L^1(I, \mathbb{R}^m)$.

Thus there exists $c^*$ such that $c_k \geq c^*$ for every $k$. From (5.4.14) we obtain, for every $t \in I$,

$$E_f(t, u'_k(t)) + r_k E_\theta(|u'_k(t)|) \geq c^* - M_2 - M_3. \quad (5.4.21)$$

Now let us suppose that for every $k$ there exists $t_k \in I$ such that $\limsup_k |\xi_k| = +\infty$, where $\xi_k = u'_k(t_k)$. Since $f$ and $\theta$ belong to $\mathcal{E}$, we have

$$\liminf_{k \to +\infty} [E_f(t_k, \xi_k) + r_k E_\theta(|\xi_k|)] \leq \liminf_{k \to +\infty} \sup_{t \in I} \{E_f(t, \xi_k) + r_k E_\theta(|\xi_k|)\} = -\infty,$$

in contradiction with (5.4.21). This implies that $\|u'_k\|_{L^\infty}$ is bounded, which contradicts (5.4.13).

So we can conclude that $V_\theta$ is eventually constant. Hence for $k$ sufficiently large $u_k \in W^{1,\infty}(I, \mathbb{R}^m)$ is a solution of (5.4.12). Moreover $r_k = 0$, so that $u_k$ satisfies (5.4.11). Then the proof is complete. \qed
The last part of this section is devoted to the study of the non-convex case. The hypotheses \((H_0)\) and \((H_3)\) will be replaced respectively by:

\((H'_0)\) \(f \in \mathcal{E}\).

\((H'_3)\) There exist three constants \(C_i, i = 0, 1, 2,\) such that the condition (5.4.7) holds with \(\varphi(t, x, \xi) = g(t, x) + f^{**}(t, \xi)\).

Notice that \((H'_3)\) requires the Lipschitz continuity of \(f^{**}\) with respect to \(t\). The following two lemmas show that this conclusion follows from \((H'_0)\) and \((H_4)\) For every \(R > 0\) there exists a constant \(L\) such that

\[|f(t, \xi) - f(s, \xi)| \leq L|t - s|, \quad \text{for every } t, s \in I, \text{ and } \xi \in \overline{B}_R.\]

**Lemma 5.4.9** Let \(\psi \in \mathcal{E}\), and let us define, for every \((t, p) \in I \times \mathbb{R}^m\), the set

\[W(t, p) = \{\xi \in \mathbb{R}^m \mid p \in \partial \xi \psi^{**(t, t)}\}\]

Then for every \(r > 0\) there exists \(R > 0\) such that for every \((t, p) \in I \times \mathbb{R}^m\) the condition \(W(t, p) \cap \overline{B}_r \neq \emptyset\) implies \(W(t, p) \subset \overline{B}_R\).

**Proof.** Suppose, by contradiction, that there exist sequences \((t_n, p_n) \subset I \times \mathbb{R}^m\), \((\eta_n) \subset \overline{B}_r\), \((\xi_n) \subset \mathbb{R}^m\), with \(\lim_n |\xi_n| = +\infty\), such that, for every \(n \in \mathbb{N}\),

\[(5.4.22) \quad p_n \in \partial \xi \psi^{**(t_n, \eta_n)}, \quad p_n \in \partial \xi \psi^{**(t_n, \xi_n)}.\]

From (5.4.22) it follows that, for every \(n \in \mathbb{N}\),

\[(5.4.23) \quad \psi^{**(t_n, \eta_n)} - \langle p_n, \eta_n \rangle = \psi^{**(t_n, \xi_n)} - \langle p_n, \xi_n \rangle.\]

Since \((\eta_n)\) is a bounded sequence, there exists a constant \(C\) such that the left hand side of (5.4.23) is bounded from below by \(C\). Thus

\[(5.4.24) \quad C \leq \psi^{**(t_n, \xi_n)} - \langle p_n, \xi_n \rangle \leq \chi(|\xi_n|), \quad \text{for every } n \in \mathbb{N},\]

where \(\chi(R)\) is the argument of the limit in (5.4.1). Since \(\lim_n |\xi_n| = +\infty\), from (5.4.1) we have that \(\lim_n \chi(|\xi_n|) = -\infty\), which contradicts (5.4.24). \(\Box\)
Remark 5.4.10 Let us fix $\xi \in \mathbb{R}^m$. Let $t \in I$, $\lambda \in E_{m+1}$, $\xi_j \in \mathbb{R}^m$, $j = 1, \ldots, m+1$ satisfy

$$f^{**}(t, \xi) = \sum_{j=1}^{m+1} \lambda_j f(t, \xi_j), \quad \xi = \sum_{j=1}^{m+1} \lambda_j \xi_j.$$ 

Since for every $j$ there exists $p_j \in \partial \xi f^{**}(t, \xi)$ such that $\xi_j \in W(t, p_j)$, by Lemma 5.4.9 we obtain that there exists $R > 0$, depending only on $|\xi|$, such that $\xi_j \in \overline{B}_R$ for every $j = 1, \ldots, m+1$.

Lemma 5.4.11 If $f \in \mathcal{E}$ satisfies (H$_4$), then $f^{**}(\cdot, \xi)$ is Lipschitz continuous for every $\xi \in \mathbb{R}^m$.

Proof. Let us fix $\xi \in \mathbb{R}^m$, and consider $t, s \in I$. By Corollary 5.3.7, there exist $\lambda, \mu \in E_{m+1}$, $\xi_j, \eta_j \in \mathbb{R}^m$, $j = 1, \ldots, m+1$, such that

$$f^{**}(t, \xi) = \sum_{j=1}^{m+1} \lambda_j f(t, \xi_j), \quad f^{**}(s, \xi) = \sum_{j=1}^{m+1} \mu_j f(s, \eta_j),$$

and $\xi = \sum_j \lambda_j \xi_j = \sum_j \mu_j \eta_j$. Moreover, one has

$$f^{**}(t, \xi) \leq \sum_{j=1}^{m+1} \mu_j f(t, \eta_j), \quad f^{**}(s, \xi) \leq \sum_{j=1}^{m+1} \lambda_j f(s, \xi_j).$$

Then, by Remark 5.4.10 and (H$_4$), there exists $L > 0$, depending only on $|\xi|$, such that

$$f^{**}(s, \xi) - f^{**}(t, \xi) \leq \sum_{j=1}^{m+1} \lambda_j[f(s, \xi_j) - f(t, \xi_j)] \leq \sum_{j=1}^{m+1} \lambda_j L|t - s| = L|t - s|.$$ 

In the same way one obtains

$$f^{**}(t, \xi) - f^{**}(s, \xi) \leq \sum_{j=1}^{m+1} \mu_j[f(t, \eta_j) - f(s, \eta_j)] \leq L|t - s|,$$

completing the proof. \qed
We are now in a position to prove the existence result for the non-convex case.

**Theorem 5.4.12** Let $g$ and $f$ satisfy the basic hypotheses $(H'_0)$, $(H_1)$, $(H_2)$, $(H'_3)$, $(H_4)$, and assume that $g(t, \cdot)$ is concave for every $t \in I$. Then the problem (5.4.10) has a solution $u \in W^{1, \infty}([0, T], \mathbb{R}^m)$.

**Proof.** The proof follows the same lines of the one of Theorem 1 in [16]. It is enough to use Theorem 5.4.8 to obtain a solution $\bar{u} \in W^{1, \infty}([0, T], \mathbb{R}^m)$ of the relaxed problem, and to replace Lemma IX.3.3 and Proposition IX.3.1 of [35] with Corollaries 5.3.7 and 5.3.8. Since $\bar{u}' \in L^\infty([0, T], \mathbb{R}^m)$, it is easily seen, using Lemma 5.4.9, that we obtain a solution $u \in W^{1, \infty}([0, T], \mathbb{R}^m)$. □

**Example 5.4.13** Consider an elastic, incompressible, isotropic, and homogeneous circular tube of inner and outer radius $r_1$ and $r_2$ respectively. In [38] it was shown that, if the tube undergo a helical shear deformation, expressed in cylindrical coordinates as $(r, \vartheta, z) \mapsto (r, \vartheta + \omega(r), z + \phi(r))$, then the vector function $u = (\phi, \omega)$ is a solution of the problem

$$\min_{u \in W^{1, 1}([r_1, r_2], \mathbb{R}^2)} \left\{ \int_{r_1}^{r_2} f(r, u'(r)) dr \mid u(r_1) = (0, 0), u(r_2) = (\phi_0, \omega_0) \right\},$$

where $f(r, \xi) \doteq r \cdot W \left( \sqrt{\xi_1^2 + r^2 \xi_2^2} \right)$. The function $W$, possibly non-convex, is related to the stored energy density per unit volume of the material. The only physical assumption about its behaviour at infinity is $\lim_{\kappa \to +\infty} W(\kappa) = +\infty$. It is easy to see that, if $W$ satisfies the growth condition

$$\lim_{\kappa \to +\infty} \left( \frac{dW^{**}(\kappa) - \kappa \cdot dW^{**}(\kappa)}{d\kappa} \right) = -\infty,$$

then $f \in \mathcal{E}$. Moreover, if $W$ is a Lipschitz function with at most polynomial growth, then all the other assumptions of Theorem 5.4.12 are satisfied (with $g \equiv 0$).
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