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1. INTRODUCTION

The electronic structure determines crucially the properties of metals. One of the most important methods to study them is electron emission from metal surfaces, which may be induced by e.g. high temperatures, strong electric fields, irradiation by energetic photons or by charged particles. In this thesis work we study theoretically the latter process, where electrons are injected, and outgoing electrons are detected. The first evidence for electron emission from metals, induced by electron bombardment, was found in 1902 by Austin and Starke (1). Since that time a large number of experiments has been performed (2). The discovery of electron spin and its description by Dirac (3) as a necessary consequence of the principle of relativity was a milestone of physics of course, but in particular initiated the study of the magnetic properties of metals. In 1930 Pauli calculated the spin susceptibility of the free electron gas (4), and in 1938 Stoner (5) gave the explanation of ferromagnetism in Ni within the band model as a consequence of the exchange interaction between the parallel-spin electrons.

The experimental studies with spin analysis of electrons in metals were, however, not developing very fast. The main reason were the lack of intense sources of polarized electrons and the lack of efficient spin analyzers. Due to the uncertainty principle, together with the Lorentz force, the flux of unpolarized electrons cannot be split into "up" and "down" beams in Stern-Gerlach ty
pe of experiment (6); the resulting separation would be always smaller than the wavelength of the electrons from the beams. In order to detect the spin orientation the effect of spin-orbit coupling in elastic Coulomb scattering of electrons on heavy atoms, discovered theoretically by Mott in 1929 (see Ref.7), is used up to now. The Mott detector is conceptually simple but the drop in the intensity of electron beam after spin segregation is of several orders of magnitude, which makes measurements quite difficult. It was only in the late sixties that H.C. Siegmann and coworkers in Zürich (8) first detected the spin-polarization of electrons photoemitted from Gd. It took then another ten years for the first observation of electron spin polarization in photoemission from a ferromagnet to be reported (9).

In electron energy loss spectroscopy (EELS) the primary electron (PE) beam is directed on the sample and intensity, energy (and eventually direction) of outgoing electrons are measured. This method has been proven valuable for the investigation of electronic structure of solids (10). The spin-analyzed version of EELS is called spin polarized electron energy loss spectroscopy (SPEELS). Here, a spin-polarized PE beam is used, or alternatively the spin orientation of the outgoing electrons is detected. This technique has emerged recently, but it has already shown its power. Since the electrons are "marked" by their spin orientation one can detect the electron exchange process which involves spin-flip. The most recent success of this technique is represented by the experiments of Hopster et al. (11) and Kirschner
et al. (12) who detected the spin-flip excitations across the ferromagnetic Stoner gap in Fe (14) and Ni (12). An earlier, and not less important finding realized with this technique concerned the energy-resolved measurements of spin-polarized secondary electron emitted (SPSEE) from a ferromagnetic material (13). The secondary electrons (SE), or shortly secondaries, are produced in a cascade process with many individual energy losses processes and also many electrons involved. The SE intensity is relatively large, comparable or larger than the intensity of PE’s (2). This feature is of course desirable for spin-orientation detection for the reasons mentioned above. In contrast, in SPEELS experiments, where only relatively small losses (compared to the primary energy) are measured, electrons are scattered inelastically only once. This is of course easier to describe theoretically. However, the experimental intensities are at least two orders of magnitude smaller than those of secondaries.

The most puzzling finding in the SPSEE experiments was the large polarization enhancement of low energy secondaries (14-17). The secondaries of lowest energy, i.e., 0-5eV, show polarizations almost twice as large as the bulk polarization of the ferromagnet they are emitted from. The effect has been found in photo-generated secondaries in Fe and Co (14) and in Ni (15), and for electron-generated secondaries emitted from iron-based ferromagnetic glasses (16,17) with PE’s used.

The initial motivation for the present thesis work was to explain this polarization enhancement effect.
At the beginning we were trying to employ the simple model of a ferromagnetic metal consisting of two spin-split parabolic bands introduced by Yin & Tosatti (18). Those early attempts, while giving us fresh understanding of SPSEE, failed totally to describe properly polarization enhancement (19). This left us with an alternative: a) the enhancement had to do with the d-bands, which were left out in Yin & Tosatti's model; b) the enhancement had another origin, e.g., it was a surface effect.

At this point, the results of Hopster et al. became available, showing how strongly spin-polarizing a single exchange event involving the d-bands could be. We then produced a model which is again the Yin-Tosatti model but enriched with features mimicking the d-bands (20). This model successfully explained the SPEELS results of Hopster et al., but also turns out to be the basic ingredient for a very satisfactory theory of spin-polarized secondaries.

We end up finally with a coherent picture of single (SPEELS) and multiple (SPSEE) inelastic scattering of electrons in ferromagnets described essentially in terms of Stoner excitations. The empty minority states above the Fermi energy are essential for those excitations. We have found them also to be important for the spin dependence of the inelastic-mean-free-path ($\text{InMFP}$) in the ferromagnets. The effect is strongly energy dependent, and, if confirmed, is of particular importance for the interpretation of the results of spin-polarised electron emission from ferromagnets.

We have also studied the spin effects in the electron-paramagnet scattering. The collision between two free
electrons, called Møller scattering (6), takes place in the singlet or triplet state with scattering amplitude depending on the electrons spins (6,7). It allows, the detection of the spin-flip electron-exchange process, once again, if electrons spins are observed. We discuss that possibility for the electron scattered on the Fermi sea of the paramagnetic metal electrons. The simple form and the physical content of the results we have obtained are quite appealing.

This thesis is organised as follows:

in Section 2 we present our model of a ferromagnetic metal and we calculate spin-dependent single inelastic scattering rates. The comparison with experimental SPEELS results (11) is also made. In Section 3 we describe two methods for calculation the secondary polarization in SPSEE: the rate equation approach and computer simulation. This part of the work is a subject of joint theoretical-experimental paper (17). In the Appendix (placed at the end) we solve analytically simplified version of the rate equations, showing transparently the mechanism of polarization growth with electron energy decay. At the end of Section 3 we describe computer simulation results of SPSEE for a ferromagnet with spatial variation of the magnetization. In Section 4 we give some predictions for future experiments with spin polarized PE beam and spin analyzed scattered electron detection from a free-electron-like paramagnet. This a direct application of the earlier work by Yin & Tosatti. We found that this type of measurement should reveal some important information about electron-electron (e-e) interaction in metals, which could soon be verified experimentally.
tion soon. Section 5 deals with spin dependence of the \textit{InMFP} of electrons in ferromagnets a subject of substantial practical importance. We show that for low electron energies this dependence can be very strong.

The SPEELS and spin polarized electron emission (SPEE) from metals is very new, fast growing part of condensed matter physics. It is also of practical importance and is already finding applications to data storage systems (21), and to surface magnetometry (22).

The present work is the first comprehensive theoretical study of SPEELS and of SPEE from itinerant ferromagnets. We feel, we have gained rather good physical understanding of those phenomena.
2. THE MODEL OF FERROMAGNETIC METAL; INELASTIC SPIN-POLARIZED ELECTRON SCATTERING RATES

As the basic ingredient for further considerations, we need to know the inelastic single-scattering amplitudes for a high energy electron in a ferromagnetic metal. These amplitudes were first calculated by Yin and Tosatti (18), using the Born approximation, and the simplest spin-polarized parabolic band model. While such parabolic bands probably provide a representation of the sp bands which is not unreasonable, the model is clearly insufficient for describing a real ferromagnet, unless in addition the d-bands are somehow introduced. A simple way to mimic the d-bands (23, 24) without increasing the complexity of the calculation has been devised by Glazer & Tosatti (20). In their model, plane-wave-like parabolic bands are retained, but the density of (minority) \( \downarrow \) and (majority) \( \uparrow \) states is selectively enhanced by a factor \((1+c)\) in two narrow energy "windows" \((E_F+\Delta/2 - \delta, E_F+\Delta/2 + \delta)\) and \((E_F - \Delta/2 - \delta, E_F - \Delta/2 + \delta)\) respectively. Here, \(E_F\) is the Fermi energy, \(\Delta\) is the exchange splitting, and the two quantities \((1+c)\), "window factor", and \(2\delta\), "window width" are adjustable parameters (see Fig.1). Glazer and Tosatti have shown (20), in particular, that once the free parabolic Green's function is replaced by a modified one
Fig.1.

Schematic band model used in this calculations. The exchange process by which an incoming \((E_p, \downarrow)\) electron is scattered into \((E_p - \omega, \uparrow)\) with creation of a Stoner pair in the d-band is also shown.
\[ G^{\varepsilon, h}(\varepsilon, k_\varepsilon) = \frac{1 + c \Theta_k^{W}}{\varepsilon - \varepsilon_{k_\varepsilon} \pm i 0^+}, \]  \hspace{1cm} (1)

(where \( \Theta_k^{W} \) is unity when \( \varepsilon_{k_\varepsilon} \) falls inside a window, and zero otherwise) then the spin-polarized electron energy-loss cross sections of real itinerant ferromagnet such as Fe\textsubscript{82}B\textsubscript{12}S\textsubscript{6} are very well reproduced. Specifically, the band dispersion taken is

\[ \varepsilon_{k_\uparrow} = \frac{k^2}{2m} \]  \hspace{1cm} (2)

\[ \varepsilon_{k_\downarrow} = \frac{k^2}{2m} + \Delta', \]  \hspace{1cm} (2a)

where is an "sp" exchange splitting (not to be confused with the d-band exchange splitting \( \approx 2eV \)). Parameters that were found to reproduce the situation of Fe\textsubscript{82}B\textsubscript{12}S\textsubscript{6} were \( c=3.5, \beta=0.6 \text{ eV}, \Delta=2.2 \text{ eV}, \Delta'=0.5 \text{ eV}. \)

For different Fe-based glasses, studied below, we need to adjust only the value of \( c \), keeping other parameters constant.

The density of states for a given energy is proportional to the imaginary part of the Green's function. Thus, we have for majority \( n_\uparrow \) and minority \( n_\downarrow \) spin densities:

\[ n_\uparrow = \frac{(2m)^{3/2}}{(2\pi)^2} \int_{E_F}^{E_F} d\varepsilon \varepsilon^{1/2} \left( 1 + c \Theta_k^{W} \right), \]  \hspace{1cm} (3a)

\[ n_\downarrow = \frac{(2m)^{3/2}}{(1.77)^2} \int_0^{E_F} d\varepsilon \varepsilon^{1/2} \]  \hspace{1cm} (3b)
Note that $\mathcal{O}_{KK'}^{W}$ is not present in Eq. 3b, since our $d$-band window lies above $E_F$.

Defining the bulk polarization $P_b$ as $P_b = (n^\uparrow - n^\downarrow)/n$ (where $n=n^\uparrow + n^\downarrow$ is the total density of conduction electrons) we can adjust via Eqs. 3a,b the parameter $c$ to the given value of $P_b$.

We shall denote by $R^{\uparrow\downarrow}(E,\omega)$ the probability per energy and per unit time that the incoming spin-up electron, of energy $E$, will, by a single scattering event, lose energy $\omega$ and flip to spin-down, and by $R^{\uparrow\downarrow}(E,\omega)$ the same process without spin-flip. Similarly, we call $R^{\downarrow\uparrow}(E,\omega)$, $R^{\downarrow\downarrow}(E,\omega)$ the same quantities for an incoming spin-down electron. The energy $E$ is measured with respect to the bottom of spin-up energy band, so that kinetic energy

$$E_k = E - V_o$$  \hspace{1cm} (4)

where the inner potential $V_o$ is related to the Fermi energy $E_F$ through the work function: $\sqrt[\gamma]{V_o} = E_F + \phi$.

We put $V_o = 15$ eV and $\phi = 4.3$ eV.

The scattering rate $R^{\uparrow\downarrow}$ of electron from the state $E(p), \mathbf{p}^\uparrow$ to the final state $E(p)-\omega$, $(\mathbf{p}-\mathbf{q})^\downarrow$ with momentum transfer $\mathbf{q}$ and energy transfer $\omega$ (see Fig. 2 and Ref. 25) is proportional in lowest-order perturbation theory to the imaginary part of the forward scattering amplitude:
Fig. 2

Diagram for the exchange spin-flip process for an incoming spin-up electron. Spin-down electron from initial \( \epsilon, \bar{k}' \) state is excited to \( E - \omega, (\bar{p} - \bar{q})' \) state leaving the hole behind. The cross indicates observed electron.
\[ R^{\uparrow \downarrow} = (E; q, \omega) = -\frac{2}{\hbar^2} \text{Im} \left[ \int \frac{d^3k}{(2\pi)^3} \int \frac{d\epsilon}{2\hbar} \times \right. \\
\left. \times \left| V(\mathbf{p}-\mathbf{q}-\mathbf{k}) \right|^2 G^e(E-\omega, (\mathbf{p}-\mathbf{q}) \uparrow) \times \right. \\
\left. \times G^e(\epsilon+\omega, (\mathbf{q}+\mathbf{k}) \uparrow) G^h(\epsilon, \mathbf{k} \downarrow) \right] . \] (5)

As shown in Fig. 2 the electron spin is conserved along the electron propagation line, since in the absence of spin-orbit interaction an electron spin cannot be flipped without exchange.

The interaction between electrons is taken to be a statically screened Coulomb potential:

\[ V(q) = \frac{4\hbar^2 e^2}{(q_0^2 + q_{FT}^2) \Omega} , \] (6)

where \( q_{FT} \) is the Thomas-Fermi screening wave vector given by \( q_{FT} = (6\pi ne^2 / E_F)^{1/2} \), \( e \) is the electron charge, and \( \Omega \) is a normalisation volume. The rationale for this choice has been discussed in Ref. 18 and is roughly as follows. A true lowest order scattering theory would imply in Eq. 5 a bare Coulomb interaction \( |V(q)| = (4\pi e^2 / q^2 \Omega)^2 \).

Full summation of the RPA bubble series would instead yield \( |V(q, \omega)|^2 = (4\pi e^2 / q^2 \Omega)^2 \varepsilon_{\text{RPA}}^{-1}(q, \omega) \), where \( \varepsilon_{\text{RPA}} \) is the \( q \) and \( \omega \) dependent dielectric function. This expression is more accurate—in particular it does take into account excitation of plasmons. However, it has disadvantages for a practical calculations, in that it depends simultaneously and not too simply on both \( q \) and \( \omega \).
A statically screened form like (6) is less accurate but not too unrealistic, except for \( \omega \) close to plasmon frequencies. The plasmon oscillator strength is, shifted, with this replacement, from \( \omega \approx \omega_p \) to \( \omega \approx E_F \), i.e. to electron-hole (e-h) pairs. For our purpose, this is good enough on two accounts: (i) spin-polarization from plasmon scattering is believed to be insignificant, (ii) for densities such as those of Fe \( \omega_p \) and \( E_F \) are numerically not very different.

We shall deal here in detail with q-integrated rates only, as many present-day experiments have no momentum transfer selection.

The non-flip \( R^{\uparrow \uparrow}(E, \omega) \) scattering rate is a sum of two terms:

\[
R^{\uparrow \uparrow}(E, \omega) = R^{\uparrow \downarrow}(E, \omega) + R^{\downarrow \uparrow}(E, \omega)
\]

(7)

The partial rate \( R^{\uparrow \downarrow}(E, \omega) \) consists of a single contribution, (very similar to Eq. 5, once integrated over q).

\[
R^{\uparrow \downarrow}(E, \omega) = -\frac{2}{\pi^2} \text{Im} \left[ \int \frac{d^3q}{(2\pi)^3} \int \frac{d^3k}{(2\pi)^3} \int \frac{dE}{2\pi^1} \times \right.
\]

\[
x |V(\hat{q})|^2 G^e(E - \omega, (\rho - q)^\uparrow) G^e(E + \omega, (\hat{q} + \hat{k})^\downarrow) \times
\]

\[
x G^h(E, k^\uparrow) \right]
\]

(8)

The other partial rate \( R^{\downarrow \uparrow}(E, \omega) \) is made up of several contributions, because of particle indistinguishability.
\[ R^{\uparrow\uparrow}_\downarrow (E, \omega) = \frac{i}{2\hbar} \text{Im} \left[ \int \frac{d^3 q}{(2\pi)^3} \int \frac{d^3 k}{(2\pi)^3} \int \frac{d\epsilon}{2\pi} \right. \]
\[ \times G^e (E-\omega, (\vec{p}-\vec{q})^\uparrow) G^e (E+\omega, (\vec{q}+\vec{k})^\uparrow) \]
\[ \times G^h (E, k^\uparrow) \left( |V(q)|^2 + |V(p-q-k)|^2 + 2V(q)V(p-q-k)(1+c\Theta^W_{k\uparrow [E]+}) \right) \]
\[ \left. \right] . \] (9)

The first two terms in Eq. 9 represent direct and exchange scattering respectively. The third term (negative) appears naturally if all lowest order diagrams are included and is the quantum-mechanical interference between amplitudes of direct and exchange processes (6,7).

The factor \((1+c\Theta^W_{k\uparrow})^{-1}\) in that term cancels the enhancement \((1+c\Theta^W_{k\uparrow})\) of Eq. (1) for these terms only. The idea is that exchange interference term should be negligible for states belonging to different shells.

Four out of the seven integrations inherent in Eq. 8 & 9 can be done analytically. The remaining three are left for numerical calculations.

The quantities \(R^{\uparrow\downarrow}_\uparrow (E, \omega)\) and \(R^{\uparrow\downarrow}_\downarrow (E, \omega)\) are computed in the same way, namely:

\[ R^{\uparrow\downarrow}_\uparrow (E, \omega) = -\frac{i}{2\hbar} \text{Im} \left[ \int \frac{d^3 k}{(2\pi)^3} \int \frac{d^3 q}{(2\pi)^3} \int \frac{d\epsilon}{2\pi} \right. \]
\[ \times G^e (E-\omega, (\vec{p}-\vec{q})^\uparrow) G^e (E+\omega, (\vec{q}+\vec{k})^\downarrow) \]
\[ \times G^h (E, k^\uparrow) \]
\[ \left. \right] , \] (10)
and:

\[ R^{↓↑}(E, \omega) = R^{↑↑}_r(E, \omega) + R^{↑↓}_d(E, \omega), \]  \hspace{1cm} (11)

where:

\[ R^{↑↑}_r(E, \omega) = -\frac{2}{\pi} \text{Im} \left[ \int \frac{d^3q \, d^3k \, dE}{(2\pi)^7} \left| V(\vec{q}) \right|^2 \right. \]
\[ \times G^e(E-\omega, (\vec{p} - \vec{q}) \uparrow) G^e(E+\omega, (\vec{q} + \vec{k}) \uparrow) G^h(E, K \uparrow), \]  \hspace{1cm} (12a)

\[ R^{↑↓}_d(E, \omega) = -\frac{2}{\pi} \text{Im} \left[ \int \frac{d^3q \, d^3k \, dE}{(2\pi)^7} \right. \]
\[ \times G^e(E-\omega, (\vec{q} + \vec{k}) \uparrow) G^h(E, k \uparrow) \times \left| V(\vec{q}) \right|^2 \]
\[ + \left| V(\vec{p}-\vec{q}-\vec{k}) \right|^2 \nu V(\vec{q}) \nu V(\vec{p} - \vec{q} - \vec{k}) \times (1 + c\Theta^{\nu}_{\nu}(\vec{p} - \vec{q} \uparrow))^{-1} \times \]
\[ \left. \left( 1 + c\Theta^{\nu}_{\nu}(\vec{q} \uparrow + \vec{k} \uparrow) \right)^{-1} \right]. \]  \hspace{1cm} (12b)

We have carried out calculations as a function of \( E \) and \( \omega \) that are required in further discussion.

As an example we display in Fig.3 the results for \( c=2 \) (\( P_B = 22\% \)) for up and down-spin electron with initial energy 10 eV above the vacuum level.

The most striking features in Fig.3 are the chimney-like structures for the \( R^{↓↓} \) and \( R^{↑↑} \) functions. They are both the consequences of the abrupt square shape we have assumed for the \( d \uparrow \)-band window. One can vary the shape of the \( \Theta^{\nu}_{\nu \uparrow} \) functions, e.g. by making it smooth, but this would not change the most important physical features of the model.

The spin-flip scattering \( R^{↑↓} \) (via the exchange process) for spin-up electron is enhanced when the excited
Energy loss rates for spin-up (down) electron with primary energy $E_p = 10$ eV measured with respect to vacuum level $V_o$, as a function of energy loss $\omega$. Vertical line marks the vacuum level.
spin-down electron falls into the $d^\uparrow$-band, the same happens for non-flip scattering for spin-down electrons. In the latter case however both processes are possible:
Direct (when the scattered electron falls into the $d^\downarrow$-band) and exchange scattering (when the spin-down electron excited from below $E_F$ falls into the $d^\downarrow$-band).
This is the reason why $R_{\downarrow\uparrow}(E,\omega)$ is much larger than $R_{\uparrow\downarrow}(E,\omega)$ when $E-\omega$ is within the $d^\uparrow$-band.

The maximum for $\omega=2.2$ eV for $R_{\uparrow\downarrow}(E,\omega)$ reflects the scattering process where both $d^\uparrow$ and $d^\downarrow$ bands are involved: a spin-down electron falls into the $d^\downarrow$-band exciting a spin-up electron from the $d^\uparrow$-band with energy loss $\omega$ close to the d-band exchange splitting $\Delta^{(20)}$ (see Fig.1). This amounts just to creating a Stoner excitation in the metal. Since both filled and empty $d$-bands contribute to the $R_{\uparrow\downarrow}$ scattering rate, the maximum of $R_{\uparrow\downarrow}$ has a triangular shape due to the self-convolution of the d-density. On the other hand no Stoner excitation can be created by an up spin electron. As a result $R_{\downarrow\uparrow}$ is much smaller then $R_{\uparrow\downarrow}$ for $\omega \sim \Delta$. The effect of this asymmetry has been observed experimentally in spin-polarized electron energy loss spectroscopy (SPEELS) in Fe-based ferromagnetic metallic glass (11) and in Ni (12).

The SPEELS polarization measured in ref.11 is, in the simplest scheme, equal to the "outgoing asymmetry parameter"

$$A_{\text{out},\omega}(E_p) = \frac{(R_{\uparrow\downarrow}(E_p,\omega) + R_{\downarrow\uparrow}(E_p,\omega)) - (R_{\downarrow\uparrow}(E_p,\omega) + R_{\uparrow\downarrow}(E_p,\omega))}{(R_{\uparrow\downarrow}(E_p,\omega) + R_{\downarrow\uparrow}(E_p,\omega)) + (R_{\downarrow\uparrow}(E_p,\omega) + R_{\uparrow\downarrow}(E_p,\omega))},$$

(13)
where $E_p$ is the kinetic energy of a primary electron.

Our result obtained for $A_{out}$ is presented and compared with experiment in Fig. 4. The best agreement is obtained by giving the window parameter $c$ a value between 3 and 3.5. The main process contribution to the peak at is that of Fig. 1, involving a Stoner excitation. The magnitude of this peak is found to decrease rapidly for large primary energies $E_p$, which agrees very well with experiment, as shown in Fig. 5, as well as with our physical expectation for an exchange process. No such increase is however reported for $E_p$ between 18 and 5 eV in $\text{Ni}^{11}$. The reason for this can probably be traced to band-structure matrix-element effects that are omitted in our simple model, but should be important at low energies.

As a further check on the implications of our mechanism, we can calculate the EELS intensity line shape (not spin-analysed). This is proportional to

$$R(E_p, \omega) = R^{\uparrow\uparrow}(E_p, \omega) + R^{\uparrow\downarrow}(E_p, \omega) + R^{\downarrow\uparrow}(E_p, \omega) + R^{\downarrow\downarrow}(E_p, \omega),$$

which is plotted in Fig. 6 for various primary energies. A characteristic d-band shoulder, or hump, is predicted for losses near the exchange splitting $\omega \sim \Delta$. The occurrence of this hump in Fe is currently being investigated in Fe by Rosei and coworkers (27). The hump height is predicted to be also energy-dependent as in Fig. 3. Features reminiscent of those in Fig. 4 have been reported by Ibach and Lehwald (28) for Ni. Their interpretation of a direct spin-flip process $d^{\uparrow} \rightarrow d^{\downarrow}$ should probably, in view of our evidence, be revised to an exchange spin-flip as in Fig. 1.
Fig. 4

Calculated spin asymmetry $A_{out}$ (Eq. 13), without (lower curve, c=0) and with (upper curve) d-bands. A good agreement with experimental data of Ref. 11 is achieved as shown, with c=3.5, other parameter chosen so as to approximate the situation for Fe.
Primary energy dependence of the main polarization peak of $\omega = 2.2 \text{ eV}$ in Fig. 4 (full curve) and of the total intensity hump (Eq. 14) of Fig. 6 (dashed line). The rapid fall with increasing $E_p$ seen both in theory and experiment (Ref. 11) is strong evidence for an exchange process in Fig. 1.
Fig. 6

Total EELS (Eq. 14) calculated for Fe. Lower curve: no d-bands. Upper curves: with d-bands, for various primary energies. The hump around 2eV reflects the process of Fig.1.
3. FERROMAGNETIC METAL;
CASCADE OF SECONDARY ELECTRONS.

When an energetic PE is injected into a metal it will lose its energy mainly via e-h pair creation. The electrons excited above the Fermi level \( E_F \) in this process travel through the metal being scattered both elastically (e.g. Bragg-diffracted by the lattice) and inelastically, by giving rise to further e-h pairs. Some of these electrons eventually leave the metal, crossing its surface. Those electrons which leave after so many inelastic scattering events that their energy is reduced to 10-20 eV or less are the SE.

The theory of secondaries has been developed decades ago \(^2\) and is now well established \(^{29-33}\). The spin polarization of SE however has not been discussed theoretically.

As a first guess, the fact that the largest fraction of secondaries is excited out of the valence bands, suggests that their polarization has to be close to the bulk polarization \( P_b \). The experimental findings \(^{14-17}\) indicated however, quite surprisingly, that the polarization of SE of lowest energy is about twice \( P_b \) for ferromagnetic Fe, Ni, and Co. This effect of polarization enhancement has been attributed to the spin-dependent exchange scattering \(^9,15\) and to the increase of minority-electron decay due to the large number of empty minority-
-spin states just above the Fermi level \((14,15)\).

Below we present calculations where both of the above mechanisms contribute to the SE polarization enhancement in a manner that makes them hard to separate. The results are compared with SPSEE experiments performed with ferromagnetic metallic glasses based on iron. Variable Fe concentration gives an ideal opportunity to check the theoretical results with respect to different bulk polarization \(P_b\).

There are two basic steps involved in our spin-polarized calculation of secondaries. The first is the determination of cross-section for a single scattering event (it is already done in Section 2.) The second step is to calculate the polarization of hot electrons excited above \(E_F\). A quantum-mechanical treatment of a large number of scattering events including overall phase coherence is in practice out of the question. It is clear, however, that to some extent such a level of complication is excessive. For increasing electron energies, for example, quantum-mechanical interference between products of scattering amplitudes relative to different events should rapidly become negligible — we have made the approximation that such interferences can in fact be neglected altogether, thereby abandoning scattering amplitudes in favour of cross sections of successive events, assumed to be unrelated.

Within this approximation we have carried out two separate and parallel calculations. The first approach is based on a simple rate equilibrium, of up and down-spins as a function of energy. The corresponding master
equation is constructed and solved numerically. The second approach consists of a computer experiment, where the cascade generated by one fast incoming electron is followed step by step, with probabilities for successive events taken from the microscopic theory of inelastic electron scattering. In this latter approach, the geometry of the problem is also included, and a much more detailed study of the properties of the secondary electron cascade in space, energy, and spin is possible.
3.1 Rate Equation Approach.

Suppose a continuous flux of primary electrons is being injected into a metal, and thus generates the cascade of hot electrons. All those electrons lose energy by inelastic scattering off other metal electrons. Their final fate is either to decay to Fermi level or to escape from the metal across the surface. After an initial transient regime, a dynamical equilibrium has to be reached where the spin-resolved energy distributions $I^s(E)$, $I^p(E)$ of hot electrons, both inside, and escaping become time-dependent.

We neglect here escape of the electrons altogether or, equivalently, we assume an infinite metal, where the surface is negligible. This makes things much simpler, since then we do not need to worry about: a) the geometry of the problem and b) elastic scattering of the electrons (as long as we can assume that it is spin-independent). We then assume that the energy and spin distribution of SE is the same as the distribution of hot electrons in the metal.

At dynamical equilibrium the number of electrons per unit time which fall, through flip or non-flip inelastic scattering, down, to energy $E$ with spin-up (down) is equal to the number of spin-up (down) electrons with energy $E$ scattered inelastically further down in the same time. One can then write a pair of coupled master equations:
\[
\int \omega \left[ R_{\uparrow\uparrow}(E+\omega, \omega) I_{\uparrow}(E+\omega) + R_{\uparrow\downarrow}(E+\omega, \omega) I_{\downarrow}(E+\omega) \right] = \\
\int \omega \left[ R_{\downarrow\uparrow}(E, \omega) I_{\uparrow}(E) + R_{\downarrow\downarrow}(E, \omega) I_{\downarrow}(E) \right], \tag{15a}
\]

\[
\int \omega \left[ R_{\downarrow\uparrow}(E+\omega, \omega) I_{\uparrow}(E+\omega) + R_{\downarrow\downarrow}(E+\omega, \omega) I_{\downarrow}(E+\omega) \right] = \\
\int \omega \left[ R_{\downarrow\uparrow}(E, \omega) I_{\uparrow}(E) + R_{\downarrow\downarrow}(E, \omega) I_{\downarrow}(E) \right], \tag{15b}
\]

where \( E_o \) is some initial electron energy, e.g., the primary electron energy. On the left side in both equations are the numbers of up (Eq.15a) and down (Eq.15b) electrons falling to the energy \( E \), on the right are the numbers of electrons leaving the states with energy \( E \). We are concerned only with \( E > V_o \), i.e. only with electrons which in vacuum would have positive kinetic energy. Note, however that electrons have the possibility to decay into the energy region of width \( \delta \) between the vacuum level \( V_o \) and the Fermi energy \( E_F \), hence the integration limit \( E-E_F \) on the right-hand side.

Our aim is now to calculate from Eq.15a & b the two unknown functions \( I_{\uparrow}(E) \) and \( I_{\downarrow}(E) \) for \( V_o \leq E \leq E_o \) with boundary conditions \( I_{\uparrow}(E_o) = I_{\uparrow}^o \) and \( I_{\downarrow}(E_o) = I_{\downarrow}^o \). From \( I_{\uparrow} \) and \( I_{\downarrow} \) we will eventually calculate the SE
and polarization $P$:

$$I(E) = I^\uparrow(E) + I^\downarrow(E), \quad (16)$$

$$P(E) = \frac{I^\uparrow(E) - I^\downarrow(E)}{I^\uparrow(E) + I^\downarrow(E)} \quad (17)$$

In principle $E_o$ has to be equal to the energy of the PE beam $E_p$ and $P_o = (I_o^\uparrow - I_o^\downarrow) / (I_o^\uparrow + I_o^\downarrow)$ ought to be the PE polarization. What we find however is that the intensity and polarization of SE calculated according to Eq.15-17 is practically independent of $E_o$ and $P_o$ if the kinetic energy of PE is higher than 100eV and $P_o$ is between zero and $P_o^{(a)}$. Since the problem is linear, we can also set $I_o^{(b)} = 1$, i.e., we use relative intensities.

The solution of the integral equations 15a and 15b has been done numerically by the iteration (simplified problem can be solved analytically - see Appendix):

$$I_{n+1}(E) = I_n^\uparrow(E) + \int d\omega \left[ R_{\uparrow\uparrow}(E+\omega, \omega) I_n^\uparrow(E+\omega) + \right.\right.

$$\left. + R_{\uparrow\downarrow}(E+\omega, \omega) I_n^\downarrow(E+\omega) \right] - \int d\omega \left[ R_{\uparrow\uparrow}(E, \omega) I_n^\uparrow(E) + \right.\right.

$$\left. + R_{\uparrow\downarrow}(E, \omega) I_n^\downarrow(E) \right]. \quad (18a)$$

---

* Note again that no provision for geometrical factors, and escape depth, etc., is made in the single formulation given in this Section. Due to these, $I$ and $P$ may of course pick up an extra dependence on $E_o$, $P_o$ as discussed further below.
\[ I_{n+1}^{\downarrow} (E) = I_n^{\downarrow} (E) + \int_0^{E_0 - E} d\omega \left[ R_{n+1}^{\downarrow}(E+\omega, \omega) I_n^{\uparrow}(E+\omega) + \right. \]
\[ + R_{n+1}^{\uparrow}(E+\omega, \omega) I_n^{\downarrow}(E+\omega) \left. \right] \int_0^{E-E_F} d\omega \left[ R_{n+1}^{\downarrow}(E, \omega) \right] \]
\[ \times I_n^{\downarrow}(E) + R_{n+1}^{\uparrow}(E, \omega) I_n^{\uparrow}(E), \tag{18b} \]

where \( I_n^{\downarrow}(E) \) is the spin-up (down) energy distribution function calculated in \( n \)-th iteration. For a number of iterations \( N \) large enough so that \( I_N^{\downarrow}(E) \) and \( I_{N+1}^{\downarrow}(E) \) become practically independent of \( N \), we can take \( I_N^{\downarrow}(E) \) and \( I_N^{\uparrow}(E) \) as the solution of Eqs. 15 a & b.

We have found \( I^{\downarrow}(E) \) and \( I^{\uparrow}(E) \) for scattering rates calculated for \( c=2 \); 1.4; 0.75, corresponding to \( P_b = 22\% ; 19\% ; 15\% \) respectively, if \( \Delta = 0.5 \text{ eV} \) is kept fixed. The detailed discussion of the results is presented in the following subsection. Here we only want to point out that the intensity \( I \) of SE we found (see Fig. 8 - solid line) obeys an \( E^{-m} \) law (31) with \( m = 2 \).
3.2 A computer simulation.

As pointed out in the beginning of this Section the neglect of quantum interference effects allows the discussion of the electron cascade in purely classical terms, easily amenable to direct computer simulation. Many cascade studies have been carried out \((29-33)\). Some of them are based on Monte-Carlo computer simulations \((32,33)\).

The present simulation, though analogous in spirit, has been developed independently. It is simple and unsophisticated, but it contains the important new ingredient of spin selection. An electron is considered a point particle moving in space and time. Each electron above the Fermi level is kept track of independently, with respect to its energy, momentum and spin state. The continuous trajectory of an electron is broken into "hops" of length \(\Delta l\), which is chosen tentatively to be \(1\AA\). At the end of each "hop" the electron with energy \(E\), can suffer inelastic scattering. Now consider what happens for example to a spin-up electron. Inelastic scattering will occur with a probability given by:

\[
P = \frac{P^\uparrow(E) \Delta l}{v^\uparrow(E)},
\]

(19)

where \(v^\uparrow(E) = \sqrt{2E/m}\) is the velocity of spin-up electrons with energy \(E\) (for down-spin: \(v^\downarrow(E) = \sqrt{2(E-\Delta)/m}\)), while \(P^\uparrow(E)\) is a probability per unit time for spin-up electrons with energy \(E\) that any inelastic event occurs:
\begin{equation}
\hat{P}^t(E) = \int_0^{E-E_F} d\omega \left( R^{\uparrow \uparrow}(E,\omega) + R^{\uparrow \downarrow}(E,\omega) \right). \tag{20}
\end{equation}

During the inelastic scattering event a spin-up electron with energy \( E \) and momentum \( \vec{p} \) loses energy and transfers momentum \( \vec{q} \) to the created e-h pair system. After this scattering there are two electrons above Fermi level: one with momentum \( \vec{p} - \vec{q} \), another with momentum \( \vec{q} + \vec{k} \). The momenta \( \vec{q}, \vec{k} \) and spins of the electrons have to be chosen with proper probability.

From the discussion of Section 2, the probability \( P(\vec{p}^\uparrow; (\vec{p} - \vec{q})^\downarrow, (\vec{q} + \vec{k})^\uparrow) \) that a spin-up electron with momentum \( \vec{p} \) (and energy \( E \)) produces a spin-up electron with momentum \( \vec{p} - \vec{q} \) (and energy \( E - \omega \)) and a spin-down electron with momentum \( \vec{q} + \vec{k} \) is proportional to (all momenta and energies are expressed in terms of \( p_F \) and \( 2E_F \) respectively, where \( p_F = \sqrt{2mE_F} \)):

\begin{equation}
P(\vec{p}^\uparrow; (\vec{p} - \vec{q})^\downarrow, (\vec{q} + \vec{k})^\uparrow) \propto \frac{\Theta(1q_{\vec{q}} + q_{\vec{k}} - 1)\Theta((-1-\Delta)^{1/2} - q_{\vec{k}})}{((\vec{p} - \vec{q} - \vec{k})^2 + q_{\vec{F}}^2)} \times (1 + c\Theta_{\vec{p} - \vec{q}}^{\downarrow})(1 + c\Theta_{\vec{q} + \vec{k}}^{\uparrow}) \tag{21}
\end{equation}
and with the same notation:

\[
P(\vec{p}_j^\uparrow, (\vec{p} - \vec{q})^\uparrow, (\vec{q} + \vec{k})^\uparrow) \propto \frac{\Theta((1 - 2\Delta')^{1/2} - k) \Theta((1 - \bar{\Delta}' - 1 - 2\Delta')^{1/2})}{(q^2 + q_{FT}^2)^2} \times (1 + c\Theta^w_{\vec{q} + \vec{k}})^n.
\]

(22)

\[
P(\vec{p}_j^\uparrow, (\vec{p} - \vec{q})^\uparrow, (\vec{q} + \vec{k})^\uparrow) \propto \Theta(|\vec{q} + \vec{k}| - 1) \Theta(1 - k) \times \left\{ \frac{1}{(q_{FT}^2 + q_{FT}^2)^2} + \frac{1}{((\vec{p} - \vec{q} - \vec{k})^2 + q_{FT}^2)^2} \right\} (1 + c\Theta^w_{\vec{q} + \vec{k}})^n \right\}.
\]

(23)

Here the \(\Theta\)-functions take care of the Pauli principle.

However, the electron at \( E - \omega \), \((\vec{p} - \vec{q})^{\uparrow(\downarrow)}\) is automatically above \( E_F \) since we consider energy losses with \( \omega \leq E - E_F \). Energy conservation requirement adds one more condition for \( \vec{q} \) and \( \vec{k} \) : \( \vec{p} \cdot \vec{q} = \vec{q} \cdot \vec{k} + q^2 \).
The absence of the enhancement factor \( (1 + c \Theta_k^W) \) in the negative interference exchange term in the Eq. 23 has been discussed in previous Section. Similar formulae to these can be written for scattered spin-down electrons.

After this scattering event, we have two electrons plus a hole, all with well-defined spin and momenta travelling through the metal, exciting eventually other electrons; In principle this cascade process is infinite and each electron which does not escape out of the surface reaches the Fermi level through repeated inelastic scattering.

As an approximation, we choose to neglect energy loss processes due to inelastic scattering by the hole, and the new e-h pairs thus generated. Since the hole can only lose energy \( \omega < E_F \), the chance that it can give rise to an electron with sufficient energy to be relevant as a secondary is finite, but very small.

The only electrons interesting for us are those electrons which have a chance to cross the surface of the metal and be observed as secondaries. Therefore, after inelastic scattering the energies of two electrons are checked and those with energy less than vacuum zero \( V_0 \) are dropped, since their only fate is to sink to the Fermi sea.

So far, we have not discussed how the geometrical factors enter our simulation. This happens in two ways. The first is that it is necessary for an electron to have a direction very different from the incident electrons, for it to be observed as a secondary. The inelastic processes considered here do actually involve a deflection, but
the probability of a large deflection is very small, even after repeated scattering. It is physically clear that large - angle elastic scattering, for example Bragg scattering in the crystalline case, is crucial in determining large observed yield of secondaries. We shall describe further down the very simple way we use for introducing electron deflection, actually done by elastic scattering. The second is that escape out of the surface has, in the simplest potential step scheme, a certain kinematic dependence upon the angle of incidence of the electron which attempts the escape against the surface. This kinematic restriction has to do chiefly with the parallel momentum conservation - while of course the normal momentum is not conserved, when the electron crosses the surface. We calculate SE yields both with and without this kinematical restriction. The resulting intensities are very similar, except at very low $E_k$, where electron escape is strongly suppressed by parallel momentum conservation. It is interesting to note that most available data resemble much more the calculation done without kinematical restriction.

In our opinion, this could be because the surface of the amorphous material is so imperfect that parallel momentum conservation is irrelevant. Following this reasoning, we conclude, that, while the full escape kinematics should of course be used for an ideally flat surface, the best one can do for a real surface is to ignore it altogether, and assume that each electron that hits the surface with energy $E > V_0$ will just escape, no matter what angle it forms with the surface.

Elastic scattering is, both in principle and in prac
tice a much more delicate problem to deal with. Calculating its intensity is non trivial \((36)\), requires the use of highly sophisticated codes. Furthermore, elastic scattering is spin-dependent, although the resulting asymmetries are only of the order of a few percent in amorphous Fe \((37)\). This last fact provides one sole justification for neglecting any spin-polarization arising from elastic scattering. A simple inelastic scattering event will usually be more spin-polarizing than this (see Fig. 4).

There remains the geometrical problem of how to produce, within our computer simulation, the large-angle elastic scattering required to turn electrons out of the sample.

Elastic scattering is crudely replaced in our simulation by a "mirror" which scatters back the electrons. The depth where the "mirror" is placed can be adjusted by fixing the total yield \(Y\) of secondaries \(Y = N_{\text{out}}/N_{\text{in}}\), where \(N_{\text{in}}\) is a number of PE and \(N_{\text{out}}\) is a number of SE. Too small and too big mirror depths make \(Y\) small since in the first case the cascade of secondaries has not enough space to develop and in the second case electrons have a small chance to reach the surface. We have found a mirror depth of six times the InMFP see Section 5 to be the most realistic. In that case the yield \(Y\) for PE with primary energy \(E_p\) (measured with respect to the vacuum level) of 400 eV is \(Y \approx 1.6\) which seems reasonable compared with experimental data \((2)\).

In the simulation the primary energy \(E_p\), the electron angle of incidence (measured with respect to the surface normal) and the bulk polarization \(P_b\) (i.e. parameter \(c\)
of the metal are to be chosen at the beginning. Each "experiment" consists of repeated injections of one electron with the same momentum \( \overrightarrow{p} \) and with different spin orientation. As the PE beam in the real experiment is unpolarized, we have injected the same number of up and down electrons. A large number of primaries is needed for each simulation (\( \sim 10^5 \)) in order to achieve reasonably accurate values of yield and polarization of secondaries for kinetic energies below 10 eV.

Data of outgoing electrons are stored. Histograms can then be made, with an one eV as the energy interval. The results are shown in Fig.7 for \( c = 3.2.1.4;0.75 \) (\( P_b = 27\%, 22\%, 19\%, 15\% \) respectively). The strong enhancement, with its magnitude depending on \( P_b \), of electron polarization for small kinetic energies is observed.

In Fig.8 we show the SE intensities. The shapes are practically independent of the ferromagnetic glass we used. There is almost absolute agreement between intensities obtained by solving the master equations and by doing the simulation without surface scattering. This is not surprising: In the simulation each secondary electron is produced on the average after about 10 inelastic events with various energy transfers. It seems enough for the system of hot electrons to be very close to the equilibrium distribution as predicted by the master equations. Some discrepancy around 10 eV above the vacuum level is caused by the minimum in the \( \text{InMFP} \) of the electrons with those energies present here in our model.

The experimental results \(^{17}\) show the well known
Fig. 7

Polarization of SE obtained by computer simulation for different $P_b$ values. The increase of statistical noise with increasing kinetic energy $E_k$ is caused by decrease of electron intensity (see Fig. 8).
Fig. 8

Energy distribution of secondary electron as a function of their kinetic energy; (•)-experiment; (+)-computer simulation; solid line - master equation solution. All intensities have been normalized to the value at $E_k=0$. (•)-intensity from the simulation with surface scattering. It has been matched at 15 eV with the intensity from computer simulation without surface scattering.
peak in the intensity of secondaries at almost zero kinetic energy—caused by the escaping mechanism. Of course, in the master equation solution as well as in the simulation without surface scattering the calculated maximum is instead at kinetic energy exactly zero. Except for that the agreement between experimental and theoretical results, especially for small energies is rather good. The excellent agreement of intensities predicted for small energies by the rate equation results with the experimental intensities is so good that it probably has some fortuitous element in it. It is very gratifying to find that the two independent methods, the computer simulation and the rate equation approach, agree so well.

For higher energies theoretical intensities are higher than experimental ones. This is because in the experiment a part of more energetic SE fail to be detected (17).

We also show in Fig. 8 energy distribution of secondaries produced by the simulation with surface scattering, introduced by a potential step. As mentioned earlier the agreement with experiment is in this case not very good. If, as we believe, this is due to surface disorder, it would be interesting to check experimentally whether the lineshape of a crystalline, ordered and flat surface has indeed this form.

In Fig. 9 a, b & c we show spin polarization of secondaries for samples with different Fe/Ni composition. The agreement between experimental and theoretical ("theoretical" meaning computer simulation and master equation solution) results is in each case quite satisfactory.

The experimental "plateau" polarization around $E_k = 15$ eV is in general slightly larger than that obtained from the simulation. As is seen from Fig. 7 the computer experiment is very sensitive to the parameter $c$ of our
Polarization of secondaries for $P_b = 22\%$; (●) - experiment, (+) - computer simulation, solid line - master equations solution. PE beam in experiment and simulation has the same parameters (also for Fig.9(b) and (c)): $E_p = 400$ eV, $= 30^\circ$, unpolarized.
Fig. 9 b)

Polarization of secondaries for \( P_b = 19\% \); (●) - experiment, (+) - computer simulation, solid line - master equation solution.
Fig. 9 c)

Polarization of secondaries for $P_b = 15\%$; (●)-experiment, (+)-computer simulation, solid line - solution of master equations.
model. The small differences between real and computer experiment in the plateau region can in principle be adjusted by small changes in $c$.

There are two simultaneous mechanisms at work that determine the SE polarization at energies around 15 eV where the bulk polarization reached:

(i) the multiple scattering: this should enhance $P$ to be larger than $P_b$, as seen for low $E$,

(ii) suppression of exchange, for a high energy electron: interaction between electrons is in this case practically spin-independent and electrons excited randomly from conduction bands have to show up the bulk polarization $P_b$. If the PE energy is small, say 50 eV or less, both mechanisms described above should be of smaller importance, and effects caused by the variation of surface magnetization with respect to the bulk one, can also be observed (see also following subsection).

The experimental polarization decreases for increasing $E_k$, coming to a "plateau" from $E_k=15$ eV onwards, where the polarization of secondaries is anyway close to the bulk polarization $P_b$. In the rate equation results $P$ is also close to the $P_b$ value but it keeps decreasing slowly with electron energy. The polarization obtained from rate equations are generally slightly larger than those from simulations. This is because of the assumption of the infinite solid inherent in our rate equation approach. In the simulation electrons can cross the surface before the polarization predicted by the rate equations is reached.

The simulation results are affected by a large statistical noise in the plateau region but they tend to in
dicate that when the low-energy secondary polarization is well reproduced in shape and magnitude, then a somewhat lower polarization than $P_b$ is found in the high energy regime $E_k > 15$ eV. At present, it is not clear whether the origin of this slight disagreement is to be blamed on the experiment or the theory. In fact, while there are indications that in other cases polarization lower than $P_b$ may be observed (34, 38), we also have no guarantee that our theory is reliable at high energies where the collective excitations are also important.

We finally come to discuss the most interesting feature of the secondary polarization spectrum, namely the large polarization enhancement at small kinetic energy. This phenomenon has been so far somewhat puzzling. As Fig. 9 a), b), and c) show, it is very well reproduced by our calculations. It thus establishes this enhancement as a bulk phenomenon, brought about by the multiple inelastic scattering.

The main and crucial reason for the existence of this enhancement can be simply stated as the fact that most spin-down electrons in the cascade, decay in energy with preferential and massive creation of Stoner excitations at $\omega \approx 2.2$ eV in Fe-based glasses. Electrons of down spin terminate their life by falling into the empty $d^\uparrow$ band, below the vacuum barrier. Since the same is not possible for up-spin electrons, this produces a "filtering" effect which reduces the down-spin secondary population. On top of this, as a result of the Stoner pair creation, an up-spin electron emerges at energy $E - \omega$, which further enriches the up-spin secondary population at low energy.
side. Repeated occurrence of the Stoner pair creation leads eventually to a very large increase of \( P \) at very low \( E_k \).

In order to give further quantitative support for our statement, we have calculated the number of up-spin electrons between 0 and 1 eV kinetic energy which come from a Stoner pair excitation (i.e. the last inelastic event before leaving the metal was a Stoner excitation), and found them to be a large fraction, \( \sim 38\% \) of total number (for \( P_b = 27\% \)).

The present calculations show good agreement between data taken in glasses with decreasing average magnetization and calculations done keeping the exchange splitting \( \Delta \) constant and just changing the adjustable enhancement parameter \( c \), which represents crudely the d-density of states near \( E_F \). The results obtainable by keeping \( c \) constant and decreasing \( \Delta \) would however not be very different.
3.3 Polarization of secondaries for ferromagnets with spatial variation of magnetization, primary energy dependence.

The computer simulation technique provides the possibility of a numerical study of the cascade process in a ferromagnet having magnetization varying in space. The original idea \((21,34)\) is that changing the energy \(E_p\) of PE one changes their penetration depth. Hence, if magnetization is depth-dependent, one should observe primary energy dependence of SPSEE.

First, we check in our "computer experiment" how the density \(D(z)\) of hot electrons, created during the cascade process at a depth \(z\) below the surface, depends on primary energy \(E_p\). We have found, running several simulations, \(D(z)\) for different \(E_p\) by counting the electrons with positive kinetic energy created at a depth \(z\), after an inelastic scattering. The results are shown in Fig.10. They are similar to those obtained also in the Monte-Carlo study by Gauchaud & Cailler \((32)\). However, in their study of spatial extent of the secondary process inside the metal, they were looking for the total energy loss as a function of the depth. This similarity between the two results is not unexpected, since the total energy loss and hot-electron density \(D\) are related through the average energy loss which we have actually found to vary slowly with \(z\). For our purpose the density \(D\) is the more significant variable than the total energy loss.
Density of hot electrons $D$ as a function of the depth $z$ below the metal surface, for different primary energies. The small wiggles are due to statistical noise. (Note that the "elastic mirror" depth which is six time the InMFP, see Fig.16, is much greater than the depth of the peak in $D$ function, for each $E_p$ respectively).
As it could be anticipated, with $E_p$ increasing, the maximum of $D$ shifts towards larger depths with electrons becoming more spread inside the metal. The depth resulting from our model should be suitably reduced when applied to real systems not with $e-e$ scattering alone (see Ref. 32 and discussion in Section 5).

As pointed out in Ref. 34 the chemical composition of metallic glasses can vary between the surface and the bulk. This can lead to a significant reduction of the magnetization towards the surface. However, the magnitude and spatial extent of that reduction is not known exactly. We are able to mimic such a situation within our simulation by continuously changing the parameter $c$. We put $c = 0$ on the surface, which corresponds to $P_b = 10\%$ with the Stoner excitations almost completely suppressed, and increase it linearly with $z$ up to the $c = 2z_b$ ($P_b = 22\%$) for $z$ approaching the limiting value $z_b$, which is thus the width of the transition region between the surface and the bulk. For $z > z_b$, $c$ remains constant. We have run several simulations for different primary energies $E_p$ and for three different $z_b$ values: $z_b = 50\AA$, $z_b = 35\AA$ and $z_b = 0$ ($z_b = 0$ means $c = 2z$ for all $z$). We have looked for polarization in the plateau region $P_{pl}$ defined as the average polarization of electrons emitted with kinetic energies in the energy range between 13 and 17 eV (see Fig. 11). As expected for $z_b = 50\AA$ & $z_b = 35\AA$, the polarization $P_{pl}$ increases with increasing primary energy $E_p$. The reason is that for more energetic primaries, electrons penetrate deeper into the solid (see Fig. 10) where the bulk polarization is larger than close to the surface. For high
Fig. 11

Average polarization for secondaries with kinetic energies between 13 eV and 17 eV as a function of primary energy $E_p$ for different magnetization profiles, and the total yield $Y$ of secondaries as the function of $E_p$. The statistical errors in polarization are less than 2% [i.e. $P_{pl} \rightarrow (P_{pl} \pm 2\%)$]
enough primary energies, when the mean - free - path of primary electron is much bigger then \( z_b \), saturation has to be reached, which has actually been experimentally observed by Mauri (34) in Fe\(_{83}\)B\(_{17}\) ferromagnetic glass for \( E_p = 300 \) eV. In our "computer experiment" the saturation is almost reached for \( E_p = 400 \) eV, at least for \( z_b = 35\AA \) (which for technical reasons is the highest primary energy we can fully study). The escape mechanism obviously prefers electrons close to the surface to leave the solid, so the saturation value of \( P_{pl}^p \) should lie somewhere between those surface and deep (\( z > z_b \)) bulk polarization.

The results for \( z_b = 0 \) (no surface reduction of the magnetization), shown in Fig.11, require a separate explanation. At first sight it seems surprising that the plateau polarization \( P_{pl}^p \) is the largest for the smallest primary energy, \( E_p = 25 \) eV, and is much larger than the bulk polarization. It is not so surprising, however, if one considers that the primaries with \( E_p = 25 \) eV fall down to the energy region between 13 eV and 17 eV after only one or two inelastic events. For those primary energies, exchange Stoner excitations are strongly enhanced which leads to the large polarization of scattered electrons (see Fig.5). Actually we show here that the measurements of the outgoing electron polarization averaged over a relatively wide energy range can be used as an alternative method for the observation of Stoner excitations in the strong ferromagnets. The main advantage of this method is that it does not require high energy resolution in the detection of secondaries. With increasing primary energy \( E_p \)
the cascade develops fully, as discussed in detail in Section 3.2. As a result, for primary energies $E_p$ above 200eV, low energy electrons emitted from the solid practically do not carry any information about primaries and $P_{pl}$ remains almost flat (see Fig.11; $z_b = 0$).

We show, also in Fig.11, the total yield of secondaries $Y$. The primary energy dependence of $Y$ we obtained resembles that observed by Mauri (34), especially for primary energies below 400eV. We have also found a maximum in the total electron yield $Y$, resulting from a competition between secondary production and penetration of primaries. Both of them increase with increasing $E_p$, around the same energy as Mauri did, namely $E_p = 500$eV. Our maximum is however much sharper. The reason for this is undoubtedly the artificial way in which the elastic scattering in our simulation has been introduced (see previous subsection). Ganachaud & Cailler (32) have shown that the elastic mean-free-path grows slower then the inelastic one with $E_p$ increasing, reducing thus the rate the penetration depth increases with, for increasing primary energy. This leads to the flatter aspect of the maximum in the total yield $Y$, that they found in their simulation (32).
4. PARAMAGNETIC METALS.

The well-established technique based on GaAs polarized electron guns and Mott scattering spin analyzers, makes in principle possible an experiment with spin-oriented electron PE beam and spin-analyzed scattered electrons. This type of measurement gives a new opportunity of direct observation of exchange process between primary and paramagnetic-metal electrons (39). In this Section we present our theoretical prediction for such an experiment. We give a quantitative description of the exchange process in terms of depolarization of initially fully polarized PE beam using a model of a paramagnetic metal consisting of a single parabolic band filled up to the Fermi level $E_F$. Within this free electron approximation of a real paramagnet, which seems quite reasonable for a simple metal, such as Al, we calculate the single scattering rates in the first order perturbation theory for direct and exchange process. A comparison with Möller (6,7) scattering of two electrons is also presented. In Möller scattering the exchange process becomes negligible with respect to the direct scattering when the energy loss goes to zero. We show in detail that this is no longer the case for electrons scattered by a Fermi sea. Our results indicate that the exchange spin-flip process should be generally easy to observe and should reveal a relation between the relative flip probability and the metal screening properties.

The single scattering theory can be applied direc-
tly only to electrons which leave the metal with energy loss of the order of a few electronvolts. In fact, for an energetic PE, a small energy loss has a low probability, which makes multiple inelastic scattering practically negligible. We have also calculated the polarization of scattered electrons with energies very much smaller than \( E_p \), namely secondaries, solving as in Section 3.1 the equilibrium rate equations. The results indicate the possibility for observing a weak exchange-induced spin-down polarization of secondaries, for a spin up primary.

(*) We concentrate here only on spin-effects caused by inelastic scattering. The spin-orbit polarization effects present in electron-ion scattering can be eliminated by proper experimental conditions, such as (i) use of PE with polarization parallel to the electron beam; and/or (ii) use of PE with alternate polarization, and then average between the data thus obtained.
4.1 Inelastic scattering rates.

The model of a paramagnetic metal which we will use here is a special case of the model introduced in Section 2, with $c = \Delta' = 0$. We repeat, however, the main steps in the procedure of calculating spin-resolved inelastic rates, for the purpose of further discussion. The technique of calculation used here is fully reported in Ref. 18.

The spin-flip scattering rate $R^{_{\uparrow \downarrow}}(E, \omega)$ of the electron from the state $E, \uparrow$ to the final state $E - \omega, (\mathbf{p} - \mathbf{q})$, with momentum transfer $\mathbf{q}$ and energy transfer $\omega$ between antiparallel spin electrons, is proportional in lowest order perturbation theory to the imaginary part of scattering amplitude:

\[
R^{_{\uparrow \downarrow}}(E, \omega) = -\frac{2}{\Omega} \text{Im} \left[ \int \mathcal{D} \mathbf{r} \cdot \mathbf{r} \left| V(\mathbf{p} - \mathbf{q} - \mathbf{k}) \right|^2 \times \right.
\]
\[
x \cdot G^e(E, \omega, (\mathbf{p} - \mathbf{q}) \downarrow) \times \]
\[
x \cdot G^e(E + \omega, (\mathbf{q} + \mathbf{k}) \uparrow) \times \]
\[
x \cdot G^h(E, \mathbf{k} \downarrow) \bigg] ,
\]

(24)
where
\[ d\mathbf{q}^+ = \frac{d^3 q}{(2\pi)^3} \cdot \frac{d^3 k}{(2\pi)^3} \cdot \frac{d\epsilon}{2\pi}, \]

and the electron (hole) Green's function is given by:

\[ G_{e(h)}^o(\epsilon, \mathbf{k}) = \frac{1}{\epsilon - \epsilon_k^o \pm i0^+}, \quad (25) \]

with

\[ \epsilon_k^o = \frac{k^2}{2m} \]

The non-flip scattering rate \( R(E, \omega) \) is given as the sum of four terms:

\[ R_{e(h)}^\uparrow\downarrow(E, \omega) = R_{e(h)}^\uparrow\uparrow(E, \omega) + R_{e(h)}^\uparrow\downarrow(E, \omega) + 2R_{e(h)}^\downarrow\uparrow(E, \omega), \quad (27) \]

where

\[ R_{e(h)}^\uparrow\downarrow(E, \omega) = -\frac{2}{\text{Im}} \left[ \int d\mathbf{q}^\uparrow \left| \mathcal{V}(\mathbf{q}) \right|^2 G_e^o(E - \omega, (\mathbf{q} - \mathbf{k})^\uparrow) \times \right. \]

\[ \left. \times G_e^o(E + \omega, (\mathbf{q} + \mathbf{k})^\uparrow) G_h^o(\epsilon, \mathbf{k}^\uparrow) \right], \quad (28a) \]
\[ R_2^{↑↑}(E, \omega) = -\frac{2}{\pi} \text{Im} \left[ \oint d\vec{q} \ V(\vec{q}) \left| G^e(E-\omega, (\vec{p}-\vec{q})\uparrow) \right|^2 \right. \]
\[ \times \ G^e(E+\omega, (\vec{q}+\vec{k})\uparrow) \ G^h(E, \downarrow) \] (28b)

\[ R_3^{↑↑}(E, \omega) = -\frac{2}{\pi} \text{Im} \left[ \oint d\vec{q} \ V(\vec{p}-\vec{q}-\vec{k}) \right. \]
\[ \times \ G^e(E-\omega, (\vec{p}-\vec{q})\uparrow) \left. \times \ G^e(E+\omega, (\vec{q}+\vec{k})\uparrow) \ G^h(E, \downarrow) \right. \] (28c)

and

\[ R_4^{↑↑}(E, \omega) = -\frac{2}{\pi} \text{Im} \left[ \oint d\vec{q} \ V(\vec{q}) \right. \]
\[ \times \ G^e(E-\omega, (\vec{p}-\vec{q})\uparrow) \left. \times \ G^e(E+\omega, (\vec{q}+\vec{k})\uparrow) \ G^h(E, \downarrow) \right. \] (28d)

For clarity we have put spin indexes into the formulas; however, the Green's functions do not depend on them here. The first two terms \( R_1^{↑↑}, R_2^{↑↑} \) represent direct process where the incoming up-spin electron is scattered against another up and down spin electron respectively. Since, there is an equal number of up and down-spins in the paramagnet, \( R_1^{↑↑}(E, \omega) = R_2^{↑↑}(E, \omega) \). The third partial term \( R_3(E, \omega) \) represents the exchange
non-flip process. Again, since $n^\uparrow = n^\downarrow$, this rate is numerically equal to the rate of exchange spin-flip process, $R^{\uparrow\downarrow}_3(E, \omega) = R^{\downarrow\uparrow}(E, \omega)$. This does not mean that spin-flip and non-flip exchange processes have equal probabilities.

The probability of exchange process between parallel-oriented spins is diminished by the **negative** term $2R_4$ which represents the quantum-mechanical interference between direct and exchange amplitudes. (In fact, this is the point where indistinguishability of particles comes in).

The values of $R^{\uparrow\downarrow}(E, \omega)$ and $R^{\downarrow\uparrow}(E, \omega)$, for incoming down-spin electrons, are the same as for incoming up-spin electrons.

As an interaction between electrons we use again the statically screened Coulomb potential as in Eq.6. The many-body effects, e.g. plasmon scattering, are not present in this model. However, they should not be important for very small energy losses ($\omega \approx \omega_F$).

With this electron-electron interaction we can perform the five out of seven integrations in Eq.24-28 analytically, while two are left for numerical calculations. We have used $E_F = 11.7$ eV and a work function $\phi = 4.25$ eV, a choice of parameters appropriate for Al.

Having obtained $R^{\uparrow\downarrow}$ and $R^{\downarrow\uparrow}$, we can find the final polarization $P_{\text{out}}(E, \omega)$ of initially spin-up polarized electron after a single inelastic event.
\[ P_{\text{out}}(E, \omega) = \frac{R_{\uparrow \uparrow}(E, \omega) - R_{\uparrow \downarrow}(E, \omega)}{R_{\uparrow \uparrow}(E, \omega) + R_{\uparrow \downarrow}(E, \omega)} \]  

(29)

The polarization \( P_{\text{out}} \) is not labeled any spin index, since its value is the same for either up and down incoming spins.

In Fig. 12 we show the single scattering energy loss rates \( R_{\uparrow \uparrow} \) and \( R_{\uparrow \downarrow} \) for a fixed primary energy (kinetic) \( E_p = 120 \text{ eV} \), as a function of the final kinetic energy \( E_k \), defined by Eq. 4. In terms of the energy loss \( \omega \), \( E_k \) is given by:

\[ E_k = E_p - \omega \]  

(30)

For \( E_k \) approaching \( E_p \), the scattering rate \( R \) goes to zero, as evident from phase space considerations, since the number of conduction electrons which can be excited above \( E_F \) also goes to zero. Similarly, around \( E_p - E_k = E_F \), all the conduction electrons begin to have a chance to be excited (predominantly during direct scattering) whence the maximum of \( R \) (see Eq. 28 a) and b).
Fig. 12

Flip \( R_{\uparrow \downarrow} \) and non-flip \( R_{\uparrow \uparrow} \) inelastic scattering rates as the function of kinetic energy of scattered electron.
The increase of $R^{\uparrow\uparrow}$ for small $E_k$ is caused by the increase of the exchange term $R^{\uparrow\uparrow}_2$ (Eq. 28 c). (In some sense this is a replica of the maximum around $\omega = E_{p}$).

In our calculations we fix the energy of an observed electron and integrate over all other variables, in particular on the momentum of the second electron (equal to $\vec{q} + \vec{k}$ in our formalism).

The rate $R^{\uparrow\downarrow}$ is a pure exchange processes. For small energy losses $R^{\uparrow\downarrow}$ is much smaller than $R^{\uparrow\uparrow}$, since in those cases exchange scattering requires a large momentum transfer which implies, by Eq. 6, a small $|V|^2$. With increasing energy loss, the exchange process eventually overcomes the non-flip process, at about $E_p/2$. This is because of the negative interference term $2R^{\uparrow\uparrow}_4$, which diminishes non-flip rates (otherwise, for small $E_k$, with $R^{\uparrow\uparrow}_1$ and $R^{\uparrow\uparrow}_2$ becoming negligible, $R^{\uparrow\downarrow}$ and $R^{\uparrow\uparrow}$ would be equal).

In Fig. 13 we show $P_{out}$ defined by Eq. 29, compared with that calculated in the non-relativistic limit for two-electron scattering (Møller scattering). The shape of the two curves in Fig. 13 is very similar. It indicates, that for a rough estimate of the importance
of the exchange interaction of an energetic electron with a paramagnetic metal, one can use just the scattering theory of two free electrons. However, there is an important difference of detail, which we describe next.
4.2 Depolarization for small energy losses.

In this section we discuss the differences between spin-flip Möller scattering, and that from a paramagnetic metal, when the energy loss is small.

For small $\omega$ ($E_p$ approaching $E_p^k$) the polarization of an electron scattered off another single electron at rest remains 100% (see Fig.13), for all primary energies $E_p$. Physically this means that in that reference system the exchange process rate goes to zero much faster than the rate for the direct process.

In the other case of electron-paramagnet scattering, on the other hand, a finite depolarization is found for $\omega \to 0$ (see Fig.13). In fact, in this case the electron is scattered on those Fermi sea electrons which have momenta of the order of Fermi momentum $p_F = (2mE_F)^{1/2}$. This makes processes with infinitesimal energy loss and finite momentum transfer possible. Obviously, with $\omega \to 0$, the exchange scattering rate does again go to zero (see Fig.12), but in a weaker way than for Möller scattering. The effect should be enhanced when primary momentum $p$ becomes comparable with $p_F$. To be more precise, let us define $P_{0}(E_p)$ as the limit of $P_{out}(E_p, \omega)$ for $\omega = 0$:

$$P_{0}(E_p) = \lim_{\omega \to 0} \frac{R^{\uparrow\downarrow}(E_p, \omega) - R^{\downarrow\uparrow}(E_p, \omega)}{R^{\uparrow\downarrow}(E_p, \omega) + R^{\downarrow\uparrow}(E_p, \omega)}$$

(31)
Fig. 13

Polarization of scattered electron versus final kinetic energy. Solid line – present model. Dashed line – Möller scattering of two free electrons.
Using Eq. 24-28,31 we have calculated $P_o$ for $\omega$ approaching zero. The result is shown in Fig. 14. For large $E_p$, $R^{\uparrow \downarrow} \gg R^{\uparrow \uparrow}$, we can rewrite therefore Eq.31 in the simpler form:

\[
P_o(E_p) = \lim_{\omega \to 0} \left( 1 - 2 \frac{R^{\uparrow \downarrow}(E_p, \omega)}{R^{\uparrow \uparrow}(E_p, \omega)} \right).
\]

(32)

For infinitesimal energy loss the momentum transfer wave vector $q$ is limited by Fermi surface: $0 \leq q \leq 2p_F$. Thus, if the primary momentum $p = \sqrt{(2m(E + V))}$ is much greater than $q_{FT}$, the non-flip scattering rate $R^{\uparrow \uparrow}$ has its main contributions from the partial scattering rates $R^{\uparrow \downarrow}$ and $R^{\uparrow \uparrow}$ (see Eq.6,24-28). Neglecting $q_{FT}$, $q$ and $k$ ($k$ is always smaller than $p_F$) and leaving only the primary momentum $p$ in the matrix element in the formula for flip rate $R^{\uparrow \downarrow}$ (Eq.24) we can write:

\[
R^{\uparrow \downarrow}(E_p, \omega) = \frac{\pi}{p} \int_{E_p \to \infty}^\infty dq \int dq' \frac{k \cdot k}{p} \frac{1}{\sqrt{2m(E_p - \omega)}} ,
\]

(33)

and for non-flip rate:
Fig. 14

Depolarization of fully polarized primary electron beam by an infinitesimal energy loss as a function of primary energy.
\[ R_{\uparrow \uparrow}^{\uparrow}(E_p, \omega) = \frac{\mathcal{K}}{p} 2 \int \frac{dq}{q} \int \frac{dk \cdot k \cdot 1}{(q^2 + q_{FT}^2)^{\frac{3}{2}}} \]

where \( \mathcal{K} \) is a constant.

Putting Eq. 33 & 34 into Eq.32 one easily obtains:

\[ p_0(E_p) = 1 - \frac{2p_F}{p^4} \frac{1}{2q_{FT}^3} \arctan \left( \frac{2p_F}{q_{FT}^2} \right) + \frac{p_F}{q_{FT}^2} \left( \frac{4p_F^2}{q_{FT}^2} + q_{FT}^2 \right) \]

Eq.35 is strictly valid for large primary energies \( E_p \).

By comparing this approximate \( p_0 \) with accurate numerical results of Fig.14, we find that at least for the case of Al Eq.35 turns to be quite accurate for \( E_p \approx 50 \text{eV} \).

It is interesting to discuss the two special limits \( q_{FT} \to 0 \) and \( p_F \to 0 \) (note however that usually \( q_{FT} \) and \( p_F \) are fixed: \( q_{FT}/p_F = 1.18 \) for Al).
a). \( q_{FT} \to 0 \), \( p_{F} \) - finite

\[ p_{o}(E_{p}) = 1 - \frac{8}{\pi} \frac{p_{F} q_{\sqrt{FT}}^{3}}{p_{4}}. \] (36)

This formula represents the true results with good accuracy for \( q_{FT} \ll p_{F} \).

It shows directly that a finite depolarization of electron scattered inelastically on the metal electrons with small energy loss is caused both by existence of a Fermi surface as well as by free-electron screening.

b). \( q_{FT} \) - finite, \( p_{F} \to 0 \)

\[ p_{o}(E_{p}) = 1 - \frac{q_{\sqrt{FT}}}{p_{4}}. \] (37)

This limit is extremely interesting from the theoretical point of view: \( p_{F} \to 0 \) means that Eq. 37 describes the Möller scattering of two electrons interacting by a screened Coulomb potential, treated in the Born approximation. The fact that screening enhances the exchange amplitude with respect to the direct one has already been pointed out by Mathew (40). For small energy losses the direct scattering rate is governed by momentum transfer \( q \) (see Eq. 34). The introduction of \( q_{FT} \), comparable with \( q \), reduces the probability of direct process, while the
exchange one, governed by the primary momentum $p$, remains almost unaffected. The depolarizing effect of small energy loss single inelastic scattering from a paramagnetic metal shown on Fig.13 & 14 should be easily detectable experimentally.
4.3 The secondary cascade - rate equation approach.

We have discussed up to now the single scattering energy loss. Fig.13 shows that an initially up-polarized electron preferentially reverses its polarization after losing most of its energy in a single scattering event. This reversed or negative polarization is as large as 30% for Al. Initially this number provides a direct measurement of the relative importance of the Pauli principle at \( E_p = 120 \, \text{eV} \): an up-spin electron still has 30% larger preference to scatter off a down spin electron below \( E_p \), than one with same spin. In this energy region, however, the spectrum of emitted electrons is dominated by secondaries, which have been inelastically scattered many times in a cascade process. Since the cascade develops in a magnetically neutral medium, one can expect that the effect of the negative polarization should be diminished.

To obtain a quantitative answer to that problem we use again the rate equilibrium equations, already introduced in Section 3:

\[
\int_0^{E+
\nu\nu-E} d\omega \left[ I^\uparrow (E+\omega) R^\uparrow \downarrow (E+\omega, \omega) + I^\downarrow (E+\omega) R^\downarrow \uparrow (E+\omega, \omega) \right] = 0
\]

\[
= I^\uparrow (E) \int_0^{E-E_p} d\omega \left[ R^\uparrow \downarrow (E, \omega) + R^\downarrow \uparrow (E, \omega) \right]
\]

\( (38a) \)
\[ \int_0^{E_p - V_o - E} \omega \left[ I^\downarrow (E + \omega) R^\downarrow \uparrow (E + \omega, \omega) + I^\uparrow (E + \omega) R^\uparrow \downarrow (E + \omega, \omega) \right] = \]

\[ = I^\downarrow (E) \int_0^{E - E_F} \omega \left[ R^\downarrow \uparrow (E, \omega) + R^\uparrow \downarrow (E, \omega) \right]. \]

(38b)

Where the functions \( I^\downarrow (E) \) and \( I^\uparrow (E) \) are unknown.

We have solved Eq.38 a) & b) numerically by the iteration procedure (described in Section 3.1) with the boundary condition of 100% - polarized PE (i.e. \( I^\uparrow (E_p + V_o) = 1 \), \( I^\downarrow (E_p + V_o) = 0 \)) and for \( V_o < E < E_p + V_o \). Having so obtained \( I^\downarrow (E) \), \( I^\uparrow (E) \), we can find (Eq.16 & 17) the intensity \( I(E) \) and polarization \( P(E) \) of hot electrons. The question arises, if \( I(E) \) and \( P(E) \) are closed to what we expect to be observed outside the metal?

We show our resulting \( P(E) \) and \( P(E) \) on Fig.15, as was expected, the maximum negative polarization is reduced for \( E_p = 120 \text{ eV} \), by about a factor two with respect to the single scattering predictions (see Fig. 13), and
Fig. 15

Polarization of secondaries emitted from Al for polarized primaries a) b) c) for different primary energies, and intensity in arbitrary units d) for $E_p = 120\text{eV}$, versus reduced kinetic energy.
by about a factor four for small kinetic energies, but it is still of considerable magnitude. It should be quite easily detectable in an experiment, especially because of the high intensity of electrons emitted in that energy range. With increasing energy of emitted electrons the polarization should be more and more as predicted by single scattering theory. Actually, for large $E_p$ only the very low energy part of this curve would be modified by the secondary cascade. This is the reason for the increased negative polarization with increasing $E_p$ seen on Fig. 15.

For small energy losses, the results given by the master equation are very close to those given by single scattering. In particular, they give exactly the same finite depolarization for $\omega \rightarrow 0$, since then no cascade can ensue.
5. SPIN - DEPENDENCE OF INELASTIC MEAN-FREE-PATH OF ELECTRONS IN FERROMAGNETS.

It is reasonable to expect the inelastic mean-free-path of an electron, in a material with different electronic structure for majority (up) and minority (down) spin orientation, to be dependent on its spin direction. The early idea of Erskine & Stern was that minority - spin electrons in Ni should have a smaller InMFP than majority ones, since near to the Fermi level the density of states of minority spins is much greater than that of majority spins, thus causing spin - down electrons to decay preferentially. Bringer et al. and Feder argued that exchange interaction should strongly prefer scattering between antiparallel - spin electrons, and gave a rough estimation for ratio between up and down InMFP: $\frac{\lambda^\uparrow}{\lambda^\downarrow} \sim \frac{n^\uparrow}{n^\downarrow}$.

The subsequent calculations of Rendell & Penn yielded a considerable spin-asymmetry for (Ni,Co,Fe) A of the InMFP defined as:

$$A(E) = \frac{\lambda^\uparrow(E) - \lambda^\downarrow(E)}{\lambda^\uparrow(E) + \lambda^\downarrow(E)}$$

However, these authors predict a negative sign of $\lambda$, in contradiction to
Ref. 9, 41, 43) for Co and Fe and for small energies – \( E \lesssim 50 \text{ eV} \).

These results have been criticized by Matthew (40), who also found a spin dependence of InMFP much smaller than the predictions of Bringer et al. (9). His "atomic" approximation however is valid only for primary energies \( E_p > 100 \text{ eV} \).

In this Section we calculate electron – electron part of InMFP \( \lambda_{ee}^{(\uparrow)} \). We use here the model introduced in Section 2, where the Coulomb potential with Thomas–Fermi screening is used as the e–e interaction.

Having the loss probabilities per unit time and per unit energy range of up and down spins calculated in Section 2 we can write the mean free path as

\[
\lambda_{ee}^{(\uparrow)} (E) = v E - E_F \int_0^\frac{E-E_F}{E} d\omega \left( R_{\uparrow}^{(e)}(E,\omega) + R_{\downarrow}^{(e)}(E,\omega) \right),
\]

where \( v^{(\uparrow)}(E) \) is the velocity of up (down) electron defined in Section 3.2.

We show on Fig.16 results for different bulk polarization \( P_b = 27\% \) (c = 3 in this case) is the bulk polarization of crystalline ferromagnetic iron. The smaller \( P_b \) values correspond to less polarized iron based glasses.
**Fig. 16**

Average InMFP for e–e interaction \( \bar{\lambda}_{ee} \) and asymmetry \( A \) between InMFP for up and down-spin electrons, for different bulk polarization as the functions of electron energy \( E \).
$P_b = 10\%$ results from our model when $c=0$, it means that all spin-asymmetry yields from "sp" splitting only. What we obtained is rather strong InMFPP asymmetry peak (except for $c=0$) at $E=E_p+4/2+\delta$ when electron energy coincides with empty $d^\uparrow$-band. Note that it happens below the vacuum barrier ($\Delta = 4.3$ eV). We display also the average $e-e$ InMFPP $\overline{\lambda}_{ee}$:

$$\overline{\lambda}_{ee} = \frac{1}{2} (\lambda_{ee}^\uparrow + \lambda_{ee}^\downarrow).$$

(41)

Because of our neglect of many-body effects the minimum of $\overline{\lambda}_{ee}$ is shifted from $\omega_p$ to $E_F$. For the same reason the InMFPP we obtained is larger than is expected, particularly for electron energies close and above $\omega_p$.

The InMFPP asymmetry $A$ as presented on Fig. 16, particularly, the very small asymmetry for $c=0$, which is equivalent to complete quenching of our "d-bands", shows how crucial those bands are in determining the value of $A$.

To make this even clearer, we have calculated the asymmetry $A$ for $P_b = 22\%$ (i) without $d^\uparrow$ (empty) band, and (ii) with both $d$-bands but without exchange interference term (negative terms in Eq.9 & 12b) which normally reduces interaction of parallel-spin electrons. (In this latter case the electron interactions become spin-independent and all spin effects occur only due to the difference between the majority and minority electronic density of states, occupied and empty).

We find (see Fig.17) that eliminating the d-bands ($c=0$)
Fig. 17

Inelastic mean-free-path asymmetry $A$ for $P_b = 22\%$;

a) with both d-bands and with the exchange interference interaction between the parallel-spin electrons (the same curve as in Fig. 16);

b) with both d-bands, but without exchange interference (spin-independent e-e interaction);

c) with exchange interference, but without empty d-band.
reduces dramatically the asymmetry $A$, while on the other hand, even a spin-independent e-e interaction with d-band yields an asymmetry only slightly reduced with respect to the complete calculations. We conclude therefore, in agreement with the conjecture of Erskine & Stern (41), that the inelastic mean-free-path asymmetry $A$ results mainly as an effect of the strong asymmetry between density of empty spin-up and spin-down states above the Fermi level. Having more empty states to fall down onto, that is, more chance to decay by emitting eventually a Stoner excitation (see Section 2), a spin-down electron has a larger probability of an energy loss than spin-up one. The spin-dependence of e-e interaction plays only minor role. In the work of Rendsl & Penn (42) the spin-dependence of density of states above $E_F$ was altogether ignored. In our opinion this is a reason for negative sign of $A$ found by them for Fe and Co. The importance of spin-asymmetry in the densities of empty states has been already shown in spin-polarized photoelectron spectroscopy in Ni (45) and in Fe (46).

The asymmetry $A$ which, we have obtained, exhibits a strong energy dependence. In particular, $A$ decays rapidly with increasing electron energy. The explanation of this effect stems from simple phase-space considerations. The volume of the phase-space allowed for a decaying spin-up electron with energy $E$ is roughly proportional to $E^{3/2}$. For spin-down electron this volume is proportional to $E^{3/2} + \xi_d$, where $\xi_d$ is the additional and constant contribution from the d-like band. Thus, with $E$ increasing the relative difference between phase-space
allowed for down and up-spin electrons, being proportional to \( e^{-3/2} \), becomes smaller and smaller, and the InMFP asymmetry \( A \) decreases. Alternatively, but equivalently, one can just observe that the rate for creating Stoner excitations decreases for increasing energy.

The present calculations are limited only to Fe, but similar results, with smaller \( A \) value however, are expected for Co and Ni.

We do not know any experiment performed for the purpose of measuring the spin-dependence of InMFP (although the presence of an asymmetry \( A \) has of course an indirect impact on many experiments).

The direct observation of both average e-e InMFP \( \bar{\lambda}_{ee} \) and its asymmetry \( A \) could be ideally performed by measurement of the polarization \( P_t \) of initially unpolarized electron beam, elastically transmitted through thin ferromagnetic film of thickness \( z \). During that transmission the fluxes of up and down spin electrons are diminished by factors \( e^{-z/\lambda^\uparrow} \) and \( e^{-z/\lambda^\downarrow} \) respectively, (here we neglect repeated elastic scattering), so polarization \( P_t \) is given by:

\[
P_t = \frac{e^{-z/\lambda^\uparrow} - e^{-z/\lambda^\downarrow}}{e^{-z/\lambda^\uparrow} + e^{-z/\lambda^\downarrow}},
\]

(42)

which, after some simple algebraical transformation turns out to be related to the asymmetry \( A \) in the form:

\[
P_t = \tanh \left( \frac{z}{\bar{\lambda}_{ee}} \cdot \frac{A}{1-A^2} \right),
\]

(43)
where $\lambda_{ee}$ and $A$ depend on electron energy.

All other possible inelastic scattering mechanisms, if spin-independent, e.g. plasmon creation (26), cannot affect polarization $P_t$ given by Eq. 43 since they reduce fluxes of both spins in the same way. Note also, that strongly depolarizing elastic - exchange scattering possible in paramagnets (47), are suppressed in ferromagnets since spin - flip requires energy loss and is already accounted for in $\lambda^{(\mu)}$.

Pierce & Siegmann (48) have performed photoemission experiment with thin Ni films of various thickness deposited on Cu substrate. The results of their measurements can be interpreted as induced by spin-dependence of InMFP. However, both elastically and inelastically transmitted electrons have been observed simultaneously, while our considerations apply only to the elastically scattered. The authors of Ref. (48) avoid interpretation involving asymmetry of InMFP (see also discussion in Ref. 49).

We will now discuss briefly the possible influence of InMFP asymmetry on photoemission experiments. This is important, since in presence of this asymmetry the polarization of photoexcited electrons could be altered while they travel through the ferromagnet, before escaping. To the extent to which this happens, it could then mask substantially the true initial band polarization one was trying to measure.

Suppose the photon beam of a given energy and intensity $j_\circ$, directed perpendicularly onto a ferromagnetic surface, penetrates the bulk of the solid exciting electrons with average spin - polarization $P_{exc}$. Let us denote by $\lambda_{ph}$ the photon mean-free-path for that electron excitation. The probability for a photon
to reach the depth \( z \) is equal \( e^{-z/\lambda_{ph}} \), the probability for the excitation of an up-spin electron in the interval \([z, z+dz]\) is equal:

\[
\frac{4}{\pi} \frac{(1 + p_{exc})}{\lambda_{ph}} \, dz,
\]

and the probability for the elastic escape of that electron is equal \( e^{-z/\lambda^\uparrow} \) (for simplicity reason we consider here only the electrons drifting almost perpendicularly towards the surface). The electrons can be excited in any point along the photons path, so the intensity \( j^\uparrow \) of elastically photoemitted spin-up electrons is given by:

\[
\dot{j}^\uparrow = \dot{j}_0 \frac{4}{\pi} \frac{(1 + p_{exc})}{\lambda_{ph}} \int_0^\infty dz \, e^{-z/\lambda_{ph}} \, e^{-z/\lambda^\uparrow},
\]

and after integration:

\[
\dot{j}^\uparrow = \frac{4}{\pi} \dot{j}_0 \left(1 + p_{exc}\right) \frac{\lambda^\uparrow}{\lambda_{ph} + \lambda^\uparrow},
\]

and the similar result for spin-down intensity:

\[
\dot{j}^\downarrow = \frac{4}{\pi} \dot{j}_0 \left(1 - p_{exc}\right) \frac{\lambda^\downarrow}{\lambda_{ph} + \lambda^\downarrow}.
\]

The spin-polarization of electrons leaving the solid \( P_{obs} \) is, as usually, given by:
\[ p_{\text{obs}} = \frac{\left( \hat{\sigma}^\uparrow - \hat{\sigma}^\downarrow \right)}{\left( \hat{\sigma}^\uparrow + \hat{\sigma}^\downarrow \right)}. \]

The photon mean-free-path is much longer than the electron one: \( \lambda_p \gg \lambda_e \). Within this limit, \( p_{\text{obs}} \) is given by simple form:

\[ p_{\text{obs}} = \frac{A + p_{\text{exc}}}{1 + p_{\text{exc}} \cdot A} \quad (45) \]

where the InMFP asymmetry \( A \) depends on the electron energy. As seen from Fig. 16, for energetic electrons the difference between polarization measured outside the solid and that which electrons have just after excitation \( P_{\text{exc}} \) should be rather negligible. For low energy electrons, however, with energies about 10 eV or less, the excitation polarization can be quite different from that observed.

The interesting feature of Eq. 45 should be noted: if \( p_{\text{exc}} = \pm 100\% \), \( p_{\text{obs}} = p_{\text{exc}} \) whatever value of \( A \) is. It means that spin-asymmetry of InMFP is not in contradiction with the possibility of the observation of -100% polarization of photoemitted electrons, as it is claimed for the photoemission from Ni (50), if merely elastically photoemitted electrons are observed. The flux of elastic electrons decays exponentially, but the spins cannot be flipped without energy loss, so if only
spin-down electrons are excited, as it is reported in Ref. 50, the elastic electrons remain always completely down polarized.

We hope that the near future will bring new experimental results throwing more light on the spin-dependence of the InMFP of electrons in ferromagnets.
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APPENDIX

Analytical solution of simplified spin - polarized - secondaries - cascade rate equations.

The goal of this Appendix is to give the analytical solution of the SPSEE rate equations of Section 3.4, with assumptions, made especially for this purpose, that will be clearly pointed out.

Let us rewrite Eq. 15 a & b assuming \( R^+ = R^\dagger \), \( R^\dagger = 0 \), using dimensionless variables: \( x = E/E_0 \), \( y = \omega/E \), and changing notation: \( R^+ \rightarrow \alpha \), \( R^\dagger \rightarrow \beta \), \( I^+ \rightarrow i^+ \),

\[
\begin{align*}
1 - x \\
\int_0^x dy \left[ \rho(x+y, y) i^+(x+y) + \alpha(x+y, y) i^+(x+y) \right]^+ \\
+ S = \int_0^x dy \rho(x, y) i^+(x)
\end{align*}
\]  

(A1.1)
\[ \int_{-\infty}^{x} \int_{y}^{0} \left[ \beta(x+y, y) i^\downarrow(x+y) + S \right] \, dy = 0 \]

\[ = \int_{0}^{x} \left[ \beta(x, y) i^\downarrow(x) + \alpha(x, y) i^\uparrow(x) \right] \, dy \quad \text{(A1.b)} \]

where zero is on the Fermi level. The parameter \( s \) represents the source of electrons falling below energy \( E_0 \) \( (x = 1) \) with constant and equal intensity for up and down spins. Introduction of \( s \) is more convenient for analytical solution than the boundary conditions used in 3.1.

We introduce further simplifying assumptions, namely:

\[ \beta(x, y) = \beta \quad \text{and} \]

\[ \alpha(x, y) = \alpha \delta(y-0) \quad \text{.} \]

\[ \text{(A2)} \]

\[ \text{(A3)} \]

Eq. A2 says that non-flip, or essentially direct scattering rate is independent of electron energy and of energy loss. In view of Fig. 3, this is a very crude assumption, but not completely unrealistic. Eq. A3 sets to zero the energy loss for Stoner spin-flip process which is false in ferromagnetic iron, but makes the problem mathematically much more simpler. A solution with finite energy loss would not be much different. From Eqs. A1-A3 we have:
\[ \alpha i^\uparrow(x) + \beta \int i^\uparrow(x')dx' - \beta x i^\uparrow(x) + S = 0, \]  
\[ (A4.a) \]

\[ -\alpha i^\downarrow(x) + \beta \int i^\downarrow(x')dx' - \beta x i^\downarrow(x) + S = 0. \]  
\[ (A4.b) \]

We are looking for functions \( i^\uparrow \) and \( i^\downarrow \) for \( 0 < x < 1 \).

The solution is straightforward:

\[ i^\uparrow(x) = \frac{s'(1 + \gamma)}{(1 + \gamma)x^2} + \frac{2s' \gamma (1 + \gamma)}{x^{2n}} \left[ \frac{\gamma}{\nu(\nu^2 + \gamma^2)} + \frac{1}{\nu(\nu^2 + \gamma^2)} \right], \]
\[ (A5) \]

\[ i^\downarrow(x) = \frac{s'(1 + \gamma)}{(x + \gamma)^2}, \]
\[ (A6) \]

where \( s' = s/\beta \) and \( \gamma = \alpha/\beta \). It is easy to see that \( \gamma < 1 \); for the highest electron energy \( (x = 1) \) direct energy loss has a probability \( \beta \cdot L \), which should be bigger than exchange probability \( \alpha \), hence, \( \beta > \alpha \).
From Eq. A5 one can see the same $1/x^2$ increase for secondaries for decreasing energy as predicted e.g. in Ref. 31. The singularity of $i$ at zero energy ($x=0$) reflects the fact that electrons can not decay below Fermi level and they accumulate just there. (In numerical calculation in Section 3.1 we did not face that problem since we lost interest in all electrons fallen below the vacuum level).

For down spin electrons singularity vanishes (see Eq. A6), because down spin electrons have a possibility to turn to up ones by spin-flip process. Note that this drastic difference between $i^+$ and $i^-$ functions remains for any finite value of $\gamma$. However, there is always an energy range where exchange process, prevails upon direct process occurring with probability $g\cdot x$. This happens for $x : x<\gamma$. For those energies, the polarization $P$ defined by Eq. 17 is approximately given by:

$$P \approx 1 - 2x^2 \left( \frac{1+g}{\gamma} \right)^2$$  \hspace{1cm} (A7)

which gives $P = 100\%$ on Fermi level ($x = 0$).

As seen, the polarization enhancement is built up here only by exchange process set to be completely asymmetric. Of course, in reality the situation is much more complicated. (Our analytical solution is rather more akin to a gedanken experiment on a paramagnetic metal with spin-flip exchange process blocked for one spin direction).

Nevertheless, that the very simple model solved
in this Appendix, gives a proper feeling of the mechanism of intensity and polarization growth of low energy SE, it also shows how a simple ideal spin-polarized electron cascade is characterized by a "critical" exponent of 2, resulting by infinite repeated scattering.
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