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1 Introduction

In this thesis I present the results of an ab initio study of the structural and electronic properties of the bulk crystalline phases of gallium and of the main surfaces of α-Ga which is the stable phase at normal conditions.

Gallium is a remarkable metal in several ways. It is one of few metals that do not crystallize under known conditions to any of the simple crystal structures. The phase stable at normal conditions, α-Ga, is based centered orthorhombic with eight atoms in the conventional unit cell [1]. Gallium also possesses a rather complicated phase diagram with many stable and metastable crystalline phases all closely competing for the ground state. Two phases, GaII and GaIII [2], are stable at high pressure. In addition a number of metastable phases has been identified at atmospheric pressure designated β [3], γ [4], δ [5], and ε.

A peculiar feature of the α phase is that each atom has only one nearest neighbor in the first coordination shell centered at 2.44 Å, and six other neighbors within 0.39 Å further apart. The structure of α-Ga can be regarded as consisting of strongly buckled planes orthogonal to the c axis connected by short bonds between the first neighbors which lie in different planes (see fig. 3.1 in chapter 3). A variety of experimental data - summarized in chapter 3 - reveal the partial covalent character of the short bonds which can be seen to form essentially covalent Ga₂ dimers. There is a long history to the literature and ideas
relating to covalency in $\alpha$-Ga [6, 7]. The covalency of the dimer and its fingerprint in the electronic properties, in particular the presence of a pseudogap at the Fermi level in the electronic densities of states, has been recently confirmed by first-principle calculations by Gong et al. [8] and by Hafner et al. [9].

While repeating the calculation by Gong et al. we found it necessary to increase the accuracy of Brillouin Zone integrations, especially in order to obtain the correct hierarchy of the less-stable phases. The closeness in energy of the less-stable fully metallic phases is expected to be relevant in the physics of $\alpha$-Ga surfaces, since at surface the relative importance of covalency and metallicity may change.

For this reason we recalculated the properties of the phases $\alpha$, $\beta$, GaII, GaIII and fcc, in part discussed by Gong et al, with a higher level of accuracy in $k$-sums and allowing now a full relaxation of all the lattice parameters ($a,b,c$ in $\alpha$-Ga for instance). In chapter 2 we present the details of our general computational framework and in chapter 3 we discuss our results for the bulk phases. Our resulting electronic properties of $\alpha$-Ga represent minor changes with respect to ref. [8], while the hierarchy in energy of the losing structures is largely modified. In particular the phase named GaII by Bosio [2] (and by us hereafter) is the phase reached from $\alpha$-Ga by application of hydrostatic pressure, in agreement with the experimental evidence [2]. In ref. [8] the name GaII was given, according to a older nomenclature [10], to the structure named GaIII and identified as the phase stable at high pressure and high temperature by Bosio (and by us hereafter) [2]. In addition a new pressure induced phase transition above 152 Kb is predicted from $\alpha$-Ga to fcc.

The double nature -covalent and metallic- of bulk $\alpha$-Ga makes its surfaces especially interesting. Only few sp-metal surfaces are known to reconstruct, while reconstruction is the rule for semiconductors, where bulk covalency forces the presence of unsaturated dangling bonds. Therefore, it is interesting to study which of the two characters of $\alpha$-Ga
prevails on the different surface orientations.

Gallium has a very low melting temperature ($T_m = 303 K$) which suggested it to be a suitable system for the study of the disordering process at surface near $T_m$ with Scanning Tunneling Microscope (STM). In particular theoretical arguments suggest that $\alpha$-Ga should eventually display blocked surface melting [12, 11]. This comes from the presence of attractive the Van der Waals (VdW) forces between the liquid surface and the liquid-solid interface of solid gallium wetted by a thick liquid film [12]. These facts have stimulated the extensive investigation of the $\alpha$-Ga surfaces with STM by Züger and Dürrig [13, 14]. It turns out that the $\alpha$-Ga surfaces not only do not melt, but several orientations present a remarkable thermal stability. For instance on the (001) and (010) surfaces no step diffusion nor other kind of surface mobility was detected up to $T_m$. Some of this apparent may be just due to insufficient diffusion at room temperature, meaning that the surfaces might still be out of equilibrium, when bulk melting takes place. More surprisingly the (001) surface is flat and atomically ordered even when macroscopic amounts of the underlying bulk are already molten [14].

We studied both the (001) and the (010) surfaces, modeled in a slab geometry within standard total energy framework. We found that in one of the two possible ideal configurations of the (001) surface the covalent character of gallium shows up by inducing half-filled bands of surface dangling bonds. As in most semiconductors, the presence of unsaturated dangling bonds produces an instability, removed by a large rearrangement of surface geometry. Based on $ab$ $initio$ calculation we propose that in the ground state the (001) surface of $\alpha$-Ga is covered by two layers of GaII, a denser phase stable in the bulk only at high pressure and temperature. This self-wetting phenomenon is favoured because the surface energy of the fully metallic GaIII is so much lower than the surface energy of ideal relaxed $\alpha$-Ga surface to make it worthwhile paying for interface energy plus the
difference in bulk energy between $\alpha$-Ga and GaIII which is indeed very small. At the atomic density of the thin film covering $\alpha$-Ga, GaIII is known to melt 100 K above the melting point of $\alpha$-Ga, probably accounting therefore for the anomalous thermal stability of (001) surface. The structural and electronic properties of the (001) surface are discussed in chapter 4. Conversely on the ideal (010) surface no covalent bonds are broken, and so no unsaturated dangling bonds are present to drive a surface reconstruction. Then on the (010) orientation, surface atoms undergo only a minor rearrangement consisting of a 14 degrees rotation of the surface $Ga_2$ dimers. Our results on the (010) surface will be discussed in chapter 5. Chapter 6 will be devoted to a general discussion and to conclusions.
2 Computational Method

We studied structural and electronic properties of bulk gallium phases and of α-Ga surfaces within *ab initio* total energy framework. We used standard Density Functional Theory [15] in the Local Density Approximation (LDA). For local exchange and correlation (XC) energy we adopted the parameterization of Perdew and Zunger [16]. An *ab initio* norm-conserving pseudopotential for Ga was taken in the Kleinman-Bylander form [17], constructed from the tables of Stumpf, Gonze, and Scheffler [18]. The parameters of the pseudopotential in the notation of Bachelet, Hamann, and Schluter [19] are given in table 2.1.

This pseudopotential is constructed by linearizing the XC energy with respect to valence and core contributions, i.e. in the applications of the pseudopotentials the XC energy in computed using only the valence (pseudo)charge density. This approximation is usually well suited when the overlap between core and valence charges is small. In order to test explicitly this approximation we also generated a pseudopotential with the Non-Linear Core

<table>
<thead>
<tr>
<th>( L )</th>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
<th>( \alpha_3 )</th>
<th>( c_1 )</th>
<th>( c_2 )</th>
<th>( c_3 )</th>
<th>( c_4 )</th>
<th>( c_5 )</th>
<th>( c_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>core</td>
<td>2.01</td>
<td>0.80</td>
<td>4.0511</td>
<td>-3.0511</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.99</td>
<td>2.30</td>
<td>2.46</td>
<td>-3.6305</td>
<td>0.9488</td>
<td>-0.0793</td>
<td>0.1672</td>
<td>0.0901</td>
<td>0.0131</td>
</tr>
<tr>
<td>1</td>
<td>1.27</td>
<td>1.75</td>
<td>2.35</td>
<td>-3.0051</td>
<td>0.0581</td>
<td>0.0118</td>
<td>0.0979</td>
<td>0.0512</td>
<td>0.0136</td>
</tr>
<tr>
<td>2</td>
<td>1.51</td>
<td>1.85</td>
<td>1.97</td>
<td>-3.0412</td>
<td>0.1489</td>
<td>0.0099</td>
<td>-0.0891</td>
<td>-0.1281</td>
<td>-0.0416</td>
</tr>
</tbody>
</table>

Table 2.1: Coefficient of the pseudopotential for gallium in the Kleinman-Bylander form from ref. [18], following the notation of ref. [19].
Correction (NLCC), according to the prescriptions suggested by Louie, Froyen and Cohen [20]. The idea is to evaluate the XC energy using the total - rather than the valence-charge density: this is achieved by adding the frozen-core charge to the self-consistent valence charge. The details of the construction of the NLCC pseudopotential of Ga are reported in appendix A. However, as we will see in chapter 3, the variations in the structural parameters of bulk gallium introduced by the NLCC correction are negligible. Therefore we used the pseudopotential of ref. [18] in the surface calculations.

The surfaces were studied in the periodic slab geometry. Both surface and bulk calculations were performed by solving the Kohn-Sham (KS) equation in reciprocal space. KS orbitals were expanded in planes waves up to 14 Ry energy cutoff. We tested the convergence with respect to the energy cutoff particularly on the equilibrium volumes of bulk phases.

The use of slab geometry in the surface calculations, with large dimension $d$ of the unit cell in the direction perpendicular to the surface, leads to small Fourier components ($G_2 = 2\pi/d$) of the coulomb potential which are very sensitive to the shift of charge across the surface. This “charge sloshing” effect leads to great difficulties in achieving the self-consistent solution of KS equation. To accelerate the convergence in the iteration procedure we used the modified Broyden scheme \textsuperscript{1} [21]. At each step in the self-consistent loop the single particle hamiltonian is diagonalized by using the Davidson’s iterative diagonalization technique [22].

*Brillouin Zone Integration:* Since gallium is a metal in all its crystalline phases the functions to be integrated over the Brillouin Zone (BZ) in order to obtain observable quantities such as energy, charge density, etc., are discontinuous at the Fermi level.

---

\textsuperscript{1} The main advantage of this scheme resides in the mixing procedure of input and output potentials. The mixing parameter is allowed to have different values for the different Fourier components of the potential, therefore treating on different footing the small Fourier components which converge more slowly.
For this reason it is not possible to use the notion of special points which requires the
differentiability of the functions to be integrated [23]. This fact leads to a very slow
convergence with respect to the density of a uniform mesh in the BZ. On the other hand
the closeness in energy of the different crystalline phases of gallium requires a very high
accuracy BZ integration in order to have energy precision within 1 mRy/atom. Due to
slight inaccuracy in the $k$-sum, previous work done in our group on bulk gallium in ref. [8],
although properly reproducing the electronic properties of $\alpha$-Ga did not correctly predict
the hierarchy in energy of the other phases, and consequently the pressure induced phase
transitions. To cure this problem we devised high precision BZ integration following the
scheme proposed by Methfessel and Paxton [25]. It consists in a modification of the more
popular gaussian smearing technique of Fu and Ho [24]. In general we wish to evaluate
integrals over the BZ in the form

$$I = \int_{BZ} f(k) z(E_f - E(k)) dk$$

where

$$z(E_f - E(k)) = \int_{-\infty}^{E_f} \delta(\varepsilon - E(k)) d\varepsilon$$

In the gaussian smearing technique the $\delta$ function in 2.2 is broadened into a gaussian
with variance $W$. By using a sufficiently large $W$, one immediately improves the $k$-
sum convergence. However the only justification for this ad hoc procedure is that in
the limit $W \to 0$ one would recover the absolutely converged result at the expense of
using a prohibitively fine mesh. Thus for each choice of $W$ the $k$-sum converges to a
eventually different result, and the convergence with respect to $W$ must be further checked.
Methfessel and Paxton [25] suggested a more efficient way to achieve absolute convergence.
They expand the $\delta$ function in eq. 2.2 as

$$\delta(x) = \sum_{n=0}^{\infty} A_n H_{2n} e^{-x^2}$$

(2.3)

where $x = \frac{E(k)}{W}$, $H_{2n}$ are Hermite polynomials, $A_n$ are the expansion coefficients, and $W$ is an arbitrary "linewidth". By truncating the sum in eq. 2.3 to a finite order $N$ we obtain a spreading of the $\delta$ function. The order $N = 0$ corresponds to the simple gaussian broadening. The idea is to assign a value to $W$ such that the $k$-sum converges at a chosen number of $k$ points for $N = 0$. Then the absolute convergence is tested not by varying $W$, but by changing the order $N$ of the representation of $\delta$. The order $N$ is determined by the required precision: for a fixed $W$, small $N$ requires fewer $k$ points at the expense of convergence to a less precise result, higher orders guarantee convergence to a correct result, but require more $k$ points. Methfessel and Paxton showed that for a suitable choice of $W$ and $N$ the convergence to the correct result is obtained with fewer $k$ points than in the simple gaussian scheme. We required precision within $3 \text{meV/atom}$ in the bulk total energy of the different phases. We used the following spreading parameters ($W$, $N$) and numbers of $k$ points in the Irreducible BZ (IBZ):

i) $\alpha$-Ga: $N_k = 27$, $N = 0$, $W = 20 \text{mRy}$

ii) $\beta$-Ga: $N_k = 250$, $N = 25$, $W = 50 \text{mRy}$

iii) GaII: $N_k = 40$, $N = 10$, $W = 70 \text{mRy}$

iv) GaIII: $N_k = 300$, $N = 5$, $W = 80 \text{mRy}$

v) FCC: $N_k = 203$, $N = 10$, $W = 70 \text{mRy}$

For the calculation of surface energies we evaluated the bulk energy to be subtracted from the total energy of the slab by using a sampling grid in the surface plane identical to that used in the surface calculation, and a grid perpendicular to the surface equivalent
to a slab thickness as close as possible to those used in the surface calculation. A one to one correspondence between the mesh of the bulk and the mesh of the slab is not always possible because in some cases the slabs used are not an integer number of bulk unit cells along the normal to the surface.

*Optimization of Structural Parameters:* The structure of some phases of gallium is determined by several lattice and internal parameters. In $\alpha$-Ga for example there are the three lattice parameters $a$, $b$, $c$ of the orthorhombic cell, and two internal degrees of freedom which control the bond length and orientation of the $Ga_2$ dimer. For all the phases studied we found the equilibrium structural parameters which minimize the total energy at each volume, by calculating forces and stress from the self-consistent wave functions by means of Hellman-Feynman (HF) [26] and stress [27] theorems.

At each fixed volume preliminary calculations were performed with different values of the lattice parameters, the number of preliminary calculations for each volume being equal to the number of lattice parameters. For each choice of the lattice parameters the internal degrees of freedom were optimized by relaxing the atomic positions inside the unit cell guided by the HF forces. We then deduced the equilibrium values of the lattice constants for each volume by a linear extrapolation of the anisotropic part of the stress tensor ($\sigma_{xx} - \sigma_{yy}$, and $\sigma_{xx} - \sigma_{zz}$ for $\alpha$-Ga or $\sigma_{xx} - \sigma_{zz}$ for the tetragonal GaIII for instance. $x$, $y$, and $z$ being along the crystallographic axis.). The residual anisotropy in the stress is less than 1 kb for $\alpha$-Ga and GaIII, and 10 kb for $\beta$-Ga which is cumbersome, requiring the optimization of four lattice parameters ($a$, $b$, $c$, $cos(ac)$). The structure near the equilibrium volume has been further optimized also for $\beta$-Ga with a residual anisotropy in the stress less than 1 kb. The relaxation of atomic positions at fixed lattice parameters in the bulk and slab calculations was performed using the forces at previous iterations and updating the inverse of the hessian matrix, by following the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm [28]. At step \( n \) in the atomic relaxation procedure the starting potential in the self-consistent loop was taken equal to the self-consistent potential at step \( n - 1 \) scaled by the ratio of the structure factors at step \( n \) and step \( n - 1 \). With this choice of the starting potential the convergence of the self-consistent loop is accelerated in the slab calculations.

**Surface Stress Calculation**: In the slab calculation the in-plane lattice parameters are fixed to the equilibrium values obtained from the bulk calculation. On the assumption that the deep bulk portion of the slab is stress-free, one can deduce the surface stress tensor from the stress tensor of the full 3D slab supercell as

\[
\sigma_{ij}^{\text{surf}} = -\frac{\partial \gamma}{\partial \epsilon_{ij}} = \frac{1}{2} d \sigma_{ij}^{\text{slab}}
\]

(2.4)

where \( d \) is the dimension of the supercell along the \( z \) direction, and \( i, j \) run over the surface coordinates. The surface stress was obtained from eq. 2.4 after some precautions were taken. First, the stress calculated in the bulk from the wave functions through the stress theorem is not zero at the minimum of the energy versus volume curve \((E(V))\) calculated at constant cutoff \((E_{\text{cut}})\). This is a "basis set effect" which occurs because the stress calculated through the stress theorem is computed with the number of plane waves held constant, while the derivatives of the curve \(E(V)\) are calculated at constant \(E_{\text{cut}}\). The difference between the stress at constant \(E_{\text{cut}}\) and at constant number of plane waves is called Pulay stress and it is equal to [29]:

\[
\sigma_{ij}^{\text{Pulay}} = \frac{2N}{3V} \frac{\partial E}{\partial \ln E_{\text{cut}}} \delta_{ij}
\]

(2.5)

where \( N \) and \( V \) are the number of atoms and the volume of the cell. \( \sigma_{ij}^{\text{Pulay}} \) vanishes when \( E_{\text{cut}} \to \infty \). With our \( E_{\text{cut}} = 14 \) \( R_y \), \( \sigma_{ij}^{\text{Pulay}} \) at the bulk equilibrium volume of \( \alpha \)-Ga is 3 kb.
This small value independently confirms the good convergence of our results with respect to $E_{\text{cut}}$. $\sigma_{\text{p}ulay}$ obtained from the bulk calculation was subtracted from $\sigma_{\text{slab}}$ in eq. 2.4. Second, the anisotropic part of the stress in the bulk is not zero if we use the $k$-points mesh equivalent to the slab geometry instead of the $k$-points mesh at convergence in the bulk. This residual anisotropic stress ($\Delta \sigma_{\text{bulk}}^{k-mesh}$) in the bulk due to this $k$-points effect is also subtracted from $\sigma_{\text{slab}}$ in eq. 2.4. In conclusion, we take

$$\sigma_{ij}^{\text{surf}} = \frac{1}{2} d [\sigma^{\text{slab}} + \frac{N}{V_{\text{slab}}} \frac{V}{N_{\text{bulk}}} (\sigma^{\text{bulk}}_{\text{p}ulay} - \Delta \sigma_{\text{bulk}}^{k-mesh})]$$

(2.6)

With these precautions the stress perpendicular to the surface is indeed very close to zero ($\sim 0.03$ kb). The term $\Delta \sigma_{\text{bulk}}^{k-mesh}$ introduces in some cases a large uncertainty in the calculation of surface stress. For instance in the ground state configuration of the (001) surface the component along the [100] direction of the surface stress is $-27$ and $-5 \text{mRy/atom}$ respectively with and without the "$k$-mesh correction".
3 Bulk Properties and Phase Diagram of Ga

Gallium is a trivalent metal with an unusual crystal structure in the stable low pressure phase, called $\alpha$-Ga. The structure is commonly described in terms of the face-centered orthorhombic unit cell with eight atoms per cell reported in figure 3.1 [1].

A peculiar feature is that each atom has only one nearest neighbor at a distance 2.44Å. The second, third and fourth shells each contains two atoms, and are 0.27Å, 0.30Å, and 0.39Å further apart. These six atoms can be seen as lying on a strongly buckled plane, about 1.9Å thick, perpendicular to the [001] direction. Each atom in the strongly buckled planes is pairwise connected by a short bond to the first neighbor which lie on a neighboring plane. The distance between nearest-neighbor atom pairs is comparatively short for a normal metallic bond, which has led to discussion about the covalent nature of this bond [6]. In the extreme covalent picture the $Ga_2$ pairs can be seen as dimers, making $\alpha$-Ga the only elemental solid exhibiting both metallic and "molecular" character at zero pressure. Most molecular solids will in fact turn metallic upon application of a sufficiently large external pressure. For elemental molecular solids, however, it is generally believed that the disappearance of the band gap and subsequent disappearance of the molecular structure are pretty close together, if not downright coincident. A rare known example of metallic molecular solids is represented by the case of crystalline $I_2$, where the metal-
Figure 3.1: a) Face-centered orthorhombic cell of α-Ga. Each site of the cell is occupied by a covalent bonded $Ga_2$-dimer. b) Side view on the (100) plane (solid circles) and on the next lower plane (open circles) at a depth of $a/2 = 2.25\text{Å}$. The dimer axis lies within the (100) plane.
nonmetal transition occurs at a pressure lower than that required to induce molecular dissociation [30].

Several physical properties further substantiate the partial covalent character of $\alpha$-Ga. The thermal and electrical conductivities are highly anisotropic ($\sigma_c : \sigma_b : \sigma_a = 1 : 2.3 : 6.7$, for electrical conductivities), being lowest along the [001] direction, which is close to the direction of the presumed $Ga_2$ dimers [31]. In liquid Ga, instead, these conductivities are about a factor of 2 higher than the corresponding value along the c axis of the crystal. Similar behavior is found in most semimetals (Sb, Bi, Te) and is especially striking in semiconductors (Si, Ge), whose constituents are unequivocally covalently bonded [32], while the melt is metallic. As in covalent semiconductors (Si, Ge), the density of gallium in the liquid phase is higher than in the crystalline phase: the corresponding change in specific volume is about 3.2% [32]. Moreover the low temperature structure factor ($S(k)$) of liquid Ga exhibits also some covalent features similar to those of Si and Ge, in particular a shoulder of $S(k)$ at about 3 Å$^{-1}$, which lies on the high momentum side of the first and main peak [33]. No such shoulder is found instead in the isoelectronic liquid metals Al, In, and Tl [33], which do not possess a stable covalent phase.

Further indications of the covalent character of Ga comes from measurements of electronic properties. Optical reflectivity spectra contain a sharp peak at a photon energy of 2.3 eV [34, 35], similar in shape to the bonding-antibonding transition in semiconductors. In a photoemission experiment on polycrystalline Ga, the electronic density-of-states (DOS), derived from the photoelectron yield spectra, shows a broad maximum 1.2 eV below the Fermi level ($E_f$) and an unusually steep decrease towards $E_f$ [36], indicative of a pseudogap. The presence of a pseudogap in the DOS at $E_f$ is also suggested by the

---

1 It should be noted that contrary to the case of $\alpha$-Ga, the metallic "molecular" $I_2$ has the largest conductivity in the direction of the $I_2$ bonds.
anomalous low value of the measured Knight shift [37]. A strong bond between nearest neighbor is also in accordance with the phonon band structure deduced from neutron scattering data in ref. [38]. The flat phonon branches around 7 THz, separated by a 1 THz gap from the other branches, can be associated to dimer stretching. Conversely in the fully metallic $\beta$-Ga phase for example, the corresponding feature in the phonon density of states is absent [39].

Theoretically, the covalent character was suggested by interpretations of the band structure calculations based on empirical pseudopotentials [6, 34, 40]. The highest occupied and lowest unoccupied $\Sigma$-bands along the [001] direction have remarkably low dispersion and are symmetric about $E_f$. Although the band structure of $\alpha$-Ga is rather complicated, the calculated shape of most parts of the Fermi-surface are in good agreement with experimental data. A compilation can be found in ref. [40]. Further refinements of the Fermi surface come from newer de Haas-van Alphen measurement [41].

The recent ab initio calculation, based on LDA and pseudopotentials, by Gong et al [8] fully confirmed the presence of the covalent bond between each $Ga_2$ pair in $\alpha$-Ga. They found a pronounced pseudogap in the electronic DOS at $E_f$, and a good agreement between theoretical prediction and experimental data on electronic band structure and optical conductivity. Moreover Gong et al [42] performed an ab initio simulation of liquid Ga at high temperature (1000 K). Their results reproduced the faint shoulder in the structure factor $S(k)$ observed experimentally at $k \sim 3\AA^{-1}$ in this temperature range. The electron DOS of the liquid turns out in their calculation to resemble much more $\beta$-Ga than $\alpha$-Ga. In particular, the pseudogap at $E_f$ characteristic of $\alpha$-Ga DOS is absent in the high temperature liquid phase. This result explains the regular (large) Knight shift of liquid Ga [46] and the fact that its value is so close to that of $\beta$-Ga. However in the liquid phase the metallic and covalent characters still coexist. Covalency manifest itself
in the appearance in the simulation of very short-lived Ga-Ga bonds, which represent the remnants in the liquid of the dimers in crystalline $\alpha$-Ga.

In the following we present our new results on the electronic and structural properties of $\alpha$-Ga and of other known phases. They were done at zero temperature, with the improved technique discussed in the previous chapter. In particular, unlike the previous work by Gong et al, where only the $\Gamma$ point in a 72-atoms supercell was included in the $k$-sums, we used a high accuracy BZ integration scheme. Pseudopotential, XC energy functional and plane waves expansion are the same as in ref. [8]. In addition we have also optimized all the lattice parameters, whose ratios were instead fixed to the experimental values in ref. [8]. It turns out that, while the overall structure and electronic properties of $\alpha$-Ga suffer minor changes with respect to the results in ref. [8], the hierarchy in energy of the losing structures, and consequently the pressure induced phase transition, are largely modified by our improved calculation.

### 3.1 Structural Properties

The structure of $\alpha$-Ga is shown in fig. 3.1. Each atom and its first neighbor are depicted as a dimer. The bond length and orientation of the dimer are controlled by two internal degrees of freedom: $u$ and $v$. The structure is thus determined by five parameters: $a, b/a, c/a, u, v$. The positions of the eight atoms in the orthorhombic unit cell (two times larger than the primitive unit cell) as a function of $u$ and $v$ are [1]

\[
\begin{align*}
(0, u, v) & \quad (\frac{1}{2}, u, \frac{1}{2} + v) \\
(0, -u, -v) & \quad (\frac{1}{2}, -u, \frac{1}{2} - v) \\
(0, \frac{1}{2}, -u, v) & \quad (\frac{1}{2}, \frac{1}{2} + u, -v) \\
(0, \frac{1}{2}, u, \frac{1}{2} - v) & \quad (\frac{1}{2}, \frac{1}{2} - u, \frac{1}{2} + v)
\end{align*}
\]

(3.1)
3.1. Structural Properties

with \( u = 0.0785 \), and \( v = 0.1525 \) (\( x, y, z \), are intended to be multiplied by \( a, b, c \) respectively). The experimental values of the lattice parameters are reported in table 3.1.

Two other phases are stable at high pressure: GaII and GaIII. GaII is body-centered cubic with six atoms in the unit cell. Their coordinates in unit of \( a \) are [2]

\[
(3/8, 0, 1/4) \quad (1/4, 3/8, 0) \quad (0, 1/4, 3/8) \\
(1/8, 0, 3/4) \quad (3/4, 1/8, 0) \quad (0, 3/4, 1/8)
\]

(3.2)

Each atom has eight nearest neighbors in the GaII structure. GaIII is face centered tetragonal [2] similar in structure to indium, it has only two structural parameters: \( a, c/a \). The experimental lattice parameters of GaII and GaIII are reported in table 3.1. The phase diagram of gallium displaying the stability regions of \( \alpha \)-Ga, GaII, and GaIII along with the metastability lines of the phases \( \beta, \gamma, \delta, \epsilon \), is reported in figure 3.2 [2].

\( \beta \)-Ga is a metastable phase obtained by supercooling the liquid [3], or by heating amorphous-Ga [43], obtained in turn by deposition of the vapour onto a cold substrate [44]. \( \beta \)-Ga is C-centred monoclinic, space group \( \text{C}^2_{2h} \) (C2/c). The four atoms in the conventional monoclinic unit cell (figure 3.3) are at \( \pm (0, y, \frac{1}{4}) \) and \( \pm ( \frac{1}{2}, \frac{1}{2}, 0) \) with \( y = 0.131 \) at 248 K [3]. The primitive unit cell contains the two atoms at \( \pm (0, y, \frac{1}{4}) \).

The nearest neighbors atoms form zig-zag chains along the [001] direction as shown in fig. 3.3. The experimental values of the lattice parameters are reported in table 3.1.

The metastable phases \( \delta \) [5], and \( \gamma \) [4] whose unit cells contain 40 and 22 atoms respectively, and the phase \( \epsilon \), whose structure has not yet been determined, are not considered here any further.

Bosio [2] pointed out that GaIII may be prepared in a metastable state below the
Figure 3.2: Equilibrium phase diagram of gallium taken from ref. [2]. The inset shows the liquid-GaII-GaIII triple point. The dotted lines represent the metastable equilibrium phase boundaries. GaI refers to $\alpha$-Ga.
liquid-\(\alpha\)-GaII triple point by compressing or cooling the liquid, and at 4 GPa, GaIII may be supercooled by as much as 80-100 K before it transforms to GaII. In previous studies [10, 45] of the crystal structure of Ga at high pressure these metastability phenomena were not considered and so the phase GaII in fig. 3.2 was erroneously identified with the face-centered tetragonal structure of GaIII. Following these older results Gong et al [8] studied the pressure induced phase transition \(\alpha\)-Ga \(\rightarrow\) GaIII (named GaII there) and ignored instead the true structure of GaII discovered by Bosio [2].

In figure 3.4 we report the energy versus volume per atom of the various phases. The points were obtained by allowing a full relaxation of atomic positions inside the unit cell and by optimizing the lattice constants at each volume by using the calculated stress tensor as discussed in chapter 2. The zero point vibrational energy is neglected. The points have been interpolated with a Murnaghan's equation of state [47],
$E_{\text{tot}}(V) = \frac{B_o V}{B'_o} \left[ \frac{(V_o/V)^{B'_o}}{B'_o - 1} + 1 \right] + \text{const}$ (3.3)

where $B_o$ and $B'_o$ are the bulk modulus and its pressure derivative at the equilibrium volume $V_o$. The theoretical lattice parameters at $V_o$ are compared with the experimental data in table 3.1. The theoretical internal degrees of freedom at equilibrium for $\alpha$-Ga are $u = 0.0803, v = 0.1567$ (exp. $u = 0.0785, v = 0.1525$ [1]), while the internal parameter $y$ in $\beta$-Ga is $y = 0.134$ (exp. $y = 0.131$, [3]). The theoretical $B_o$ and $B'_o$ are reported in table 3.2. The experimental bulk modulus is known only for $\alpha$-Ga and it is equal to $B_o^{\exp} = 613 \text{ kb}$ at 4.2 K and atmospheric pressure [48]. The agreement with the theoretical value (669 kb) is remarkably good.
Table 3.1: Theoretical and experimental lattice constants in a.u. of different phases of gallium. The experimental data are taken from ref. [1] for \(\alpha\)-Ga (4.2 K, and atmospheric pressure), from ref. [2] for GaII (at 313 K and 2.6 GPa), from ref. [2] for GaIII (at 298 K and 2.8 GPa), and from ref. [3] for \(\beta\)-Ga (at 248 K and atmospheric pressure). The small deviation from orthorhombic symmetry in \(\beta\)-Ga is accounted for by the angle \(\beta\) between \(a\) and \(c\) axis. We obtained \(\beta = 92.45^\circ\), while experimentally \(\beta = 92.03^\circ\).

<table>
<thead>
<tr>
<th>phase</th>
<th>Theory</th>
<th>Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b/a</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>8.271</td>
<td>0.994</td>
</tr>
<tr>
<td>(\beta)</td>
<td>4.954</td>
<td>2.973</td>
</tr>
<tr>
<td>GaII</td>
<td>10.921</td>
<td></td>
</tr>
<tr>
<td>GaIII</td>
<td>7.092</td>
<td>1.227</td>
</tr>
<tr>
<td>fcc</td>
<td>7.568</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Theoretical bulk modulus \((B_o)\) in kb and its pressure derivative \((B'_o)\) at the equilibrium volume for the different phases. The experimental bulk modulus is known only for \(\alpha\)-Ga and it is equal to \(B_o^{\text{exp}} = 613\ \text{kb} \) at 4.2 K and atmospheric pressure [48].

<table>
<thead>
<tr>
<th>(B_o) (kb)</th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>GaII</th>
<th>GaIII</th>
<th>fcc</th>
</tr>
</thead>
<tbody>
<tr>
<td>(B'_o)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>669</td>
<td>709</td>
<td>706</td>
<td>652</td>
<td>629</td>
<td></td>
</tr>
<tr>
<td>4.683</td>
<td>4.265</td>
<td>6.217</td>
<td>4.725</td>
<td>4.466</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Energy per atom (Ry/atom) at the equilibrium volume of the different phases.

<table>
<thead>
<tr>
<th>Energy/atom (Ry)</th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>GaII</th>
<th>GaIII</th>
<th>fcc</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Ry/atom})</td>
<td>-4.5128</td>
<td>-4.5094</td>
<td>-4.5087</td>
<td>-4.5076</td>
<td>-4.5072</td>
</tr>
</tbody>
</table>
The theoretical lattice parameter $a$ is 3% smaller than the experimental one for all phases. The other structural parameters of $\alpha$-Ga and $\beta$-Ga are in excellent agreement with experimental data (error < 2%). However, in GaIII the $c/a$ parameter has a larger deviation (9%). At 100 kb the theoretical $c/a$ of GaIII is 1.202, still larger than the experimental value (cfr. table 3.1).

Figures 3.5a-c report the dependence of $b/a$, $c/a$, and of the dimer bond length ($d_{\text{dimer}}$) on the volume of $\alpha$-Ga. Both $b/a$ and $c/a$ increases with pressure. The line in fig. 3.5c represents the ideal scaling of the dimer bond length, i.e $d_{\text{dimer}} \sim 0.929V^\frac{1}{3}$, where 0.929 is the ratio $d_{\text{dimer}}/V_0^\frac{1}{3}$ at equilibrium. This line interpolate rather well our results, indicating that the Ga-Ga distance in the dimer varies with the volume as the average Ga-Ga distance.

In the previous work by Gong et al [8] the slope of the straight line interpolating their results was 20% lower than the ideal value, but there the ratio of the lattice parameters were fixed at the experimental value and not allowed to vary with pressure. Actually the $c/a$, and $b/a$ ratios have a non-negligible variation with volume as reported in figs. 3.5a-b.

Note that the energy minimum of all phases (table 3.3) lie within a narrow energy window, 6 mRy/atom large. Although the $\alpha$-Ga structure had been found as the stable phase also in older calculations within pseudopotential perturbation theory [6, 7, 49], the exact hierarchy in energy of the other phases, and the related pressure induced phase transitions, differ widely in different works, depending on the choice of pseudopotentials and dielectric functions. In our calculation the phase closest to $\alpha$-Ga is $\beta$-Ga as we would expect from the wide metastability region of the latter phase and from its high melting temperature ($T_m(\beta) = 257K$, while $T_m(\alpha) = 303K$, $T_m(\alpha) - T_m(\beta) = 0.3$ mRy). Moreover the density of $\beta$-Ga, being 7% higher than those of $\alpha$-Ga at equilibrium, is closer to that of liquid gallium, consistently with the easy growth of $\beta$-Ga from the supercooled liquid.

The phase reached by $\alpha$-Ga under hydrostatic pressure is GaII, in agreement with
Figure 3.5: Dependence on the volume in α-Ga of the structural parameters a) \(b/a\), b) \(c/a\), and c) the dimer bond length. In figure c) the dotted line corresponds to the “ideal” bond length obtained from the bond length at equilibrium just by scaling it by \(V^{\frac{1}{3}}\). Its slope is 0.929, equal to \(d_{\text{dimer}}/V^{\frac{1}{3}}\) at the equilibrium volume.
experimental evidence [2]. Our theoretical transition pressure is $P_{\text{a-GaII}} = 64\text{ kb}$. The experimental transition pressure at $T = 0K$ can be obtained by extrapolating the $\alpha$-Ga/GaII coexistence line in fig. 3.2. A linear extrapolation down to zero temperature gives an upper bound of 48 kb. A better estimate could be obtained by taking the linear extrapolation up to about one fifth of the Debye temperature (240 K), giving 41 kb. This value still compares reasonably well with our theoretical result.

At higher pressure, a new phase transition from GaII to fcc is predicted at 152 kb. As far as we know this region of pressure has not yet been explored experimentally. Thus we propose that the phase diagram in fig. 3.2 should be enriched with the new coexistence line GaII-fcc, which should continue also in the GaIII region as a GaIII-fcc coexistence line. In facts in our calculation GaIII turns out to be mechanically unstable for pressure higher than 250 kb. For fixed equilibrium volume higher than 87 a.u. (pressure lower than 250 kb) the energy per atom as a function of the ratio $c/a$ has two minima: one at $c/a = 1$ corresponding to ideal fcc, and the other for $c/a$ in the range $1.2 - 1.26$ corresponding to GaIII. For volume higher than 101 a.u. the minimum corresponding at GaIII is deeper (GaIII has lower energy than fcc, see fig. 3.4), while for volume lower than 101 a.u. the situation is reversed with the GaIII minimum more and more shallow as pressure increases. Finally for volumes less than 87 a.u. ($P > 250$ kb) the minimum in the $E = E(c/a)$ curve corresponding to GaIII disappears, and only the minimum at $c/a = 1$ (fcc) survives, therefore indicating that GaIII is mechanically unstable in this range of pressure.

The theoretical equilibrium volume is about 9% lower than the experimental one for all phases (cfr. table 3.1). While a certain tendency to overestimate the atomic density is common to most LDA calculations, this error is somewhat larger than usual. In order to estimate if our neglect of the core charges plays a role in this misfit, we
re-computed the equation of state for $\alpha$-Ga, GaII, and fcc with a new pseudopotential including the Non-Linear-Core-Correction (NLCC). The details of the derivation of the NLCC-pseudopotential are reported in appendix A. The new $E(V)$ curves and lattice parameters are reported in fig. 3.6 and table 3.4.

From table 3.4 we can see that the NLCC does not improve the misfit in the equilibrium

<table>
<thead>
<tr>
<th>phase</th>
<th>Theoret. lattice parameters with NLCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>8.374</td>
</tr>
<tr>
<td>GaII</td>
<td>10.95</td>
</tr>
<tr>
<td>fcc</td>
<td>7.556</td>
</tr>
</tbody>
</table>

Table 3.4: Structural parameters in a.u. of $\alpha$-Ga, GaII, and fcc at the equilibrium volume calculated with a NLCC-pseudopotential.
volumes. The other structural parameters are only slightly modified by the change of the pseudopotential except for the transition pressures which undergo large variations. $P_{a-GaII}$ is now 34 kb (64 kb without NLCC), and $P_{GaII-fac}=93$ kb (152 kb without NLCC). These variations are indeed very large, and mainly due to the change in the relative energies of the three phases (cfr. figs. 3.4 and 3.6). However we remark that the quality of our NLCC-pseudopotential in appendix A is worse than the pseudopotential without NLCC by Stumpf et al [18]: the deviation of the atomic pseudo-orbitals from the all-electron orbitals outside the core radius is larger for our NLCC-pseudopotential (see fig. A.1). Nevertheless the mean message of our NLCC results is that the neglection of NLCC is not the source of the error in the equilibrium volumes. This misfit is more likely a failure of the LDA which is well known to overbind molecules. The properties of the $Ga_2$ molecule have been recently studied by Jones [50] in LDA with the pseudopotential of ref. [18]. The LDA interatomic distance of the molecule in the electronic ground state $^3\Sigma_u$ is 4.864 a.u.. The experimental interatomic distance is not known, but the LDA value is indeed 7% smaller than the value obtained with an all-electron quantum chemistry calculation (Complete active space SCF followed by second order configurations interactions) [51]. The quantum-chemistry calculation of ref. [51] is actually not a full CI, and the LDA vibrational frequency is 184 cm$^{-1}$, closer to the experimental result (184 cm$^{-1}$) than the quantum-chemistry value (154 cm$^{-1}$). Thus the accuracy of LDA for $Ga_2$ molecule is unclear, and should be further investigated, by comparison with more accurate quantum-chemistry calculation. Also the role of core-core interaction/relaxation should be studied through an all-electron LDA calculation on $Ga_2$ molecule.
3.2 Electronic Properties

Our analysis of the electronic properties of $\alpha$-Ga shows very clearly the long standing proposed covalency of the bond between each Ga pair and its fingerprint in the electronic density of states consisting of a pronounced pseudogap at the Fermi level. The electron (pseudo)charge density of $\alpha$-Ga is compared to those of the other phases of gallium in fig. 3.7.

The "molecular" Ga$_2$ bonding in $\alpha$-Ga is visible as a pile up of charge in the center of the dimer. Conversely in all the other phases the distribution of charge is atomic-like with a maximum of charge near each atom and not midway between the atom and its nearest neighbors. The maximum of (pseudo)charge density in the dimer covalent bond is $\sim 0.058$ a.u., comparable to the corresponding value in the covalent bond of germanium which is 0.0742 a.u. [54]. We can roughly compare the number of electrons participating in the covalent bond of $\alpha$-Ga and Ge, by multiplying the maximum of the bonding charge by the bond length cubed. In this crude approximation we find in the $\alpha$-Ga bonding charge $\sim 0.25$ electrons less than in Ge, that is 1.5 electrons per bond charge in $\alpha$-Ga assuming 2 electrons per bond charge in Ge.

The partial covalent character of $\alpha$-Ga and the fully metallic nature of the other phases show up in the electronic Density Of States (DOS) in fig. 3.8. The electronic bands along some high symmetry lines in the IBZ of the different phases are reported in figs. 3.9-3.13. The DOS of $\alpha$-Ga is rather structured and shows a pronounced pseudogap at the Fermi level, in agreement with photoemission study [36]. The $\alpha$-Ga DOS in fig. 3.8 is very similar to those reported in refs. [8, 9]. The connection between the pseudo-gap and covalency in $\alpha$-Ga was discussed long ago by Heine [6]. The residual states in the pseudo-gap are mainly related to the overlap of the electronic wave functions along the buckled planes
Figure 3.7: Electron (pseudo)charge density map of the different phases of gallium computed at the equilibrium volume of each phase. The contour lines are separated by 0.005 a.u.. α-Ga and β-Ga charge densities are plotted on the (100) plane. GaII charge density is plotted on the (001) plane. GaIII charge density is plotted on the plane passing through the atoms of the trimers shown. The scale is half those of the other pictures. The trimers correspond to one atom and other two atoms among its eight first neighbors.
perpendicular to the "molecular" bond. These states lead to metallic behavior, which thus coexists with the molecular state. S-like states, localized in the buckled planes are also the main contribution to the density of states from the bottom of the valence bands (~ -12 eV) up to -6.5 eV below the Fermi level. The flexibility of simultaneously forming two kinds of chemical bonds greatly contributes to the stability of this structure. The fact that the states in the gap are related to the in-plane electron motion is also suggested by the band structure of fig. 3.9.

Our α-Ga band structure is very close to that previously obtained by Gong et al [8]. The strong anisotropy at the Fermi surface indicates preferential conduction along the (001) planes in agreement with experiments. Details of the electronic structure at the Fermi level [40, 41], such as the small hole pocket in the T direction are well brought out. Note the presence of roughly parallel bonding-antibonding bands nearly symmetric with respect to the Fermi level, typical of covalent materials. Gong et al have shown that the gap (~ 2.3 eV) between these parallel bands, indicated by the arrows in fig. 3.9, gives rise to a strong peak in the optical conductivity. This is a rather unusual feature for a metallic system, and in fact reflects directly the bonding \( \rightarrow \) antibonding transition of the Ga₂ covalent "molecule". The antibonding character of the states which mostly contribute to the peak in the DOS just above \( E_F \), is confirmed by direct inspection of our KS orbitals. The agreement between the experimental \( \sigma(\omega) \) [34, 35] and that calculated in ref. [8] is remarkably good (cfr. fig. 4 in ref. [8]), indicating that the LDA first principle theory correctly reproduces the electronic properties of α-Ga, down to a very considerable detail.

Coming now to the other phases we note that GaIII, β-Ga and fcc-Ga have a very similar DOS, nearly free-electron like in the low energy range, and with a large value at the Fermi level, consistently with their good metallic properties. In particular, since GaIII is a tetragonally distorted fcc, its electronic densities and bands are very similar to those
Figure 3.8: Electronic density of states of the different phases of gallium. They have been computed at the equilibrium volume of each phase by using a uniform mesh in the IBZ including up to 300 $k$ points. The tetrahedron linear analytic interpolating method has been used [65].
3.2. Electronic Properties

Figure 3.9: The band structure of α-Ga along some high symmetry lines in the Brillouin Zone. Arrows denote important molecular bonding-antibonding optical transitions.
Figure 3.10: The band structure of $\beta$-Ga along some high symmetry lines in the Brillouin Zone. The figure of the Brillouin Zone is taken from ref. [39]. In the figure of the Brillouin Zone the scales in the three directions have been modified to clarify the view, and the difference between $\beta$ and $90^\circ$ has been exaggerated.
3.2. Electronic Properties

Figure 3.11: The band structure of GaII along some high symmetry lines in the bcc Brillouin Zone. Points are labelled following Zak [52].

of fcc-Ga. Conversely the phase GaII still presents some structures in the DOS around 4-5 eV below the Fermi level.

The difference between the DOS at the Fermi level (D(E_F)) of α-Ga and β-Ga is experimentally reflected in the Knight Shift, which in β-Ga is about 3 times larger than in α-Ga [37]. We obtained a ratio of about 3.5 between the calculated values of D(E_F). Although we have not attempted to estimate the relative values of |Ψ(0)|^2 between α-Ga and β-Ga, the pseudocharge densities near the s core radius (r_s=1.72 a.u.) are not unlike, which suggests that the difference in D(E_F) is indeed the main factor.

Finally we recall that Gong et al., in order to suggest some direct method to detect the covalent bond, compared in ref. [8] the electronic structure factor calculated in two different ways: the first [S_c(k)] using the true electronic charge density and the second [S_a(k)] using a superposition of atomic charges. S_c(k) and S_a(k) show a similar overall
Figure 3.12: The band structure of GaIII along some high symmetry lines in the Brillouin Zone.
Figure 3.13: The band structure of fcc-Ga along some high symmetry lines in the Brillouin Zone. Points are labelled following Zak [52].
behaviour, apart from a close multiplet $K^*$ of reciprocal lattice vectors ([113] [121] [022] [004]) which is enhanced in $S_c(k)$. Unfortunately here the situation is different from diamond where the presence of the covalent bond gives rise to a forbidden reflection at $\frac{2\pi}{a}(222)$, and its presence is thus directly confirmed by X-ray measurements [53]. In the case of $\alpha$-Ga the reflection at the the $K^*$ multiplet is not forbidden by symmetry as shown by the presence of a (small) contribution to the $K^*$ multiplet from $S_a(k)$ [8]. For this reason if one includes core electrons in the calculation of the electronic structure factor, as should be done for a comparison with X-ray intensities, the difference between $S_c(k)$ and $S_a(k)$ become much less pronounced, being of only few % at the $K^*$ multiplet, and almost impossible to detect experimentally [55]. Thus, rectifying the suggestion in ref. [8] we can now state that X-ray measurements cannot be used to confirm the presence of the covalent bond. The presence of the covalent bond should therefore be confirmed only indirectly by studying situations where it is expected to play a crucial role such as, for instance, the physics of $\alpha$-Ga surfaces discussed in the following chapters.
4 The $\alpha$-Ga(001) Surface

4.1 Surface Structure

The (001) surface is the main stable surface of $\alpha$-Ga, with the highest packing density. It appears spontaneously on the crystal. The structure of the $\alpha$-Ga(001) surface has been recently investigated by Scanning Tunnel Microscopy (STM) [13, 14], where it appears to be exceptionally stable: no step diffusion or other type of surface mobility was detected up to the bulk melting point ($T_m = 303K$). More surprisingly, at $T_m$ the Ga crystal begins to melt from inside the sample, with the surface still appearing flat, and atomically ordered [14]! In figure 4.1 we reproduce an STM image of a sample cooled to room temperature just after onset of bulk melting [14]. A large hillock (height $\sim 500\,\text{Å}$) is observed on the otherwise flat (001) surface. It is part of a micrometer-size droplet solidified after cooling below $T_m$. The area around this hillock is still in its original, atomically flat state. The surface has the typical terrace structure with atomic steps separated by several 100 Å. Obviously the liquid does not wet the (001) surface. The droplet forming the hillock structure must have emerged from the underlying bulk. From the fact that atomically flat regions coexisted with a macroscopic liquid droplet on the surface, Züger and Dürig concluded [14] that the (001) surface was still stable when part of the underlying sample had already undergone the melting transition.
Figure 4.1: Representative image of the (001) surface after heating to $T_m$ and cooling to 296 K. The hillock is part of a solidified droplet of liquid Ga that emerged from the underlying bulk at $T_m$ while the area around the hillock remained in its crystalline state. The figure is taken from ref. [14].
Figure 4.2: a) Orthorhombic unit cell of $\alpha$-Ga. b) Side view on the (100) plane (solid circles) and on the next lower plane (open circles) at a depth of a/2. The dimers lie within the (100) planes. A and B indicates two inequivalent cuts of the bulk.

Besides this rather anomalous thermal behaviour, this surface raises additional questions. In principle, in fact, the ideal $\alpha$-Ga (001) surface can be formed in two ways, by cutting the crystal at a) a plane that separates dimer layers, without cutting "covalent" bonds (surface A), or at b) a plane that cuts the dimer covalent bonds (surface B) (see fig. 4.2).

The top-view geometries for the ideal surfaces A and B are the same, and can be described by a nearly square lattice with two atoms per surface cell, forming chains along the [100] direction, with coordinates (in lattice units) (0,0,0) and (0.5,0.34,0). The STM map, shown in fig. 4.3a, clearly shows this chain structure [13].

Close inspection of the STM image in fig 4.3a reveals a dimerization reconstruction. Locating the surface atoms at the maxima of the current spots in the image, Züger and
Figure 4.3: a) Experimental STM image of α-Ga(001) [13]. It has been measured using an Ir tip and tunneling parameters $I_t = 1 \text{nA}$ and $V_t = -0.3 \text{V}$ (a negative voltage means tunneling out of occupied sample states). The corrugation calculated from the signal is $\sim 0.2 \text{Å}_{pp}$. b) Truncated bulk structure of the α-Ga(001) surface (solid circle) and the reconstruction (dashed circle) as inferred from STM images [13].
4.1. Surface Structure

Dürig assigned to the atom at the center of the cell a shift of \( \sim 0.35\text{Å} \), from the ideal position (0.5,0.34) to (0.45,0.4) (in lattice units, see fig. 4.3b). They also found a \( \sim 0.05\text{Å} \) buckling of the two atoms. The dimerization of the chain is independently supported by the static LEED measurements which show a non zero intensity of the spots (2n+1,0) (in the surface notation), where \( n \) is an integer [13]. These spots would have zero intensity in the ideal geometry, due to the presence of the (100) mirror plane. We remark however that a buckling of the atoms in the unit cell, still preserving the (100) mirror plane, should be sufficient to produce the (2n+1,0) spots in LEED. Now, if both configurations A and B were simultaneously realized, for example in adjacent domains, then steps with a height of \( c/4 \approx 1.9\text{Å} \) should be present; conversely if one of the two surfaces had a much lower energy, the smallest step height expected would be \( c/2 \approx 3.8\text{Å} \). The observed step-height distribution [13] supports the latter scenario, with just a single step of 3.8Å height (see fig.4.4). However, this still does not distinguish between possibilities A, B, or others.

In order to solve the aforementioned problems we have studied both surfaces A and B within the total energy framework presented in chapter 2. Part of our results on the (001) surface has been already published in ref. [56]. As customary [57] the surfaces have been modeled by periodically repeated slabs, 10 to 14 layers thick, separated by four vacuum layers. (If not otherwise specified the two surfaces of the slab are identical.) Convergency of \( k \)-sums has been tested up to 49 \( k \) points in the irreducible ideal surface BZ (ISBZ); simple gaussian spreading with variance from 20 to 5 \( mRy \) has been used. The lattice parameters and the starting atomic positions were obtained by an independent bulk calculation (see chapter 3). Guided by the calculated Hellmann-Feynman forces we let the atoms in the slab relax to their lowest energy positions, with residual forces less than \( 1.5 \times 10^{-3}Ry/a_0 \).

Figures 4.5a and 4.5b show the electronic (pseudo) charge density on a (100) plane,
Figure 4.4: Histogram of the step-height distribution measured by STM [13]. The peak at zero height results from atomically flat terraces. There is no indication of steps with a height of 1.9Å, which would originate from monoatomic steps. The figure is taken from ref. [13].

for fully relaxed configurations of surfaces A and B respectively. Both relaxed surfaces A and B do not present the chain dimerization inferred from STM, as one see from the plot of the charge density on the surface plane in figure 4.6.

Surface A has energy $\gamma = 70 \text{ mRy/atom}$ when unrelaxed, and $57 \text{ mRy/atom}$ when fully relaxed. For the unrelaxed and relaxed B surfaces we find $\gamma = 59$ and $57 \text{ mRy/atom}$ respectively \(^1\). Surface energies were obtained by subtracting from the slab total energy the bulk energy for the same number of atoms, calculated with a k-points sampling as close as possible to that used in the slab calculation. Surface energies are converged within $\pm 1 \text{ mRy/atom}$ with respect to k points (9-49 in ISBZ), gaussian spreading (20-5 mRy), slab thickness (10-14 layers) and vacuum thickness (4-6 layers).

\(^1\)Despite the stiffness of the covalent bond, the change in atomic coordination (surface B is obtained by breaking only one stiff covalent bond, while 4 metallic “bonds” are broken in surface A) makes the unrelaxed surface A higher in energy than unrelaxed surface B.
Figure 4.5: a) Charge density of relaxed surface A plotted onto the (100) plane passing through all atoms shown, $\gamma_A = 57 \text{ mRy/atom}$. b) same as in a) for surface B, $\gamma_B = 57 \text{ mRy/atom}$. Contour lines are separated by 0.005 a.u.
Figure 4.6: a) Charge density of relaxed surface A plotted onto the surface plane (001). b) same as in a) for surface B. Contour lines are the same as in fig. 4.5.

These values for the surface energies appear to be high when compared with the T=0 K extrapolation of the experimental result $\gamma_{\text{expt.}} \sim 41 \text{ mRy/atom}$ [58]. The two relaxed surfaces A and B end up having the same energy, which does not explain the STM step-height distribution. Moreover, the strong corrugation of charge density in surface A (see fig. 4.5a) looks unreasonable, and indirectly suggests the existence of a different ground state. Also, the chain structure in surface A is different from the STM image: the chains are exceedingly packed when compared to the STM picture (cfr figs. 4.6 and 4.3a). Surface B is instead far more compact, and its chain structure is very similar to the STM image, but it has one unsaturated dangling bond per atom, which again suggests instability. (Details on the electronic structure of the two surfaces will be given in the next section.

Guided by this reasoning we rearranged drastically surface A, by pushing the outermost atom down to fill the hole underneath. This is equivalent to adsorbing a plane of adatoms onto surface B, therefore removing the dangling bonds. We find a dramatic lowering of $\gamma$
down to $47 \text{ mRy/atom}$, which now compares much better with the experimental value.

The charge density of the new optimal configuration (hereafter referred to as C) on the (100) and (001) planes is plotted in fig. 4.7a and 4.7b respectively. Atomic coordinates are given in the figure caption 2. Remarkably, the top-view geometry of surface C is still similar to the ideal surface. In particular the chains along the [100] direction still survive. Our results do not explain the chain dimerization, and the buckling but these effects probably involve energies below our present resolution. We will discuss further this point in section 4.3.

In fig. 4.8 we compare the STM experimental image [13] with the theoretical STM image calculated for surface C in the Tersoff-Hamann approximation [59]. The approximations involved in the calculation of the STM image are summarized in appendix B. The characteristic chain present in the data is very well reproduced by our model. Also the non-spherical shape of the experimental current spots, with a flat region at one side, compares well with our theoretical image.

Remarkably, the structure of the two outermost surface layers of surface C and their optimal charge density have become very reminiscent of those of bulk GaIII (see fig. 4.7a). Bulk GaIII is a tetragonally distorted FCC structure, stable at high pressure and temperature [2] (cfr. chapter 3), and appears to wet epitaxially the $\alpha$-Ga(001) lattice in configuration C. Actually, the chain structure at surface C is not present in the geometry of unstrained GaIII. However we have checked that, by forcing GaIII to have the same

---

2For completeness we give here the atomic coordinates for relaxed surfaces A and B. The notation is the same as in figure 4.7.

Surface A: the fully relaxed interlayer distance for the outermost layers $d_{12}, d_{23}, d_{34}$ are 0.500, 0.328, and 0.529 respectively, in unit of $a = 4.377\text{\AA}$. The corresponding $(x,y)$ in-plane coordinates (in unit of a) of the two atoms per cell in the four outermost planes are $(0,0)$ $(0.5,0.165); (0,-0.252) (0.5,0.417); (0,0.247) (0.5,-0.082); (0,0.414) (0.5,-0.249) \text{ respectively.}$

Surface B: $d_{12}, d_{23}, d_{34}$ are 0.330, 0.532, 0.314 and 0.826 respectively. The $(x,y)$ in-plane coordinates of the two atoms per cell in the four outermost planes are $(0,0)$ $(0.5,0.299); (0,0.493) (0.5,-0.195); (0.313) (0.5,-0.014); (0,-0.186) (0.5,484) \text{ respectively.}$
Figure 4.7: a) Charge density of our proposed optimal structure for α-Ga(001) (surface C). $\gamma_C = 47 \text{ mRy/atom}$. The fully relaxed interlayer distance for the outermost layers $d_{12}, d_{23}, d_{34}$ are 0.380, 0.347, and 0.525 respectively, in unit of $a = 4.377 \text{Å}$. The corresponding $(x,y)$ in-plane coordinates (in unit of $a$) of the two atoms per cell in the four outermost planes are $(0,0)$ $(0.5,-0.324)$; $(0,0.505)$ $(0.5,0.171)$; $(0,0.002)$ $(0.5,-0.326)$; $(0,0.179)$ $(0.5,-0.502)$ respectively. The two outermost surface layers now mimic closely the bulk GaIII phase (inset). b) Charge density of surface C plotted onto the surface plane (001). Contour lines are the same as in fig. 4.5.
Figure 4.8: a) Experimental STM image of α-Ga(001) [13]. b) Local density of states $\rho(x, \Delta E)$ calculated for surface C at a plane $z \simeq 2\text{Å}$ above surface atoms, and including states inside an energy window $\Delta E = 0.5 \text{ eV}$ below the Fermi level. States from 36 $k$ points at the boundary of the ISBZ were included. In the simplest approximation this plot corresponds to the theoretical STM image with states at the ISBZ boundary playing the major role [59]. Note the close similarity of features in the two pictures. We have checked that the use of a uniform mesh of 49 $k$ points in the IBZ, and the extrapolation of the wave functions tails up to 8 Å from the surface, as described in appendix C, does not change qualitatively the STM image.
in plane lattice constants as those of α-Ga, its original FCC-like symmetry is unstable and the chain structure appears also in the bulk. This structure mimics GaIII epitaxially grown on α-Ga and will be referred to as "epitaxial GaIII". A separate study (made with a 12-layer slab) of the free surface of epitaxial GaIII gives rise to a top layer structure which is identical to that of our surface C. We also find that the surface energy of epitaxial GaIII (γ_{111}) is 43 mRy/atom. This value is sufficiently lower than the surface energy of the ideal configurations (γ_A = γ_B = 57 mRy/atom) to make it worth paying for an additional α-Ga/GaIII interface plus the difference in bulk energies of α-Ga and epitaxial GaIII (∆E = E_{bulk}(epitax. GaIII) - E_{bulk}(α-Ga)) which we have separately calculated to be ∆E ~ 5 mRy/atom. All these results support the prediction that in the ground state the (001) surface of α-Ga should be wetted by two layers of GaIII epitaxially grown on α-Ga. This prediction is now open for direct experimental verification.

We have also calculated the surface stress tensor, which we find to be tensile for surface C: \( -\partial \gamma / \partial \varepsilon_{xx} = -27 \text{ mRy/atom} \) and \( -\partial \gamma / \partial \varepsilon_{yy} = -53 \text{ mRy/atom} \). (x and y are the [100] and the [010] directions in fig. 2, and \( \varepsilon_{ij} \) is the strain. The "k-point correction" discussed in chapter 2 is included and equal to \( -22 \text{ mRy/atom} \), and \( -3 \text{ mRy/atom} \) for \( -\partial \gamma / \partial \varepsilon_{xx} \) and \( -\partial \gamma / \partial \varepsilon_{yy} \) respectively). The presence of a negative surface stress is obviously connected with the lateral expansion required for the structure of GaIII to fit epitaxially on α-Ga, with the associated contraction in the vertical direction.

Once wetting has begun, one might perhaps expect the number of layers to grow. However, since adding a third GaIII layer produces a step height roughly one half the experimental value, the wetting must in fact be confined to the first two layers up to \( T_m \),

---

3The distance along the [010] direction of the two surface atoms in the unit cell are 0.319, and 0.321 (in unit of a = 8.271 a.u.) for epitaxial GaIII surface and surface C respectively. For bulk epitaxial GaIII the same quantity is 0.358, i.e. the chains along the [100] direction in epitaxial GaIII are more packed at the surface than in the bulk.
in order to be consistent with STM. Indeed, by a separate calculation, we find that the surface energy of the relaxed configuration with three layers of GaIII ($\gamma_3$) is as high as 60 $mRy/atom$, and that with four GaIII layers is $\gamma_4 = 65 mRy/atom$ (The charge density of the configuration with 3 GaIII layers is reported in fig. 4.9). These values, compared with that of surface C ($\gamma_C = 47 mRy/atom$), guarantee that surface domains with one and two, or with two and three GaIII layers are unlikely to be simultaneously present, in agreement with the observed step height distribution. Furthermore the surface energy for three GaIII layers is much higher than the value obtained by adding to $\gamma_C$ the bulk energy difference $\Delta E$, required by the added GaIII plane.

We may write the overall surface energy of the configuration with $n$ layers of GaIII on top of $\alpha$-Ga as a sum of physically distinct terms

$$\gamma_n = \gamma_{III} + \gamma_{a-III} + n \cdot \Delta E + V(n)$$  \hspace{1cm} (4.1)

where $\gamma_{a-III}$ is the unperturbed interface energy (as obtained in the limit $n \to \infty$), and $V(n)$ is an interface-surface interaction potential.

From the above calculation we know $\gamma_{III}$ and $\Delta E$, while $\gamma_{a-III}$, and $V(n)$ are still unknown. Since $\gamma_4 - \gamma_3 \sim \Delta E$, we may assume $V(n)$ to be negligible for $n \geq 4$. Under this assumption the interface energy $\gamma_{a-III}$ can be obtained from eq. 4.1, and from the known quantities $\gamma_4, \gamma_{III}$, and $\Delta E$ as $\gamma_{a-III} = \gamma_4 - \gamma_{III} - 4\Delta E = 2 mRy/atom$. From eq. 4.1 and this estimated value of $\gamma_{a-III}$ we can now deduce also the interaction energy $V(n)$. We find $V(2) = -9$, and $V(3) = -1 mRy/atom$ respectively for the $n = 2$ (surface C), and 3 GaIII layers. The surface-interface interaction is therefore strongly attractive and limits the wetting film thickness to strictly two atomic layers, causing the wetting of

---

$\gamma_i$ is obtained from a fully relaxed slab, 12 layers thick, where one surface has the geometry of configuration C, and the other is covered with four layers of GaIII.
$\alpha$-Ga by epitaxial GaIII to be incomplete.

The surface energy balance described above raises two puzzling questions, namely why is $\gamma_{\alpha-III}$ so small, and why is $V(n)$ so attractive. The interface energy could be roughly expected to be a substantial fraction of the overall surface energies, due to the difference in density of the two phases ($\sim 10\%$). An attraction between $\alpha$-Ga and the GaIII-like surface is also unexpected, since the two lattices are very different and spontaneous epitaxy correspondingly difficult. This attraction is not associated with a visible dependence of the local atomic structure of the interface on the film thickness. In fact the interplanar
Table 4.1: Interplanar distances of the outermost surface layers for configurations with 2, 3, 4 and \( \infty \) numbers of GaIII layers epitaxially grown on \( \alpha \)-Ga. The distance are in lattice unit (\( a=8.27 \) a.u.). \( d_I \) correspond to the interplanar distance between the innermost GaIII layer of the film and the outermost dimer of \( \alpha \)-Ga. \( d_{\text{dimer}} \) is the bond length of the outermost dimer of \( \alpha \)-Ga. Note that both \( d_I \) and \( d_{\text{dimer}} \), i.e. the interface structure, are poorly dependent on the thickness of GaIII film. \( d = 0.398 \) \( a \) in bulk epitaxial GaIII, and \( d_{\text{dimer}} = 0.528 \) \( a \) in bulk \( \alpha - Ga \).

<table>
<thead>
<tr>
<th></th>
<th>( \alpha + 2 ) (C)</th>
<th>( \alpha + 3 )</th>
<th>( \alpha + 4 )</th>
<th>( \infty ) (GaIII)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_{12} )</td>
<td>0.386</td>
<td>0.344</td>
<td>0.357</td>
<td>0.361</td>
</tr>
<tr>
<td>( d_{23} )</td>
<td>-</td>
<td>0.396</td>
<td>0.397</td>
<td>0.392</td>
</tr>
<tr>
<td>( d_{34} )</td>
<td>-</td>
<td>-</td>
<td>0.400</td>
<td>0.404</td>
</tr>
<tr>
<td>( d_I )</td>
<td>0.346</td>
<td>0.346</td>
<td>0.340</td>
<td>-</td>
</tr>
<tr>
<td>( d_{\text{dimer}} )</td>
<td>0.525</td>
<td>0.526</td>
<td>0.529</td>
<td>-</td>
</tr>
</tbody>
</table>

Distances for the configurations with different numbers of GaIII layers reported in table 4.1 show a nearly constant interface structure (\( d_I \) and \( d_{\text{dimer}} \) in table 4.1). The origin of both the smallness of \( \gamma_{\alpha - III} \) and the surface-interface attraction should therefore have a more subtle electronic origin. The distinguishing feature of GaIII is its unmitigated metallicity, as opposed to the semi-metallicity of \( \alpha - Ga \). We will see in the next sections that surface metallization might precisely be the key to understand both the above points.

The surface-interface attraction produces a 3D atomic density in the GaIII film in surface C roughly 8% higher than the bulk equilibrium density of epitaxial GaIII \(^5\). If this density increase were obtained by hydrostatic pressure it would cause GaIII to melt about 100 K above the melting temperature of \( \alpha - Ga \) \(^6\). We believe that this finding could account for the anomalous thermal stability of the \( \alpha - Ga(001) \) surface detected experimentally \([13, 14]\).

\(^5\)The volume per atom in the GaIII film in surface C is 103 a.u., while in bulk epitaxial GaIII it is 112 a.u.

\(^6\)The estimate of the melting temperature of GaIII were obtained by linear extrapolation of the experimental liquid-GaIII coexistence line in ref. [2] up to the pressure needed to induced a 8% density increase of bulk GaIII at 0 K.
4.2 Surface Electronic Properties

Work function: The work function $\phi$ has been computed as $\phi = \tilde{V}_H(\text{vacuum}) - E_F$, where $E_F$ is the Fermi energy and $\tilde{V}_H$ is the macroscopic average of the Hartree potential defined as [60]

$$\tilde{V}(z) = \frac{2}{c} \int_{z' - c/4}^{z' + c/4} dz' \int dx V_H(x, z')$$

(4.2)

$z$ is perpendicular to the surface, and the $dx$ integral is in the surface planes, $c/2$ is half the lattice parameter $c$ of $\alpha$-Ga, which corresponds to the periodicity along $z$ direction of the planar averaged Hartree potential in the bulk. $\tilde{V}(z)$ is constant is the vacuum and central regions of the slab as shown in figure 4.10.

<table>
<thead>
<tr>
<th>Work function (eV)</th>
<th>$A$</th>
<th>$B$</th>
<th>$C$</th>
<th>$\alpha + 3$</th>
<th>GaIII (010)</th>
<th>exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.35</td>
<td>4.86</td>
<td>4.44</td>
<td>4.39</td>
<td>4.39</td>
<td>4.32 $\div$ 4.39</td>
</tr>
</tbody>
</table>

Table 4.2: Work function for different surface configurations (cfr. section 4.1). GaIII refers to a relaxed slab of epitaxial GaIII, $\alpha + 3$ refer to $\alpha$-Ga wetted by 3 layers of GaIII. The work function for surface C is obtained from a 14-layers slab. The corresponding value for a 10-layer slab is 4.56 eV. The experimental work function refers to a polycrystalline sample [36]. The calculated work function for our proposed ground state configuration of (010) surface is also reported (cfr. chapter 5).

The values of the work function for our proposed ground state, surface C, and for the other less stable structures are summarized in table 4.2. The agreement with the experimental work function is remarkable. The most corrugated surface A has the lowest work function as expected from the Smoluchowski charge smoothing argument [61]. The same argument does not apparently apply to the comparison of the work functions of surfaces B and C, which have similar corrugations 7, but a 0.5 eV difference in the work function. The reduction of the work function of surface C is due to the presence of a dipole moment at the $\alpha$-Ga/GaIII interface of opposite sign with respect to the surface.

7The outermost interplanar distance is 0.329$a$, and 0.386$a$ for surface B and C respectively.
4.2. Surface Electronic Properties

Figure 4.10: Planar averaged Hartree potential plotted along the [001] direction (dash-dotted line), and its macroscopic average $\tilde{V}_H$ in eq. 4.2 (continuous line) for a) surface A, b) surface B, c) surface C, and d) α-Ga wetted by three GaIII layers. The slabs have different thickness. The distance along the [001] direction are in unit of $a = 8.27$ a.u. The positions of the surface plane and of the α-Ga/GaIII interface are marked by arrows. The non constant value of $\tilde{V}_H$ in the center of the slab in panel d) is due to the interplanar relaxations propagating deeply in the slab. The two surfaces of the slabs are identical.
§ 4. The α-Ga(001) Surface

dipole. This interface dipole shows up as a drop in $\tilde{V}_H$ at the α-Ga/GaIII interface in fig. 4.10c, absent in surfaces A and B (cfr. figs. 4.10a, b). A similar drop in $\tilde{V}_H$ appears at the α-Ga/GaIII interface in the configuration with three layers of GaIII in fig. 4.10d. The interface dipole is produced by an electron transfer from the GaIII film to the α-Ga region, necessary to align the Fermi level of α-Ga and GaIII which are in bulk 5.76 and 6.61 eV respectively. This is the usual charge transfer at a bimetallic junction, producing a jump in electrostatic potential exactly equal to the difference in the bulk Fermi levels of the two materials [62]. α-Ga is more electronegative than GaIII which implies a contact potential of about 1 eV.

The fact that surface C and the surface of GaIII have the same work functions (cfr. table 4.2, also the work function of the configuration with 3 GaIII layers should be regarded as equal to that of surface C within our error) further confirms our picture with a surface dipole very similar in surface C and in the surface of GaIII, a local Fermi level in the GaIII film close to those of bulk GaIII (referred to the local average Hartree potential in the film and in bulk GaIII respectively), and an interface dipole necessary to produce a jump in the electrostatic potential aligning the chemical potential across the interface.

The charge transfer decreases the energy cost of the interface. In fact the interface energy calculated for the junction of two jellia at different densities is negative for densities similar to those of α-Ga ($\tau_s = 3.05$). In the bimetallic junction of two jellia the lowering of the electron kinetic energy in the charge transfer in only partially cancelled by the Hartree and XC energy cost, ending up with a negative cost of the interface [63]. This effect produce a negative contribution to the α-Ga/GaIII interface energy which is probably responsible for the low value estimated for $\gamma_{\alpha-III}$ (2 mRy/atom).
Band structure and electronic densities of states: The slab band structure of surface C along the high symmetry lines of the ISBZ is reported in fig. 4.11. In figs. 4.12, and 4.13 are reported for comparison the band structures of surfaces A and B.

The states in the energy regions forbidden in the bulk are surface states. An artifact of the slab geometry is that all surface states occur pairwise, one from each surface of the slab. For an infinitely thick slab the two states would be degenerate, but for finite thickness the two states hybridize and the degeneracy is lifted (an exception is the low lying surface state in the $S$ direction of surface C). The splitting of surface states is drastically reduced by increasing the slab thickness: for example the splitting of surface states in configurations C, 7-8 eV below $E_F$, are reduced by a factor 3 by increasing the slab thickness from 10 layers to 14 layers, although the changes in surface structure and energy are negligible.

By comparing the electronic bands of different structures in figs. 4.11-4.13 one notes that filled surface states appear in the surface-projected bulk gaps 7-8 eV below $E_F$ only in surfaces A and C. Conversely filled surface states in the surface-projected bulk gap along $S$ and $\Delta'$ crossing the Fermi level are present only in surface B. The latter surface states in configuration B correspond to half filled bands of surface dangling bonds, produced by the cutting of the outermost Ga$_2$ dimer (cfr. fig. 4.13). The two bands, split by the surface-surface interaction across the slab, are both double degenerate: there is one dangling bond per atom in the surface unit cell. Each dangling bond is strongly localized on one of the atoms in the surface unit cell, as evident in figure 4.14. The two dangling

---

*This is a well known property: the surface energy and structure reach convergency with respect to the slab thickness much faster than the fine details of the band structure do. For the analysis of surface states one usually employs thicker slab, constructed by inserting "bulk" layers in the middle of a thinner slab, whose self-consistent potential is known. The potential for the inserted "bulk" layers are then put equal to the self-consistent potential at the center of the thinner slab. The rational for this stretching procedure is that the potential so defined is expected to be very close to the full self-consistent potential of the stretched slab. This procedure could be adopted in a future refined calculation of our band structures. At the time being the band structures reported here are sufficient to identify the main features of the surface electronic properties.*
Figure 4.11: The surface band structure of configuration C from a 14-layers slab. Continuous lines represent the band edges of the surface-projected band structure of the bulk. The zero of energy corresponds to the Fermi level. The energies of bulk and slab calculations are aligned by matching the average Hartree potential in the bulk and at the center of the slab (cfr. fig. 4.10). Inset: Irreducible Surface Brillouin Zone.
Figure 4.12: The same as in fig. 4.11 for surface A. The slab is 10 layers thick.
Figure 4.13: The same as in fig. 4.11 for surface B. The slab is 12 layers thick. The difference in the number of electronic states per k point in figs. 4.11-4.13 is due to different slab thickness.
bonds on different sublattices do not couple, they always point in opposite directions. They still “repel” each other if we artificially dimerize the chain along the [100] direction. Thus, surface B cannot be stabilized by the formation of filled bonding state and empty antibonding states, obtained from the coupling of the dangling bonds, as is the case for example on Si(100)(2x1) [64]. The instability suggested by the presence of half filled dangling bonds bands, which induces a large peak in the surface projected density of states (SDOS) at $E_F$, is removed instead by the self-wetting scenario discussed above.

Not surprisingly, unsaturated dangling bonds at $E_F$ are absent in both surfaces A and C. In surface A the nearly two electrons per surface atom, available after breaking the buckled metallic planes, participate in the formation of a strong bonding of the atoms along the [100] chains. These bonds, visible in the total charge density in fig. 4.5a, are mainly due to the deep surface states 7-8 eV below $E_F$ in the band structure in fig. 4.12. The latter are plotted in fig. 4.15, they are responsible for the large contraction along [010] direction of the chains in surface A.

Coming back to our proposed ground state, surface C, one can recognize in fig. 4.11 surface states in three energy regions: i) surface states near $\Gamma$ just above and below the Fermi level, ii) surface states 5 eV below $E_F$ near the $C$ point, iii) surface states in the surface-projected bulk gap 7-8 Ev below $E_F$ extending almost throughout the BZ in fig. 4.11. These states show up very clearly in figure 4.16 where the SDOS is compared to the DOS projected in the center layer of the slab (bulk DOS). The surface states contribution to the SDOS are indicated as shaded areas in fig. 4.16.

The pseudogap at $E_F$ in the bulk DOS is largely smoothed in the SDOS of surface C, which is now much more similar to the SDOS of epitaxial GaIII than to $\alpha$-Ga bulk DOS,

---

9The dangling bonds repel each other also in the configuration obtained by moving the atom 2 in fig. 4.14 in the specular position with respect to the [010] plane.
Figure 4.14: a) Charge density of a dangling bond state of surface B at $0.67 k_{3\overline{1}}$, localized on atom 1 in the surface unit cell, plotted on the (100) plane. b) The same as in a) for the dangling bond localized on atom 2 in the surface unit cell. This eigenstate is degenerate in energy with the state in panel a). c) The eigenstate in panel a) plotted on the (001) plane. Contour lines are separated by 0.0005 a.u.
Figure 4.15: Charge density plot on the (100) plane of a surface state in the band 8 eV below $E_F$ in surface A at 0.11 $k_{3\pi}$. Contour lines are separated by 0.0005 a.u.. The mirror symmetry with respect to the [100] plane produces a surface state degenerate in energy with the state plotted.
Figure 4.16: Surface projected DOS of surface C (14-layers slab), and of a relaxed 11-layers slab of epitaxial GaIII. The DOS projected on the center layer of the slab of α-Ga (bulk DOS, cfr. fig. 3.8) is also shown. The layer-resolved DOS have been computed with the layer-projected KS orbitals from 49 \( k \) points uniformly spaced in the ISBZ. Bands energies and projection integrals have been extended throughout the whole SBZ using the 2D version of the 3D tetrahedron method [65] (see appendix C for the relevant formula). The resulting DOS has been further convoluted with a gaussian with variance 80 meV. The SDOS of surface C is much more similar to the SDOS of epitaxial GaIII than to α-Ga bulk DOS. Compare also to the DOS of bulk GaIII in fig. 3.8.
Figure 4.17: a) Charge density plotted on the (100) plane, collected from KS orbitals in the range \((-0.5, 0.1)\) eV of surface C (from 49 \(k\) points in the IBZ). The charge density is normalized to its maximum value, and contour lines are separated by 0.1. Dotted lines indicate high charge density.

b) the same as in a) for the slab of epitaxial GaIII.

as we can see in fig. 4.16. However a remnant of the \(\alpha\)-Ga pseudogap is still present in SDOS of surface C, the two large peaks just above and below \(E_F\) in SDOS of surface C do not completely fill the pseudogap. The charge density collected from the KS orbitals in the energy regions of the latter peaks in the SDOS are plotted on the (100) plane in fig. 4.17 and 4.18 for surface C and for the surface of a relaxed slab of epitaxial GaIII. The peaks in SDOS of surface C just below and above \(E_F\) are produced from states (mainly near \(\Gamma\) point) extending throughout the GaIII film, while in slab of epitaxial GaIII there are only small surface resonances in these energy regions (cfr. figs 4.17 and 4.18).
Figure 4.18: The same as in fig. 4.17 for the energy range (0.5,1.0) eV for a) surface C, and b) epitaxial GaIII.
The surface states 5-6 eV below $E_F$ (cf. fig. 4.11) in surface C, are localized in the bond of the outermost dimer of $\alpha$-Ga at the $\alpha$-Ga/GaIII interface, as one clearly recognize in fig. 4.19. They are interface states. Conversely the surface states in the range 7-8 eV below $E_F$ are localized mainly on the outermost plane midway the two surface atoms along the [100] direction. Two representative states are shown in figs. 4.20 and 4.21.

Note also that the peak in the bulk DOS around 2 eV below $E_F$, which gives the maximum contribution to the bond charge of the dimers in the bulk $\alpha$-Ga, is strongly smoothed in the SDOS of surface C in fig. 4.16, as a further indication of the disappearance
Figure 4.20: Charge density of a surface state of surface C, belonging to the bands 8 eV below $E_F$ at 0.22 $k_F$. a) (001) plane. b) (100) plane at x=0.25. The dots correspond to atoms lying on the (100) plane at x=0. Contour lines are separated by 0.0002 a.u..

Figure 4.21: The same as in fig. 4.20 for a surface state in the band 7 eV below $E_F$ at 0.33 $k_F$. a) (001) plane. b) (100) plane at x=0.25. The dots correspond to atoms lying on the (100) plane at x=0. A state degenerate in energy with the state plotted is obtained by applying a reflection with respect to the [010] plane followed by the fractional translation $(a/2,a/2,0)$. Contour lines are separated by 0.0002 a.u.
in the GaIII film of the covalent bonds typical of $\alpha$-Ga.

Summarizing we have seen that the presence of the GaIII film induces a large increase in the SDOS near $E_F$, which becomes smoother and more metallic, similar to GaIII. This "metallization" of the surface should in principle show up in photoemission measurements. The detection of surface states at 7-8 eV below the Fermi level in the whole SBZ in angle resolved photoemission, should be a further signature of surface C. Furthermore the residual pseudogap in SDOS of surface C is sufficiently small to account for the structureless $I - V$ spectra in fig. 4.22b, recorded with STM by Züger and Dürig [14]. The quantity plotted ($\frac{dI}{dV} / \frac{1}{V}$) is approximatively the ratio between the DOS at energy $V - E_F$ and the DOS at $E_F$ [66]. The magnitude of the SDOS peaks just below and above $E_F$ in surface C are roughly two times the SDOS at $E_F$ (cfr. fig. 4.16), in agreement with the experimental $I - V$ spectra in fig. 4.22.
Figure 4.22: a) $I-V$ spectra measured on Ga(110) and Ga(001) surface at fix tip-sample separation with STM by Züger and Dürrig [14]. On the (110) surface, the absence of the tunneling current between -0.5 and +0.4 V reveals a semiconducting character, whereas the linear voltage dependence demonstrates the metallic character of the (001) surface. b) $(dI/dV)/(I/V)$ spectra depicting the relative variation of the sample DOS in the vicinity of $E_F$. The Ga(110) shows an energy gap of approximatively 1 eV, while the DOS of Ga(001) is smooth. The figure is taken from ref. [14].
4.3 The role of metallization in the self-wetting phenomena

In the previous sections we have proposed, based on detailed ab initio calculations, that in the ground state the (001) surface of α-Ga is covered with two layers of epitaxial GaIII.

The scenario proposed is not the first realization of a "self wetting" phenomena. In general when two or more phases compete for the ground state of a bulk system there is a chance to observe the formation of a thin film of one of the losing structures at the surface of the winning bulk phase. There are known examples of this behaviour. In surface melting when the temperature is still below the bulk melting point, most crystal surfaces "self-wet" with a thin liquid film [11]. Another example is the valence transition at the surface of Sm metal, which has valence $3^+$ in the bulk but becomes $2^+$ at the surface, in spite of 0.26 eV/atom cohesive energy difference between bulk Sm$^{3+}$ and Sm$^{2+}$ [67]. These self wetting phenomena can be rationalized on the basis of a common ingredient: the emergent surface phase has a sufficiently lower surface free energy to make it worthwhile paying for the film plus interface free energy costs. The physical mechanisms underlying the surface free energy gain of the emergent phase may however have very different origin. In the case of surface melting, the surface free energy of the liquid is lower than that of the solid, mostly due to entropy [11]. In metallic Sm the surface energy of the Sm$^{2+}$ state is lower, due to closer similarity to the divalent ground state of the free atom [67]. These surface energy gains are usually quite small, and the closeness of the bulk free energies is thus a necessary condition for the self wetting to appear.

We have seen indeed that the difference in bulk energies of epitaxial GaIII and α-Ga is small ($\Delta E \sim 5 mRy/atom$), and the surface energy of epitaxial GaIII is sufficiently lower than surface energy of the ideal relaxed surface of α-Ga ($43 mRy/atom$ versus
57 mRy/atom) to pay for interface energy (\( \gamma_{\alpha-III} \sim 2 \) mRy/atom) plus the difference in bulk energies for two layers of GaIII on top of \( \alpha \)-Ga, but not for three or more. In the previous section we have seen that \( \gamma_{\alpha-III} \) is so small partly due to the energy gain of the electrons transferred from the GaIII film to \( \alpha \)-Ga, produced by the imbalance in the Fermi levels of \( \alpha \)-Ga and GaIII. Since both the drop of Hartree potential and the structure of the interface do not depend sensibly on the numbers of GaIII layers (cfr. fig. 4.10 and table 4.1) we expect also the energy gain due to the charge transfer to be independent on the thickness of GaIII film. Therefore the \( V(n) \) attraction which limits the wetting film thickness to strictly two atomic layers, can not be accounted for by a thickness dependence of the charge transfer.

At the moment the main source of the surface-interface attraction is still somewhat uncertain. From an inspection of interlayer distances in table 4.1, it does not seem that the gain in energy of surface C with respect to \( \gamma_3 \), and \( \gamma_4 \) could be explained by a better matching of the relaxation pattern of surface C with that of the free surface of GaIII, which is known to have the lowest surface energy. In other words a layering effect such as proposed by Chernov and Mikheev in the context of surface melting [68] (which should in our case be read as an interference between the relaxation pattern induced by the underlying \( \alpha \)-Ga with the relaxation pattern induced by the free GaIII surface) does not properly correlate the data in table 4.1. There is in fact another source of surface-interface attraction: dispersion electromagnetic forces, i.e. Van der Waals interaction. When the thickness of the GaIII film covering \( \alpha \)-Ga is much greater than the interatomic distances (which is surely not the case for our surface), macroscopic electrodynamics can be used to calculate the forces between the two interfaces. The interface-surface potential has the following asymptotic form in the non-retarded limit [12]:

\[ V(n) \sim \frac{H}{n^2 d^2} \] (4.3)

d being the interplanar distance in the wetting film. The Hamaker constant \( H \) can be computed once the frequency dependent dielectric tensor of GaIII and \( \alpha \)-Ga are known. \( H \) is expected to be negative, i.e. to yield attractive interaction, when the wetting film is a better conductor than the underlying solid [12]. GaIII is indeed a better conductor than the underlying \( \alpha \)-Ga. The Hamaker constant for the \( \alpha \)-Ga/liquid/vapor system has been explicitly computed in ref. [12], and it is \( H = -3 \times 10^{-21} J \) for the (001) surface. We have seen in chapter 3 that GaIII is the crystalline phase, stable or metastable, obtained by cooling the liquid phase within a large range of values of pressure [2]. Moreover GaIII has an electronic density of states very similar to the liquid (cfr. 3.8 and fig. 2 in ref. [42]), so the Hamaker constant for the \( \alpha \)-Ga/liquid/vapor system should be a good approximation for the \( \alpha \)-Ga/GaIII/vapor system. If we use the Hamaker constant of the \( \alpha \)-Ga/liquid/vapor system, and the surface-interface distance of our surface \( C \) in the asymptotic form 4.3 for \( V(n) \), we obtain \( V(2) \sim -1.3 \text{ mRy/atom} \). Strictly speaking this extrapolation of the macroscopic formula to a microscopic region is obviously not allowed, however this procedure gives us an interaction energy which is at least of the right order of magnitude. Therefore, even though this result cannot of course numerically account for the full interface attraction found, it does suggest that the large attractive deep of \( V(n) \) at \( n=2 \) could be produced by the short range limit of the electromagnetic dispersion forces, which although not exactly known, must be attractive. The dispersion forces are only partially included in the LDA. The correlation effects responsible for the dispersion forces are expected to be well reproduced at short distance (LDA calculations do predict physisorption of closed shell atoms on metal surfaces), but they are not included at large
distances (for instance, LDA does not reproduce the image-like tail of the effective potential out of a metal surface), so if the main contribution to $V(n)$ were due to dispersion forces as we tentatively propose, our LDA results should underestimate the VdW attraction for configurations with a larger number of GaIII layers. It is difficult, unfortunately, to separate a specific term out of the cumulated total energy of our LDA calculation and this suggestion is therefore speculative, at least at the time being. The two puzzling questions raised in the energetic of the wetting process, namely why $\gamma_{\alpha-111}$ is so small and why $V(n)$ is so attractive might thus both be accounted for by the metallization of the surface induced by the GaIII film.

The experimental data available to confirm or put in question our overall wetting scenario for $\alpha$-Ga(001) surface are limited to the STM measurements by Dürrig and Züger. Our results imply that the wetting with GaIII is confined to the first two surface layers up to $T_m$, consistently with the measured step-height distribution. The theoretical STM picture compares qualitatively well with the experimental one (see fig. 4.8), except for the chain dimerization apparent in experimental STM, and not reproduced by our calculation. In this respect we remark that the maximum of the current spots in STM do not necessarily coincide with the atomic positions, so that the dimerization inferred from STM could be magnified with respect to the true geometry. Moreover we have already mentioned that the buckling alone (anyway absent in our surfaces A, B and C) should be sufficient to activate in LEED the $(2n+1, 0)$ spots, observed experimentally [13], and silent in the geometry of surface C. At the moment we are not able to clarify this point. Perhaps the interatomic distances along the chains in the [100] direction are too small to favour the dimerization, due to the 3\% error in the theoretical lattice constant (see chapter 3). We indeed found, in

\[10\] Anyway, we expect the difference $\gamma_C - \gamma_\alpha$ to be much smaller in an Hartree-Fock calculation, where correlation and consequently VdW interaction are absent.
a forcibly dimerized configuration of surface C, that by artificially expanding (contracting) the lattice parameter by 3% with respect to theoretical equilibrium value, the forces which act to remove the dimerization undergo a 35% reduction (43% increment) \(^\text{11}\).

A decisive test of our picture should of course come from structural tools, such as ion scattering, dynamical LEED, X-ray or atom diffraction, which should be able to discriminate between A, B, and C structures, and to eventually confirm and quantify the chain dimerization observed in STM. Static LEED is not sufficient to discriminate between A, B and C surfaces, since the 2D space group is the same for all these configurations.

Indirect tests of our proposed geometry should come from electron spectroscopy, which should reveal the “metallization” produced by the GaIII film, as we have discussed in the previous section. The GaIII film should induce also detectable modifications in the phonon spectra: the bulk phonon modes around 7 Thz \([38]\), associated to the stretching of the dimer covalent bond, should be absent or strongly modified in the surface projected phonon density of states.

Finally, we may wonder whether this kind of solid-state incomplete wetting is a peculiar feature of α-Ga(001) surface or could be envisaged for other solids too. In general the presence of half-filled dangling bonds makes the surface energy of unreconstructed semiconductors higher than the surface energy of metals with respect to their cohesive energy \(E_{\text{coh}}\). The surface energy of metals are typically 0.2 \(E_{\text{coh}}\) \([69]\), while the surface energy of covalent semiconductors are usually higher. For example the theoretical surface energies of Si(111) ideal and 7x7 reconstructed surfaces are 0.26 \(E_{\text{coh}}\), and 0.24\(E_{\text{coh}}\) respectively \([70]\). If a simple reconstruction, still preserving the “covalent bonding” is not feasible, then the wetting with a fully metallic phase should in principle be favoured. This seems

\(^{11}\)A full relaxation of the dimerized configuration with expanded lattice parameters ends up with a still undimerized chain, due perhaps to the larger compression of the outermost layer induced by the artificial in-plane expansion.
to be the case for the $\alpha$-Ga(001), where the plausible structure of the ideal surface (B) does retain covalent unsaturated dangling bonds.
5 The $\alpha$-Ga(010) Surface

5.1 Surface Structure

As reported, for instance, in ref. [35, 14] the (010) orientation is not present on $\alpha$-Ga single crystals as grown from the melt. Instead four small facets all belonging to the family of lattice planes indexed \{121\} are formed in the vicinity of the (010) orientation. The (010) surface must be prepared from cutting of the crystal. Its structure expected from the truncated bulk is shown in figure 5.1. The surface unit cell contains one atom, the Ga$_2$ dimers being oriented out of the surface plane by an angle $\theta = 16.9^\circ$, all in the same direction. An atomically resolved STM image of the (010) surface, recorded by Züger and Dürrig [14], is reproduced in fig. 5.2. The best resolution of the image were obtained with tunnelling parameters $I_t = 5 \text{ nA}$, and $V_t = +50 \text{ mV}$, i.e. by imaging empty electronic states of the sample. The symmetry observed with STM is essentially in accordance with that expected from the truncated bulk in fig. 5.1. However Züger and Dürrig recognized a slightly different contrast of the spots on the edges and in the center of the marked cells in fig. 5.2, and suggested the possible occurrence of a 1x2 reconstruction.

Although the absence of the (010) orientation in single crystal suggests an high surface free energy $\gamma_{\text{s,v}}^{(010)}$, large terraces extending over several 100 Å are present after sputter-cleaning cycles of the sample. Moreover the step structure is stable up to $T_m$. No dynamics
Figure 5.1: Truncated bulk structure of the (010) surface. The $Ga_2$ dimers are oriented out of the surface plane by $16.6^\circ$ (indicated by different shading). The ideal rhombohedral surface unit cell is depicted by dashed lines. The dashed rectangle denotes a conventional unit cell, two times larger than the ideal rhombohedral surface unit cell. The figure is taken from ref. [14].

such as roughening or diffusion at steps edges was observed with STM up to the onset of bulk melting [14]. Thus the (010) surface presents a thermal stability similar to (001) surface, although the latter is even stable when macroscopic amounts of the underlying bulk are already molten. These properties immediately suggest a possible self-wetting of $\alpha$-Ga(010) surface with a GaIII film stable above the bulk melting point of $\alpha$-Ga, as we proposed for the (001) orientation in the previous chapter. The geometry of the (010) surface still permits an epitaxial growth of a tetragonally distorted FCC film on top of $\alpha$-Ga. However the in-plane lattice constants are much larger on the (010) surface than on the (001) one (cfr. figs 5.1 and 4.3b), which cause a GaIII film covering the (010) surface to be unstable with respect to the formation of dimers similar to those of bulk $\alpha$-Ga, as we have explicitly checked by a slab calculation. The final relaxed configuration of the slab presents an implausible large corrugation and a very high surface energy. This way
Figure 5.2: Atomically resolved STM image (46 Å x 42 Å) of the (010) surface displaying $\partial \ln I_t/\partial z$ signal, (essentially $\partial z/\partial x$) measured by modulation technique [14]. The tunnelling parameters are $I_t = 5nA$, and $V_t = +50mV$ (positive voltage corresponds to imaging empty states of the sample). The corrugation calculated from this signal is 0.01 Å. The rectangular unit cells (cfr. fig. 5.1) are indicated by marked rectangles (slightly distorted by piezo-shift). The figure is taken from ref. [14].
can not be pursued, and then we explored the properties of the ideal surface.

As for the (001) orientation, the ideal (010) surface can be formed in two ways, by cutting the crystal at a plane without cutting the dimers (surface A), or at a plane cutting the Ga$_2$ dimers (surface B). In configuration A three metallic bonds per atom are broken, while two metallic bonds and one covalent bond per atom are broken in configuration B. On the basis of the simple bonds counting argument we expect surface A to be favoured. This is exactly what it turns out from our slab calculations. We fully relaxed slabs 16-18 layers thick for both A and B geometries. Convergency in $k$-sums were tested up to 36 points in the ISBZ, simple gaussian spreading technique has been used. Residual atomic forces in relaxed slabs were less than $2 \text{mRy} / a_0$.

The surface energies ($\gamma_A$) for unrelaxed and relaxed surface A are 97 and 79 $\text{mRy/atom}$ respectively. The surface energies are converged within $\pm 1 \text{mRy/atom}$ with respect to $k$-sums in ISBZ. However $\gamma$ is strongly dependent on the $k$-point mesh used for the computation of the bulk energy ($E_{\text{bulk}}$) to be subtracted from the total energy of the slab. By using $E_{\text{bulk}}$ obtained from $k$-point sampling in the bulk BZ, corresponding to 12-layers and 20-layers slabs we obtain a 7 $\text{mRy/atom}$ difference in $\gamma$. The choice of the $k$-point mesh in the bulk BZ “equivalent” to the slab geometry is more critical for the (010) surface than for the (001) one, due to the larger dispersion of electronic bulk bands along [010] than along [001] direction. This uncertainty does not affect much the comparison of the surface energies of different slabs with the same orientation, but it does affect the analysis of the anisotropy of surface energy, i.e. for example $\gamma^{(010)} - \gamma^{(001)}$. The values reported in the text for $\gamma^{(010)}$ refer to $E_{\text{bulk}}$ calculated with a $k$-point mesh corresponding to a 12-layers slab, i.e. the geometry closest to the physical slab used for the surface calculation without the outermost dimer layer. The charge density on the (100) plane for surface A (18-layers slab) is shown in figure 5.3.
Figure 5.3: Charge density of surface A (ground state of (010) orientation) plotted on the (100) plane passing through all atoms shown. Note the decrease of the angle between the outermost dimer and the surface plane. Contour lines are separated by 0.005 a.u.
Surface B is obtained by removing the outermost atom of the surface dimers in fig. 5.3. The resulting surface has an exceedingly large corrugation. A better surface is obtained by moving the lone outermost atom in the hole underneath, midway the dimers of the second layer in fig. 5.3. By fully relaxing this configuration we ended up with a surface energy \( \gamma_B = 85 \text{ mRy/atom} \), still higher than \( \gamma_A = 79 \text{ mRy/atom} \). Then we propose the structure in fig. 5.3 as ground state configuration of \( \alpha\text{-Ga}(010) \) surface.

Note in fig. 5.3 the decrease of the angle \( \theta \) between the surface dimer and the surface plane from 16.9\(^\circ\) down to 2.8\(^\circ\). The length of the surface dimer is equal to the bulk one, while the dimer in the second layer is 1 % contracted, and inclined by \( \theta = 15.4\(^\circ\) \) (\( \theta_{\text{bulk}} = 16.9\(^\circ\) \)). A possible small difference in \( \theta \)'s angles of the two surface dimers in the rectangular unit cell in fig. 5.1 could be responsible for the asymmetry observed by STM [14]. Up to now we have not explored this possibility. The rotation of the surface dimer reduces the charge corrugation and is responsible for the large energy gain obtained by relaxation. Both atoms of the dimer lie nearly on the surface plane, and the atomic density of (010) surface is so 12.4 nm\(^{-2}\), even larger than those of the (001) surface (10.5 nm\(^{-2}\), the theoretical lattice constants have been used). \( \gamma_A \) expressed in energy per unit area is 4.9 mRy/Å\(^2\) for the (010) surface, equal within our error to the surface energy of our proposed ground state for the (001) orientation (surface C in the previous chapter). This result is not too surprising, given the similarity of atomic densities of surfaces (001) and (010). The absence of the (010) surface in the shape of single crystal grown from the melt could be due to growth kinetics which favour the other local minima in the polar plot of \( \gamma_{\text{adh}} \).

Although the surface dimer is nearly parallel to the surface, the innermost atom of the dimer is not visible in the theoretical STM image (cfr. fig. 5.5), in agreement with the experimental image in fig. 5.2. Furthermore the largest corrugation in the theoretical STM
5.1. Surface Structure

Figure 5.4: Charge density of ground state configuration of (010) surface plotted on the (100) plane, including states inside an energy window 0.5 eV wide above $E_F$ (panel a), and below $E_F$ (panel b). 52 $k$ points uniformly spaced in the IBZ are used. Continuous contour lines are separated by $3.8 \cdot 10^{-4}$ a.u., while dashed lines are separated by $5.8 \cdot 10^{-5}$ a.u., the lowest density being $5.8 \cdot 10^{-5}$ a.u. The charge accumulation above the outermost atom in a) is produced by empty surface states (cfr. fig. 5.6).

picture is obtained by imaging empty electronic states, still in agreement with experimental results [14]. The reason for this latter property is clear by looking at the charge density collected from KS orbitals in the energy ranges (-0.5,0) and (0, +0.5) eV around $E_F$ in fig. 5.4. The protrusion of charge above the outermost atom in fig. 5.4a is produced by a band of unoccupied surface states just above $E_F$ (see fig. 5.6 in the next section).

The tip-surface distance in the real STM device is usually 5 – 8 Å, while the outermost contour line in fig. 5.4 is located 3 Å above the surface, since the ab initio charge density is not well described at larger distances. In order to compute the STM image at large distances within the Tersoff-Hamann approximation we have extrapolated the tails of the KS orbitals by matching the KS orbitals of the slab calculation to their expected
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Figure 5.5: Theoretical STM image for fixed 5 Å tip-surface separation, obtained by the extrapolation of KS orbitals tails, including states inside an energy window 0.5 eV wide above $E_F$ (left panel), and below $E_F$ (right panel). 52 $k$ points uniformly spaced in the ISBZ are used. The matching point between KS orbitals of the slab calculation and their expected asymptotic decay (see appendix C) is 1.3 Å above the surface. The image with a matching point 3 Å above the surface is not sensibly different. Dashed lines indicate high charge density. The outermost atoms of the dimers are depicted by larger dots.

Asymptotic decay as described in appendix C. The resulting theoretical STM image 5 Å above the surface is plotted in fig. 5.5, including states inside an energy window 0.5 eV wide above (panel a) and below (panel b) $E_F$.

In contrast to fig. 5.4, at 5 Å far from the surface the maxima of charge density are always above the outermost atom of the dimer, both imaging empty and filled electronic states in figs. 5.5a and 5.5b. Thus the image is not expected to change qualitatively by changing the sign of tunnelling voltage. However the corrugation predicted by our calcu-
lations is still 20-30 % larger by imaging empty states, in agreement with the experimental evidence. Conversely by increasing further the tip-surface separation above 8 Å, our results predict the largest corrugation to be obtained by imaging filled states. Moreover in fig. 5.5 the minima of the charge are along the [100] direction, midway between the maxima, while a saddle point is present along the [101] line connecting the maxima; this feature is in agreement with the experimental results [71].

5.2 Surface Electronic Properties

The slab band structure of ground state configuration of the (010) surface is reported in fig. 5.6 along the high symmetry lines of the ISBZ.

We can recognize surface states in three energy regions: (i) empty surface states just above $E_F$ near the bulk bands edge along the $T$ direction, (ii) filled surface states in the small gap 3 eV below $E_F$, midway along $T$, and (iii) filled surface states 5-7 eV below $E_F$ along $T'$ and $\Sigma$. The charge density of representative surface states in the three energy regions (i), (ii), and (iii) is plotted in panel a, b, and c of figure 5.7 respectively.

The surface states just above $E_F$ in fig. 5.7a are strongly localized above the outermost atom and in middle of the surface dimer bond. This surface band is responsible for the enhanced corrugation observed in STM by imaging empty states, as discussed in the previous section. The surface state around 3 eV below $E_F$ in fig. 5.7b is strongly localized between the second and third dimer layers, the distance between the two atoms “bonded” by the surface state in fig. 5.7b being 5% lower than the corresponding bulk one. The surface state in fig. 5.7c, belonging to the surface band 5-7 eV below $E_F$ is strongly localized along the bond of the two outermost dimers. The surface states (i) and (iii), strongly localized on the surface dimers, show up clearly in fig. 5.8 by comparing the SDOS with the DOS projected on the center layer of the slab. Surface states are indicated
Figure 5.6: The surface band structure of (010) surface (cfr. fig. 5.3) from a 18-layers slab. Continuous lines represent the band edges of the surface projected band structure of the bulk. The zero of energy corresponds to the Fermi level. The energies of bulk and slab calculations are aligned by matching the average Hartree potential in the bulk and at the center of the slab. Inset: Irreducible Surface Brillouin Zone for the (010) surface.
Figure 5.7: a) Charge density of the state at $0.5k_T$ of the surface band just above $E_F$. b) Charge density of the state at $0.5k_T$ of the surface band 3 eV below $E_F$. c) Charge density of the state at $0.83k_T$ of the surface band 5-7 eV below $E_F$. Contour lines are separated by 0.0005 a.u.

by shaded areas.

Concluding this section we remark that no indication of surface instability as produced, for instance, by half-filled surface states comes out from the analysis of the band structure, further supporting our proposed ground state geometry.
Figure 5.8: Layer-projected DOS for (010) surface (18-layers slab). The upper curve is the DOS projected on the surface layer, while the lower curve is the DOS projected on the center layer of the slab. The layer-resolved DOS have been computed with the layer-projected KS orbitals from 52 $k$ points uniformly spaced in the ISBZ. Band energies and projection integrals have been extended throughout the whole SBZ using the 2D version of the 3D tetrahedron method [55] (see appendix B for the relevant formula). The DOS projected on the center layer of the (001) oriented slab reproduces better the bulk DOS (cfr. 3.8 and fig. 4.16) than the bulk-projected DOS reported in this figure, due to a larger dispersion of the bulk bands along the [010] direction than along the [001] direction.
5.3 Discussion

As suggested by the simple counting of bonds broken at the surface, the configuration without broken dimers is favoured on (010) surface. The resulting large corrugation of the ideal bulk termination is reduced by the rotation of the surface dimers, which is possible on the (010) surface, since all surface dimers are oriented in the same direction. Conversely the corrugation of the analogous configuration A of the (001) surface cannot be reduced through the same mechanism since there the adjacent dimers should rotate in opposite directions. On the (001) surface the adjacent atoms in the chain along [100] become closer and closer by rotating the dimers, and their mutual repulsion finally hinders further rotation stabilizing the unfeasible relaxed configuration A in figs. 4.5a and 4.6a. Therefore on the (001) orientation the plausible ideal configuration is surface B, obtained by breaking the surface dimers. Conversely, on the ideal (010) surface no surface dimers are broken, and therefore no unsaturated dangling bonds are present as driving forces for a large atomic rearrangement. These arguments account for the reconstructing and non-reconstructing behaviour we have found on (001) and (010) surfaces.

The absence of surface mobility also on the (010) orientation near the bulk melting, as detected by STM, cannot be justified by a self-wetting scenario similar to that suggested for the (001) surface in the previous chapter. However we remark that although the melting point of α-Ga is much lower than those of most other metals, the potential barriers to be overcome for adatom diffusion are probably not so much lower. Therefore adatom diffusion could be very low up to \( T_m \) for all gallium surfaces. Besides, another effect decreasing the surface mobility could be at work specifically of the (010) surface. Namely, since the diffusion of the whole surface dimer is probably unfavoured, the surface mobility should be mainly due to single atom diffusion which requires the dissociation of surface
dimers. The dissociation energy of a surface dimer $E_{diss}$ can be estimated from our results as $E_{diss} = 2(\gamma_B^{(010)} - \gamma_A^{(010)}) = 1905 K$. An upper estimate for the dissociation entropy $S_{diss}$ comes from the value of the melting entropy of $\alpha$-Ga ($S_m = 2.23$)\(^1\). Accordingly, the abundance of broken surface dimers at the melting point is expected to be as low as $n \sim \exp(-E_{diss}/T_m + S_{diss}) < 1.7\%$.

\(^1\)The melting entropy of an atom at surface is larger than the melting entropy in the bulk, but the configurational entropy of the adatom on a crystalline substrate is supposed to be lower than entropy in the bulk liquid, so $S_{diss} = S_m$ could be a good compromise.
6 Conclusions and Outlooks

The flexibility of simultaneously forming two kinds of chemical bonds makes gallium a metal with peculiar properties. Our calculations essentially reproduce the previous ab initio results [9, 8] on the semimetallic phase $\alpha$, showing a pile up of charge in the $Ga_2$ dimer characteristic of a covalent bond and its fingerprint in the electronic density of states, as a pronounced pseudogap at the Fermi level. However the hierarchy in energy of the other losing structure is largely modified in our refined calculation with respect to previous results [8], and accounts now well for the experimental results on gallium phase diagram. The less-stable fully metallic phases are very close in energy to the ground state $\alpha$, all phases lying in a narrow energy window $6 \text{ mRy/atom}$ large. Both the partial covalent character of $\alpha$-Ga and the closeness in energy of the other fully metallic phases play a crucial role in the physics of $\alpha$-Ga surfaces, where the relative importance of covalency and metallicity changes with respect to the bulk. We found that in one of the two possible ideal configurations of the (001) surface the covalent character of $\alpha$-Ga shows up forcing the presence of unsaturated dangling bonds. As in most semiconductors the instability produced by the unsaturated dangling bonds is removed by a large rearrangement of surface geometry. We have proposed, based on detailed ab initio calculations, that in the ground state the (001) surface of $\alpha$-Ga is in fact covered with two layers of GaIII grown epitaxially on $\alpha$-Ga. GaIII is a denser phase stable in the bulk at high pressure and
temperature. This new realization of a "self-wetting" phenomenon is made possible by the small surface energy of GaIII, so much lower than the surface energy of ideal relaxed $\alpha$-Ga surface to make it worthwhile paying for the difference in bulk energy between $\alpha$-Ga and GaIII plus the interface energy. The cost of the GaIII film is indeed small due to the closeness in energy of the bulk phases, and the interface energy is reduced by the charge transfer across the $\alpha$-GaIII interface connected with the 1 eV contact potential between the more electronegative $\alpha$-Ga and more metallic GaIII. The metallization of the surface has been tentatively suggested to be also the source of the strong surface-interface attraction which, consistently with experimental step-distribution, limits the GaIII film to strictly two atomic layers, causing the wetting of $\alpha$-Ga by GaIII to be incomplete. This surface-interface attraction could be the short-range counterpart of the long-range van der Waals interaction which is known to be attractive for a poor metal covered by a better conductor. This suggestion, however, is at the time being only speculative and to be confirmed requires a further analysis of the different terms which constitute the cumulated total energy in our calculation.

The experimental data available to confirm or put in question our overall wetting scenario for the $\alpha$-Ga(001) are limited to the STM measurements by Dürig and Züger. The theoretical STM image of our proposed ground state compares qualitatively well with the experimental one, except for the chain dimerization inferred from the experimental image, and absent in our configuration. This point requires further study: from the theoretical side a test of the validity of the LDA and frozen core approximations which produces a systematic 3 % error in the equilibrium lattice constant of gallium phases should be further checked via CI quantum chemistry calculation and all-electron LDA calculation on the $Ga_2$ molecule. While a certain tendency to overestimate the atomic density is common in most LDA calculation, our error in the equilibrium lattice constant is somewhat
larger than usual and could be important in the fine details of the surface structure. The
dchain dimerization is nevertheless a minor effect with respect to our proposed atomic
rearrangement which should be easily detectable by structural tools such as ion scattering,
dynamical LEED, and X-ray diffraction, able in principle (as opposed with STM) to
discriminate between the ideal structures and our proposed ground state.

Bulk GaIII is expected to melt above the melting point of α-Ga at the density of the film
covering the α-Ga(001) surface. This argument could account for the anomalous thermal
stability of the (001) surface detected with STM. Although there are now experimental
[72] and theoretical [73] evidences on the possibility of superheating closed packed surfaces
(e.g. Au(111) and Pb(111)), the α-Ga(001) surface presents a more pronounced stability:
in STM measurements [14] it appeared even stable when macroscopic amounts of the
underlying bulk is already melted. Our self-wetting scenario could therefore account for
the enhanced thermal stability of α-Ga(001). Besides this peculiar behaviour of the (001)
orientation, all the other surfaces studied by STM (0 0 1, 1 1 1, 1 1 0) present a very
low mobility up to T_m (303 K). The low diffusion at room temperature could be accounted
for by considering that although the melting point of α-Ga is much lower than most other
metals, the potential barriers to be overcome for adatoms diffusion and/or the energy for
the creation of a couple vacancy/adatom are not probably not so much lower. An ab
initio study of the energy barriers for adatom diffusion would be quite illuminating in this
respect.

In contrast with the (001) orientation the (010) surface does not reconstruct. We
have shown that on the ideal (010) surface there are no unsaturated dangling bonds as
driving force for the reconstruction, and surface atoms therefore undergo only a minor
rearrangements consisting of a 14 degrees rotation of the surface dimers.

Conversely a large atomic rearrangement is expected on the (110) surface which ap-
pears to be semiconducting in the STS measurements reported in fig. 4.23. The covalency of $\alpha$-Ga should therefore prevail on this orientation. Theoretical work on the (110) surface is in progress.

In summary our study reveals interesting phenomena at the surfaces of $\alpha$-Ga driven by the interplay between covalency and metalliclicity. We hope that these results will stimulate further experimental work on this peculiar system.
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Appendix A
Non Linear Core Correction to Pseudopotential

In this appendix we describe the method used to generate a pseudopotential for Ga with the nonlinear core correction (NLCC).

In the pseudopotential formalism for total energy calculations the charge density is divided in core and valence contribution and the energy of the core is assumed to be constant and subtracted out. Furthermore the core contribution is often completely neglected and the total energy is given in term of the (pseudo) charge density alone. All interaction between the core and valence electrons is thus transferred to the pseudopotential. This implies a linearization of the interaction which can only be an approximation for the explicitly non local XC energy in LDA. If the core and valence charge densities are well separated in space this will introduce non serious errors as can be seen from the many success of the method. However if there is significant overlap between the two densities the linearization will lead to reduced transferability of the pseudopotential and to systematic errors in the calculated energy. In order to test the vality of the linearization of XC energy for Ga, present in the pseudopotential of ref. [18], we generated a pseudopotential corrected according to the method proposed by Louie, Froyen and Cohen [20] and currently known under the name of nonlinear core correction (NLCC). The idea is to evaluate
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the XC energy using the total - rather than valence - charge density: this is achieved by adding the frozen core charge to the self-consistent valence charge. The core charge is computed once and for all in the same atomic calculation as the pseudopotentials. The core charge has significant effect only where the core and valence charge densities are of similar magnitude. It is without importance close to nucleus where most of the core charge resides. Therefore we replaced the full core charge, impractical to use within plane-waves expansion methods, with a partial core charge which is equal to the full one outside a radius \( r_0 \) midway between the nucleus and the point where core and valence charge densities intersect. We therefore assumed

\[
\rho_{\text{core}}(r) = (a_{cc} + b_{cc} r^2) e^{-\alpha_{cc} r^2}
\]

(A.1)

where \( a_{cc}, b_{cc}, \alpha_{cc} \) are determined by fitting the expression above to the full core charge outside \( r_0 \). The norm-conserving pseudopotential have been generated using a scheme originally proposed by von Barth and Car [74]. In this scheme, the semilocal potentials are assumed to depend on few parameters. The usual choice is

\[
V_l(r) = -\frac{Z_v}{r} e^{\mu}(\sqrt{a_c r}) + (a_l + b_l r^2) e^{-\alpha_l r^2}
\]

(A.2)

where \( Z_v \) is the valence charge. The parameters \( \alpha_c, a_l, b_l, \) and \( \alpha_l \) are determined by minimizing the squared differences between the valence orbitals energies and the radial wave functions (beyond some core radius \( r_c \)) resulting from a self-consistent all-electron calculation and a pseudopotential one, made using Eqs. A.1 and A.2 [75]. The electronic configurations used for the generation of the pseudopotential are \( 4s^24p^1 \), and \( 4s^{0.75}4p^{0.25} \) as in ref. [18]. The parameters of the NLCC-pseudopotential are reported in table A.1.

The all-electron and pseudo wave functions for the two atomic configurations are com-
Table A.1: Coefficient of the NLCC-pseudopotential for gallium. See Eqs. A.2 and A.1.

<table>
<thead>
<tr>
<th>cc</th>
<th>$\alpha_c$</th>
<th>$l = 0$</th>
<th>$l = 1$</th>
<th>$l = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>0.3112</td>
<td>0.5251</td>
<td>1.2534</td>
<td>0.9502</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.3730</td>
<td></td>
<td>11.234</td>
<td>5.2681</td>
</tr>
<tr>
<td>$b$</td>
<td>1.2183</td>
<td>-5.4844</td>
<td>-2.3286</td>
<td>1.0750</td>
</tr>
</tbody>
</table>

Figure A.1: Comparison between the pseudo and the corresponding all-electron radial wave functions for the configurations $4s^24p^1$, and $4s^{0.75}4p^{0.25}$ for the NLCC pseudopotential of Ga.
pared in fig. A.1. The agreement between all-electrons and pseudo wave functions is worse for our NLCC-pseudopotential than for the pseudopotential in ref. [18]. The NLCC-pseudopotential used in our bulk calculations is not in the Kleinman-Bylander form. As discussed in chapter 3 the NLCC has negligible effects on the lattice parameters of gallium phases at equilibrium. However the bulk modulus increase of 7, 13 and 8 % in α-Ga, GaII and fcc respectively with respect to the values obtained with the pseudopotential in ref. [18]. Also the transition pressures suffer large changes as discussed in chapter 2. Nevertheless the main message of our NLCC results is that neglect of NLCC is not the source of the error in the equilibrium volume found with the pseudopotential in ref. [18].
Appendix B
Linear analytic method for Brillouin Zone integration in 2D

In this appendix we report the relevant formula for the 2D version of the 3D tetrahedron method for the calculation of electronic densities of states [65].

The contribution of the band $n$ to the density of states for a 2D Brillouin Zone is

$$g_n(\epsilon) = \frac{1}{2\pi^2} \int_{\epsilon(k)=\epsilon} \frac{dl}{|\nabla \epsilon_n(k)|}$$  \hspace{1cm} (B.1)

where $\int dl$ indicates the integral over the line $\epsilon(k) = \epsilon$ in the IBZ (Surface IBZ in our application). Hereafter the inessential band index will be dropped. The integral is calculated as the sum of contributions from triangular microzones in the IBZ assigned by a uniform mesh of $k$-points. Therefore the density of states is decomposed as $g(\epsilon) = \sum_j g_j(\epsilon)$, where $j$ indexes the microzones.

The eigenvalues $\epsilon(k)$ are evaluated only in the $k$ points of the mesh which represent the vertices of the microzones. A value of $\nabla \epsilon$ is assigned to each microzone from linear interpolation of the values $\epsilon_1, \epsilon_2, \epsilon_3$ at the vertices of the triangular microzone. Then the contribution to the DOS from each microzone is approximated (apart from inessential constants) as $g_j(\epsilon) \sim S(\epsilon)/d\epsilon$, where $S(\epsilon)$ is the area of the polygon defined by the two parallel lines perpendicular to $\nabla \epsilon$ passing through the points at energy $\epsilon$ and $\epsilon + d\epsilon$ inside.
the microzone \( j \), and the boundaries of the microzone. This area is depicted schematically in figure B.1.

![Figure B.1](image)

Figure B.1: The shaded area corresponds to the area \( S \) inside a triangular microzone which weights the contribution of the microzone to the DOS. See text.

At point A in figure B.1, \( \epsilon(k) = \epsilon \), and at point B \( \epsilon(k) = \epsilon + d\epsilon \), so the two parallel lines are separated by \( d\epsilon / |\nabla \epsilon| \). \( \epsilon_i \) at the vertices are indexed in order of increasing energy. The area \( S(\epsilon) \) is equal to

\[
S(\epsilon) = \frac{\Delta_1}{\Delta_{31} \Delta_{21}} 2A \, d\epsilon \quad \text{for} \quad \epsilon_1 < \epsilon < \epsilon_2
\]

\[
S(\epsilon) = \frac{\Delta_3}{\Delta_{32} \Delta_{13}} 2A \, d\epsilon \quad \text{for} \quad \epsilon_2 < \epsilon < \epsilon_3
\]

\[
S(\epsilon) = 0 \quad \text{for} \quad \epsilon < \epsilon_1 \quad \text{and} \quad \epsilon > \epsilon_3
\]

(B.2)

where \( \Delta_{ij} = \epsilon_i - \epsilon_j \), and \( \Delta_i = \epsilon - \epsilon_i \), and \( A \) is the area of the microzone.

For the calculation of the layer-resolved density of states the contribution from the microzone \( j \), \( g_j(\epsilon) \), is multiplied by the integral over the area \( S(\epsilon) \) of the projection \( p(k) \).
of the slab wavefunctions on the relevant layer. Still the integral of \( p(k) \) over \( S \) is performed by linear interpolation of \( p(k) \) inside the microzone from the known values \( p_1, p_2, p_3 \) at its vertices.
Appendix C
Calculated STM image

The simple first order perturbation theory first applied to tunneling by Bardeen [76] was specified to tip-surface tunnelling in STM by Tersoff and Hamann [59]. In this approximation assuming a spherical tip with s-wave function and featureless density of states, and with other reservations discussed in details, e.g. in a recent review article [77], the differential tunneling conductance is simply proportional to the surface DOS at the Fermi level measured at the tip center $r_o$

$$\frac{dI}{dV} \sim A \rho(r_o, E = E_f) = A \sum_{nk} |\psi_{nk}(r_o)|^2 \delta(E_{nk} - E_f)$$  \hspace{1cm} (C.1)

The constant $A$ depending on the radius, work function and DOS of the tip. For small tunnelling voltage

$$I \sim \rho(r_o, E = E_f) V$$  \hspace{1cm} (C.2)

so the variation in the current intensity at constant voltage and surface-tip separation reflects the variation of the local charge density which can be used as a surface topograph to the extent to which the wavefunctions at the Fermi level are sufficiently representative of the full set of occupied states. This may be the case in a regular metal, but it is clearly not so in a semimetal and even less in a semiconductor [77, 78].
The expression (C.2) is used for our calculations of the theoretical STM images. The typical tip-surface separation in experimental devices is of the order of 5–8 Å, so the wavefunctions should be evaluated very far from the surface in order to compare with experimental results. On the other hand, in a slab calculation the wavefunctions are well described only nearer the surface due to the finite thickness of the vacuum region (9 Å in our case), and due to the low cutoff energy which can not describe the exponential decay very far from the surface. By plotting the logarithm of the charge density as a function of the distance from the surface we recognized a good exponential decay of our wavefunctions up to 3 Å from the surface. However, the exact form of the wavefunctions tail far from the surface is known as [59]

$$\psi_{nk}(r) = \Omega^{-\frac{1}{2}} \sum_{G} a_{G} e^{-(\kappa^2 + |\kappa_{G}|^2)^{\frac{1}{2}}} z e^{i\kappa_{G} \cdot x}$$  \hspace{1cm} (C.3)

where \(x\) lie in the plane parallel to the surface, and \(z\) is perpendicular to the surface. \(\kappa = 2\pi/\hbar (2m\phi)^{\frac{1}{2}}\), \(\phi\) is the work function, \(\kappa_{G} = G + k_{||}\), and \(G\) is a surface reciprocal lattice vector. The \(\psi_{nk}\) obtained from the solution of the KS equation in reciprocal space read

$$\psi_{nk}(r) = \Omega^{-\frac{1}{2}} \sum_{G, g_{z}} b_{G, g_{z}} e^{i\kappa_{G} \cdot z} e^{i\kappa_{G} \cdot x}$$  \hspace{1cm} (C.4)

where \((G, g_{z})\) are reciprocal lattice vector of 3D supercell. By equating eqs. C.3 and C.4 at a point \(z_{0}\) far from the surface, where \(\psi\) is well described by C.4, and hopefully also by C.3, we obtain the coefficient \(a_{G}\) in C.3, which let us evaluate the STM image at a point \(z\) arbitrarily far from the surface. For \(z\) in the range 5–8 Å, our STM images are not sensibly dependent on the position of the matching plane \(z_{0}\) at a distance from surface varying in the range 1.5–3 Å. Due to the use of a coarse mesh in the SBZ we included in the sum over
$n_k$ in eq. C.1, states inside an energy window 0.5 eV large, below or above the Fermi level depending on the sign of the experimental tunneling voltage to be compared with. The work function in eq. C.3 is consequently modified as $\phi \rightarrow \phi - (E_{n,k} - (E_f + 0.5 \text{ eV}))$ by imaging empty states, and $\phi \rightarrow \phi - (E_{n,k} - E_f)$ by imaging filled states.
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